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Engineering and of Materials Science and Engineering 

ABSTRACT 

Deterministic arrays of metal (i.e., Au) nanoparticles and dielectric nanopillars (i.e., Si 

and SiN) arranged in aperiodic spiral geometries (Vogel ' s spirals) are proposed as a 

novel platform for engineering enhanced photonic-plasmonic coupling and increased 

light-matter interaction over broad frequency and angular spectra for planar optical 

devices. Vogel ' s spirals lack both translational and orientational symmetry in real space, 

while displaying continuous circular symmetry (i.e., rotational symmetry of infinite 

order) in reciprocal Fourier space. The novel regime of "circular multiple light 

scattering" in finite-size deterministic structures will be investigated. The distinctive 

geometrical structure of Vogel spirals will be studied by a multifractal analysis, Fourier-

Bessel decomposition, and Delaunay tessellation methods, leading to spiral structure 

optimization for novel localized optical states with broadband fluctuations in their 

photonic mode density. Experimentally, a number of designed passive and active spiral 

structures will be fabricated and characterized using dark-field optical spectroscopy, 

ellipsometry, and Fourier space imaging. Polarization-insensitive planar omnidirectional 

diffraction will be demonstrated and engineered over a large and controllable range of 
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frequencies . Device applications to enhanced LEDs, novel lasers, and thin-film solar cells 

with enhanced absorption will be specifically targeted. Additionally, using Vogel spirals 

we investigate the direct (i.e. free space) generation of optical vortices, with well-defined 

and controllable values of orbital angular momentum, paving the way to the engineering 

and control of novel types of phase discontinuities (i.e. , phase dislocation loops) in 

compact, chip-scale optical devices. Finally, we report on the design, modeling, and 

experimental demonstration of array-enhanced nanoantennas for polarization-controlled 

multispectral nanofocusing, nanoantennas for resonant near-field optical concentration of 

radiation to individual nanowires, and aperiodic double resonance surface enhanced 

Raman scattering substrates. 
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Chapter 1 

1 Introduction 

1.1 Motivation 

Over the last few decades, the steady progress regarding our ability to fabricate photonic 

nanostructures has led to a rich variety of different one-, two-, and three-dimensional 

dielectric and metallic structures. These structures exhibit novel and fascinating optical 

properties, providing an unprecedented control of light propagation and light-matter 

interaction. Light-matter interaction has turned into a rapidly growing field, yielding the 

potential to extend concepts and functionalities of conventional optics down to the 

nanometer scale. This ability to control at light at sub-wavelength scales provides 

tremendous opportunities for the creation of new materials, functionalities and device 

applications. A significant portion of this research has been conducted on the periodic 

arrangements of dielectric and metallo-dielectric systems; focused on the basic physical 

principles and potential applications associated with the existence of Bragg scattering. 

While these structures are relatively simple, numerous new devices have been 

successfully engineered for enhanced light-matter interaction in specific spectral regions. 

A second methodology is in the utilization of randomly distributed nanostructures for 

broadband light-matter enhancement. Electromagnetic phenomena in random media, such 

as dielectric powders, rough thin films, colloidal aggregates and others, have been 

intensely studied for the last three decades (Shalaev, 2002). While there are numerous 
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practical applications utilizing periodic media, few devices based on disordered media 

have been realized due to their inherent irreproducibility. In order to exploit the desirable 

properties of randomized nanostructures and have the same engineerability found in 

periodic arrays, the majority of efforts in this dissertation focus on a class of structures 

known as Deterministic Aperiodic NanoStructures (DANS). 

Recent advancements in the design and fabrication of DANS have provided novel 

opportunities for the creation and manipulation of complex scattering resonances and 

nanoscale localized optical fields (Dal Negro and Feng, 2007; Dal Negro, Feng and 

Gopinath, 2008; Gopinath et al. , 2008; Luck, 1989). DANS are inhomogeneous 

nanostructures in which the refractive index fluctuates over multiple length scales 

comparable to or smaller than the wavelength of light. These structures are designed by 

mathematical rules, which interpolate between periodicity and randomness in a tunable 

fashion (Dal Negro, Feng and Gopinath, 2008; Gopinath et al. , 2008; Barber, 2008; 

Steurer and Sutter-Widmer, 2007). DANS provide unprecedented opportunities to 

manipulate light states, diffraction diagrams, and optical cross-sections for nanophotonic 

and nanoplasmonic device technologies (Dal Negro and Boriskina, 2012). Such 

applications are enabled by DANS as a result of their engineerable complex Fourier 

space. In particular, their reciprocal Fourier space ranges from a discrete set of o-like 

Bragg peaks (i.e., pure-point spectrum), such as for periodic and quasiperiodic crystals, to 

a continuous spectrum (i.e. , absence of Bragg peaks), as encountered in amorphous 

systems (Barber, 2008; Janot, 1997). Moreover, due to a far richer structural complexity 

compared to periodic, quasiperiodic, and disordered random media, the Fourier space of 
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DANS can encode non-crystallographic point-symmetries with rotational axes of 

arbitrary order (Senechal, 1996; Vasconcelos and Albuquerque, 1998). 

On the other hand, disordered and amorphous structures are characterized by 

diffuse Fourier spectra which can support continuous rotational symmetry ( J anot, 1997; 

Florescu, Torquato and Steinhardt, 2009). Only recently, have deterministic structures 

with infinite-order rotational symmetry in reciprocal space have been constructed, 

utilizing the Pinwheel tiling. Its diffraction pattern approximates continuous circular 

symmetry in the limit of an infinite-size structure (Senechal, 1996). This dissertation will 

focus on a set of unique finite-size particle arrays with continuous rotational symmetry in 

Fourier space, obtained by engineering aperiodic spiral order. Such arrays are known as 

Vogel spirals. It will be systematically shown, that Vogel spiral arrays provide a diverse 

photonic platform for engineering planar diffraction, enhanced light-matter coupling, 

large photonic band-gaps with unique band-edge modes, and scattered electric fields 

carrying discrete orbital angular momentum values. 

1.2 Outline 

This thesis will begin with a review of fundamentals of photonics and plasmonics 

followed by an introduction to the various computational design methods utilized 

throughout this study. Chapter 4 will describe the various nanofabrication techniques 

used to fabricate photonic and plasmonic device structures experimentally investigated in 

this thesis. Chapter 5 will introduce the field of DANS and provide an overview of 

relevant current and past works. The chapter will conclude by highlighting the need for 
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additional studies of a unique type of DANS geometry, known as a Vogel Spiral, which 

will be the central point of Chapter 6. A detailed study of various Vogel spiral geometric 

properties will be presented with attention to the potential implications on the structure's 

photonic properties. 

Using Vogel spirals as a platform, the novel regime of "circular multiple light 

scattering" will be investigated. It will be shown both experimentally and theoretically 

that rotational symmetry in diffused reciprocal space gives rise to polarization-insensitive 

planar diffraction over a large and controllable range of wavelengths. Chapter 7 presents 

the optical properties of dielectric Vogel spiral arrays. Studies will be presented on band­

gap and band-edge mode engineering, the experimental measurement of band-gaps, 

discussions on the prospects for lasing in spiral nanopillar arrays, as well a study of near­

field coupling in Vogel spiral arrays. Chapter 8 covers the application of the Vogel spiral 

platform in plasmonic configurations. The unique scattering properties, thin-film solar 

cell enhancement, second harmonic generation and orbital angular momentum generation 

will all be discussed in this context. 

Chapter 9 departs from the spiral platform to investigate the engmeenng of 

radiation-enhanced plasmonic coupling. These efforts focus on photonic-plasmonic 

coupling for nanoscale focusing applications including, optical biosensing, photo­

detection, and nonlinear plasmonics. Additionally, Chapter 10 explores surface enhanced 

Raman spectroscopy (SERS), utilizing various aperiodic geometries and substrate 
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configurations. Final conclusions and future prospects are discussed in the last chapter 

this dissertation. 
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Chapter 2 

2 Theoretical Background 

This chapter summarizes the fundamental concepts of electromagnetic theory 

pertinent for this thesis. In particular, I will discuss the basic concepts of electrodynamics 

in matter, propagating and localized surface plasmons, and the physics of nanoparticle 

coupling both in the near-field and far-field. This section of the thesis is intended to serve 

only as an introduction to specific electrodynamic properties. For comprehensive 

treatments of electromagnetics and plasmonics, the reader is encouraged to review the 

textbooks "Classical Electrodynamics " by Jackson(Jackson, 1975), "Plasmonics: 

Fundamentals and Applications" by Stefan Maier (Maier, 2007) and "Principles ofNano­

Optics" by Novotny (Novotny and Hecht, 2011). 

2.1 Electrodynamics 

In describing light-matter interactions, the discussion begins in a classical 

framework based on Maxwell's equations. In this chapter, the macroscopic Maxwell 

equations will be presented, utilizing a phenomenological approach. In doing so, the 

fundamental interactions between charged particles inside the media and electromagnetic 

fields are not taken into account. This approach is valid since the rapidly varying 

microscopic fields are averaged over distances much larger than the underlying 

microstructure (Maier, 2007). In the absence of space charge and currents, we have the 

macroscopic Maxwell's equations: 
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V·D=p ext 

V'·B=O 

oB 
VxE=--ot 

an 
V x H=Jext +­ot 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

The equations relate the four macroscopic fields D (dielectric displacement), E (electric 

field) , H (magnetic field) , and B (magnetic flux density) with the external charge and 

current densities Pext and Jext· Additionally, the four macroscopic fields can be further 

associated through the polarization P and the magnetization M by: 

1 
H=-B-M 

Jlo 

(2.5) 

(2.6) 

where Eo is the electric permittivity (~8.854 x 10-12 F/m) of vacuum and I-to is the 

magnetic permeability ( ~ 1.257 x 1 o-6 Him) of vacuum. In addition, we have the 

following constitutive relations for linear, isotropic and non-magnetic materials: 

(2.7) 

B = JloJlH (2.8) 

(2.9) 

J =o-E (2.10) 
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where Equation (2.7) relates the dielectric displacement, D, to the electric field, E , 

through the dielectric constant, 8. Equation (2.8) relates the magnetic induction, B, to the 

magnetic field, H, through the permeability, 1-l· Equation (2.9) relates the polarization, P, 

to the electric field, E, through the dielectric susceptibility, x = & -1. The last linear 

constitutive relationship defmes the internal current density J by the electric field and the 

conductivity cr in Equation (2.1 0). In these constitutive equations, 8 = 8 1+i 82 represents 

the complex dielectric function of a material. While this representation of the material's 

optical constants is more explicitly used with Maxwell's equations, an equivalent form of 

this property is given by the complex index of refraction: ii = n + iK. Here, n is the ratio of 

the speed of light in vacuum to the speed of light in the material and K is the extinction 

coefficient of light within the material. This representation is more directly related to the 

experimental observation of light interacting with matter. Depending on the situation, the 

two equivalent forms are used and are related by: 

n= 

& 2 =2nK 

& 
K=-2 

2n 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

where K is related to the absorption coefficient a of light propagating through the material 

by a=2Kmjc. 
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2.2 Electromagnetic Waves in Metals 

The transport properties of electrons in metals were first successfully described by 

German physicist Paul Drude in the early 1900's when he applied the kinetic theory of 

gases to a metal, considered as a gas of electrons (Drude, 1900). The theory, known as 

the Drude model, assumes the conduction electrons in a metal can be treated as molecules 

in the kinetic gas theory. Drude proposed that the electrons are moving while the positive 

ionic background of the metal is immobile. During their flight, the electrons scatter on 

both the positive background as well as with other electrons. In this model, details of the 

lattice potential and electron-electron potential interactions are not accounted for; instead 

the band structure aspects are incorporated into the effective optical mass m of each 

electron (Maier, 2007). According to this model, the dielectric function of such a free 

electron gas can be represented as: 

oi 
&(co)= 1- P. 

oi +zyw 
(2.15) 

ne2 1 . 
where C0

2 = -- is the plasma frequency of the free electron gas, y = - lS the 
P & m r 

0 

characteristic collision frequency, -r is the relaxation time of the free electron gas, n is the 

electron density, and e the unit charge of the electron. The plasma frequency is a 

resonance that increases with the electron density n, since the electric restoring force is 

proportional to the displaced charge (analogous to the force constant of a spring) : 

co oc ..{;; . These electron gas oscillations in bulk metals are known as bulk or volume 
p 
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plasmons. They are classically one-dimensional longitudinal oscillations of a free 

electron gas in a lattice that has positive ion background of atom nuclei of metal. Because 

of its longitudinal nature, a volume plasmon cannot be excited by a transverse 

electromagnetic wave such as a plane wave. This model gives a useful approximation of 

the dielectric function of a metal, given there are no interband transitions. In noble metals 

where interband transitions occur at optical frequencies, the model however breaks down. 

This is clearly demonstrated in Figure 2.1 where the dielectric function of gold is fitted to 

experimentally measured values (Maier, 2007). A similar breakdown of the model occurs 

for silver, the other predominately utilized metal in plasmonic studies occurring in the 

visible and near-infrared. 

5 .---------------~=----. 7r---.-------------------. 
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Figure 2.1: The Drude model dielectric function E(ro) of the free electron gas (solid line) 
fitted to the experimentally measured values (red dots) of the dielectric data for gold 
(Johnson and Christy, 1972). The model breaks down at visible and higher frequencies 
due to Interband transitions (Maier, 2007). 

The issue of interband transitions is addressed by the Drude-Lorentz model, which 

expresses the permittivity with a series of additive Lorentz-oscillator terms. The 

frequency depended dielectric function then becomes: 
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(2.16) 

where Ai, Yi and wi are constants that depend on the specific interband transition being 

considered (Maier, 2007). By adding a Lorentzian term to the widely used Drude model, 

the dispersion curve of gold and silver have been successfully modeled over a wider 

spectrum possible than with the single Drude model (Vial et al., 2005; Hao and 

Nordlander, 2007). 

2.2.1 Surface plasmon polaritons 

Surface plasmon polaritons (SPPs) are excited electromagnetic modes that are 

propagating at the interface of a dielectric and a conductor. The term "polariton" refers to 

the quasi-particle nature of the SPPs. Generally, a surface plasmon (SP) is an oscillation 

of conductor's free electron plasma caused by EM interference, for example by light or 

an energetic electron beam. A SPP is specifically a photon coupled to the plasmon, which 

is bound to the surface of the metal. SPPs have both a transverse and longitudinal 

oscillation character. Surface plasmons are obtained from solutions of Laplace's equation 

for a scalar potential that propagate in a wavelike fashion along a planar dielectric-metal 

interface, and whose amplitudes decay exponentially with increasing distance from the 

interface into each medium. They are therefore electrostatic surface waves. One can think 

of them as related to non-propagating collective vibrations of the electron plasma near the 

metal surface. 
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In 1954 Ritchie et al. investigated the loss spectra of low energy electron beams 

in thin metallic films. Energy losses at multiples of nwP were expected due to bulk 

plasmon excitation; however energy losses at nw P / ..fi were measured instead (Ritchie, 

1957). These losses correspond to the plasmon frequency (wsp) for the SPP: 

(2.17) 

where s is the relative permittivity of the environment, in this case air where s = 1. The 

corresponding dispersion curve is shown in Fig. 2.2. 
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Figure 2.2: Dispersion of SPP at a dielectric metal interface (solid), the dispersion of 
light in the dielectric medium (dotted), and the corresponding surface plasmon frequency. 
The parameters assumed are mp = 11.9989 x 10 15 s-1 (silver) and s1=2.25. 

A key observation of the SPP dispersion curve is that it lies to the right of the dispersion 

curve of light in the dielectric medium, OJ = ck I s/12 
, the so-called dielectric light line. 

Consequently, the SPP cannot radiate light into the dielectric medium, and cannot be 

excited with conventional illumination from the adjacent dielectric. 
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2.2.2 Localized surface plasmons 

In contrast to propagating SPPs, I will now present non-propagating excitations of 

the conduction electrons of metallic nanostructures that are coupled to an electromagnetic 

field, known as localized surface plasmons (LSPs). Excited LSP oscillations do not 

propagate on large distances, but only occur within the particle size. Hence, they are 

called localized surface plasmons and the frequency of these oscillations is the localized 

surface plasmon resonance (LSPR). A schematic illustration of the excitation of dipolar 

surface plasmon oscillations is plotted in Figure 2.3. The electric field of an incoming 

electromagnetic wave induces a polarization of the free electrons with respect to the 

much heavier ionic core of a nanoparticle. A net charge difference is only felt at the 

nanoparticle boundaries (surface), which in turn acts as a restoring force. In this way a 

dipolar oscillation of electrons is created at the localized surface plasmon resonance. 

Figure 2.3: Diagram illustrating an excited localized surface plasmon by an external 
electric field (Willets and Van Duyne, 2007). 

If metal nanoparticles are considered as spheres, the internal and scattered field 

can be expanded into spherical vector wave functions, as proposed by Gustav Mie in 

1908 (Mie, 1908). The so called Mie solution to Maxwell's equations (also known as the 
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Lorenz-Mie-Debye solution or Mie scattering) describes the scattering of 

electromagnetic radiation by a sphere of arbitrary size consisting of a linear, isotropic, 

and homogeneous material when excited by a monochromatic plane wave (Bohren and 

Huffman, 1998). Calculations of the Mie solution can be used to find the total scattered 

and absorbed power, the angular distribution of the scattered field, the near and 

intermediate-field zones, and the field inside of a particle. The Mie solution is an infinite 

sum, therefore the method is limited in accuracy only by the number of terms retained. 

Further details regarding Mie Theory, specifically Generalized Mie theory (GMT), will 

be presented in Chapter 3 in the context of rigorous semi-analytical calculations of 

scattered fields and near-fields of particles arrays. 

Similar to the surface plasmon, the LSPR is sensitive to changes in the local 

dielectric environment, size and shape of the particle (Link, Mohamed and El-Sayed, 

1999; Noguez, 2007). For particles small compared to local variations of the involved 

electromagnetic fields, the quasi -static approximation can be utilized to model the 

material response (Kreibig and Vollmer, 1995). Using this approximation (Brongersma 

and Kik, 2007), the polarizability of ai of a metal nanoparticle in the direction of the i-

axis of an ellipsoid can be expressed as 

(2.18) 

where Em and f.e are the permittivities of the metal and the environment, A i is the shape or 

depolarization constant, a, b and c are the half axes of the ellipsoid. The value of Ai is 

determined by the ratio of the ellipsoid axes lengths and ranges from 0 to 1 (Bohren and 
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Huffman, 2008). From Equation (2.18), we can see that the nanoparticle plasmon 

resonance depends strongly on the environment. This implies the resonance of a 

plasmonic particle in air is different than that in water. Specifically, an environment of 

higher index of refraction leads to a red-shifted nanoparticle plasmon resonance. The 

resonance condition of the nanoparticle is full-filled when the denominator of Equation 

(2.18) is minimized. In the case of the sphere (a = b = c, 4 = 1/ 3) this takes place when 

the real part of Em is equal to -2Ee (Brongersma and Kik, 2007). Such strong sensitivities 

to changes in the dielectric environment enable several powerful chemical and biological 

sensing technologies, including surface-enhanced Raman scattering (SERS), surface­

enhanced infrared spectroscopy, second harmonic generation, and surface-enhanced 

fluorescence (Geddes et al. , 2004; Haes et al. , 2005 ; Moran et al. , 2005). 

2.3 Nanoparticle Coupling and Particle Arrays 

The previous discussion describes isolated individual nanoparticles. When one 

considers ensembles of particles there are three different regimes that need to be defined, 

depending on the magnitude of the interparticle distance d and the nature of the coupling. 

The following section will describe these three different coupling types known as near­

field coupling, far-field coupling and Fano-type coupling. 

2.3.1 Near-field coupling 

When the metal NPs are very close to each other (distances much smaller than the 

wavelength of the electromagnetic fields, d << A.), the near-fields of the excited plasmon 
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resonances can overlap (Salerno et al. , 2005). The near-field interactions with distance 

dependence of d-3 dominate and the particle ensemble can be described as an ensemble of 

point dipoles interacting via their near-field (Maier, 2007). Under these conditions, strong 

electric field localization is observed between adjacent particles, enhanced by the 

suppression of scattered radiation into the far-field. In addition to enhanced near-fields, a 

resonance shift is induced by the close range coupling. By changing the restoring force 

acting on the free electrons, the resonance is blue-shifted with transverse polarization and 

red-shifted with longitudinal polarization. This phenomenon is shown clearly by Jain et 

a! (Jain, Huang and El-Sayed, 2007) in Figure 2.4, where dimer pairs of gold (Au) 

nanocylinders (88 nm diameters) have been fabricated on a glass substrate with 

controllable inter-particle separations ranging from 2 to 212 nm (sample SEM shown in 

Figure 2.4a). Measured extinction spectra show that the LSPR of the particle pair red­

shifts with decreasing gap for polarization along the inter-particle axis (Figure 2.4b ). 

Additionally, the resonance peak blue-shifts very slightly with decreasing gap for 

polarization orthogonal to the inter-particle axis (Figure 2.4c ). 
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Figure 2.4: (a) SEM micrograph of nanofabricated array of 88-nm diameter gold 
nanocylinder pairs with inter-particle separation of 12 run (inset is a magnified SEM of a 
dimer pair). Extinction spectra show that the LSPR of the particle pair (b) red-shifts with 
decreasing gap for polarization along the inter-particle axis. (c) Blue-shifts very slightly 
with decreasing gap for polarization orthogonal to the inter-particle axis (Jain, Huang and 
El-Sayed, 2007). 

When the separation of NPs increases enough, the modes will no longer overlap. Then a 

single NP can be considered as a single dipole and their collective radiation can be seen 

as fringes ofthe far-field. 

Both SPPs and LSPs facilitate several technologies which require the 

manipulation and concentration of light on nanoscale, including optical trapping 

(Novotny, Bian and Xie, 1997), enhanced photodetectors (Ditlbacher et al., 2006), 

enhanced photovoltaics (Atwater and Polman, 2010), engineering radiative decay (Anger, 

Bharadwaj and Novotny, 2006), metamaterials (Garcia-Vidal, Martin-Moreno and 
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Pendry, 2005) and several others. In this section, I have very briefly introduced the 

several fascinating and enabling properties of plasmonics and the readers are strongly 

encouraged to review the textbook references (Maier, 2007; Brongersma and Kik, 2007) 

to fully appreciate the scientific possibilities enabled by this emerging field. 

2.3.2 Far-field and Fano-type Coupling 

A second type of coupling often utilized in photonic and plasmonic arrays is far­

field coupling (also known as diffractive or radiative coupling). In this regime, 

propagating scattered light from one particle can be scattered by another particle located 

at a distance equal to or greater than the wavelength of the incident light. Such coupling 

between particles can alter the single particle scattering response in a variety of ways, 

depending on the distance between particles as well as their geometrical arrangement. Of 

high interest is the regime where particles are separated by an average distance that is 

approximately equal to the wavelength of the light that propagates in the surrounding 

medium. In 1D or 2D ordered grating arrays of such particles, a delocalized surface mode 

can develop that couples together particles over large distances. Meier et a! fust found 

that strong dipolar interactions occur when a grating order changes from evanescent to 

radiative and since has been confirmed experimentally (Meier, Wokaun and Liao, 1985; 

Lamprecht et al. , 2000). Additionally, extinction spectrum has been shown to display 

narrow features that result from a geometrical resonance associated with a coherent 

multiple scattering process in periodic arrays (Hicks et al. , 2005). 
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Figure 2.5: Scattering efficiencies for a chain of 500 cylinders with height of 30 run and 
diameter of 130 run with (A) an incident angle of 0 degrees (normal incidence) and (B) 
with an incident angle of 30 degrees. 

Figure 2.5 shows scattering efficiencies for chains of 500 Ag nanocylinders with lattice 

spacings as shown, height of 30run, and diameter of 130run, calculated using a discrete 

dipole approximation (DDA) method (Hicks et al., 2005). The index of refraction of the 

medium was taken to be 1.5. Figure 2.5a shows the calculations at normal incidence, 

while Figure 2.5b shows the calculation at an angle 30° off normal. The condition for an 

evanescent grating mode is given by: 

A =A(~ sin( B)+ n2 ) 

Ill 
(2.19) 

m 

where A is the grating constant, m is the mode order, n1 is the refractive index of the 

substrate, n2 the refractive index of the superstrate, and e is the angle between the 

incident k-vector and plane normal to the array (Felidj et al., 2005). 

One of the most well-known examples of array driven photonic-plasmonic 

coupling is provided by the Fano-type resonances observed in metal nanoparticle gratings 
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(Fano, 1941; Luk'yanchuk et al., 2010; Kravets, Schedin and Grigorenko, 2008). In 1961 , 

Ugo Fano discovered what is now known as Fano-resonances while conducting a 

quantum mechanical study of autoionizing states of atoms (Fano, 1941 ). The resonance 

exhibits a distinctive asymmetric shape, which can be modeled as: 

(2.20) 

where roo and y are standard parameters that denote the position and width of the 

resonance, respectively; F is the so-called Fano parameter, which describes the degree of 

asymmetry (Luk'yanchuk et al., 201 0). The origin of Fano resonances is a result of 

constructive and destructive interference of a broad spectral line-shape or continuum with 

a narrow discrete resonance. Recently, the Fano resonance has been observed in a 

number of nanoscale classical oscillator systems, enabled by plasmonic nanostructures, 

including diffraction gratings and hole or particle arrays (Mirin, Bao and Nordlander, 

2009; Christ et al. , 2007; Chen et al. , 2009). Additionally, Fano resonances can be 

induced in plasmonic structures with broken symmetry due to the interaction of narrow 

resonant dark modes with broad bright modes. The high amount of field localization and 

associated enhancement results in systems with an exceptionally high sensitivity to local 

refractive index changes. Such Fano-type coupled systems thus make for a promising 

platform for ultra-sensitive surface sensing applications (Hao et al., 2009; Yanik et al. , 

2011). : More recently, Walsh et al have systematically investigated the effects of Fano-

type coupling between long-range photonic resonances and localized surface plasmons on 
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the second harmonic generation from periodic arrays of Au nanoparticles (Walsh and Dal 

Negro, 2013; Walsh, 2013). 

Plasmonic-photonic coupling is not limited to periodic geometries, yet by 

designing arrays with interparticle separations on many length scales, it is possible to 

engineer several scattering resonances. In fact, this is the case of for random systems, 

which have been explored for their ability to dramatically enhance near-fields (Wang et 

al. , 2003). While random systems of plasmonic nanoparticles can yielded strong field 

localization, these systems suffer from a lack of engineerability and fine tuning of optical 

resonances. One promising solution for engineering disordered systems is found in 

utilizing deterministic aperiodic arrangements of plasmonic nanoparticles, referred to as 

Deterministic Aperiodic Nano Structures (DANS) (Dal Negro and Feng, 2007; Gopinath 

et al. , 2008). These plasmonic media are conceived by designing spatial frequencies in 

aperiodic Fourier space, giving rise to characteristic scattering resonances and localized 

mode patterns that can enhance the intensity of optical near-fields over planar surfaces 

and broad frequency spectra (Dal Negro and Boriskina, 2012). This interplay between the 

two coupling regimes (near-field and radiative) offers a tunable approach to engineer 

photonic-plasmonic resonances in complex aperiodic media with deterministic order. 

2.4 Nonlinear Optics 

Nonlinear optical effects have an important role in modem photonic 

functionalities, including control over the frequency spectrum of laser light, generation of 

ultra-short pulses, all-optical signal processing and ultrafast switching (Boyd, 2008). The 
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field of nonlinear optics deals with higher order responses of light-matter interaction, 

which become relevant when the intensity of light is high, i.e. the optical response 

depends on the field strength. Optical nonlinearities are inherently weak, because they are 

governed by photon-photon interactions enabled by materials (Kauranen and Zayats, 

2012). They are superlinearly dependent on the electromagnetic field and can be 

strengthened in material environments that provide mechanisms for field enhancement. 

This superlinearity is where plasmonics can play a significant role, by the fact that strong 

fields can be locally produced by the plasmons and a strong nonlinear response can be 

achieved. Nonlinear optics, gives rise to a host of optical phenomena, including second 

and third harmonic generation, sum frequency generation, the optical Kerr effect, four­

wave mixing, and several others. For example, a two-photon absorption or emission 

process is a third-order nonlinear phenomenon. One particular application is in the use of 

a two-photon emission microscopy enabling the visualization of plasmonic resonant 

modes of Au nanoantennas (Ghenuche et al. , 2008). Another example is the second order 

phenomenon of sum frequency generation (SFG). Recently, plasmonic platinum 

nanoparticles have been used for surface enhanced SFG, detecting of carbon monoxide at 

ultra-low levels (Baldelli et al., 2000). This discussion will support experimental results 

later detailed in this thesis, utilizing second harmonic generation (SHG) as a probe of 

LSP enhanced near-fields. 

2.4.1 Nonlinear Media 

Up until this point, we have discussed optical waves in linear media where P is 
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related toE by Eq. (2.9). This relation permits the modeling of a material's response to an 

optical field within linear system framework. This results in a system where material 

properties do not change with the magnitude of E. While this consideration tends to be 

sufficient when relating incident fields at low field strengths, this simplification is not 

entirely correct. Nonlinear optical effects arise when electronic motion in a strong 

electromagnetic field cannot be considered harmonic. In reality, when the relationship 

between P and E varies from this linear relation, it does so slowly and thus can be 

expanded in a Taylor series around E = 0 as: 

(2.21) 

where x<2
l and i 3

l are second- and third-order harmonic nonlinear susceptibilities. It is 

important to note, that in expanding in a Taylor series we are now representing the 

material polarization in the time domain, where x<Il represents the first order 

susceptibility X in Eq. (2.9). Also worth noting IS that the nonlinear part of the 

polarization density can be defmed as PNL = &0X<2
l E2 + &0X<3

l E3 +... as an additional 

contribution to the linear case found in Eq. (2.9). 

2.4.2 Second-harmonic generation 

The second-order response typically gives rise to wave-mixing effects that lead to 

frequency conversion, the most common example being SHG, where the incident 

frequency, co, is converted to its second harmonic, 2co. The way the various positive and 

negative frequencies combine is often described in terms of photon diagrams shown in 
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Figure 2.4. The solid horizontal lines correspond to the real quantum-mechanical states of 

the material system and the dashed lines are virtual states where the system resides only 

instantaneously. The red arrows correspond to the input fields that can drive the material 

up or down in energy as indicated. The green arrow corresponds to the generated field, 

which returns the material to the initial state. 

w 

------ 2w 

w 

Figure 2.4: Photon diagrams for SHG process, with red arrows corresponding to the 
input driving fields and green arrow corresponding to the generated second harmonic 
field returning the system to the ground initial state. 

In second order, we obtain SHG, sum- and difference-frequency generation, and an 

electro-optic response; however in this thesis we limit the discussion to SHG only. Let us 

consider a wave with electric field strength: 

(2.22) 

The nonlinear polarization density then becomes 

(2.23) 

which has a two contributions, one at zero frequency and another at the second harmonic 

of the incident wave (2w). The second term of this equation (x<2l E~ exp( -2jmt)) is 

responsible for the SHG, producing radiation at twice the fundamental frequency. It is 
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important to note, that second order nonlinear susceptibility z<2> can only be nonzero if a 

material lacks centrosymmetry (Boyd, 2008). This criterion is satisfied in the case of non­

centrosymmetric crystals or at the interface between any two media. The latter of which 

makes it possible to generate second order nonlinear processes with metallic 

nanoparticles. 
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Chapter 3 

3 Computational Design Methods 

A formal solution of rigorous scattering theory for nanoparticles is unfortunately 

only possible for restricted geometries. There exist analytical solutions for light scattering 

problems if we expand the electromagnetic potentials and fields to spherical harmonics 

and limit ourselves to spherical or spheroidal particle shapes. Such techniques can still be 

very powerful when dealing with particles at the nanoscale, where in some cases spheres 

approximate the given nanostructures sufficiently well. In reality however, we want to 

work with arbitrary shaped nanostructures and take advantage of certain structure 

dependent qualities like the hot spots in the gap regions of bowtie antennas or dimer 

cylinder pairs. In general a more sophisticated numerical method for solving Maxwell ' s 

equations is essential and now available in commercial packages. In this chapter several 

analytical and commercial numerical methods used in this work are presented in a level 

relevant to this thesis. 

3.1 Analytical Multiple Scattering 

Three-dimensional (3D) problems of electromagnetic scattering have long been 

the subject of intense investigation in various scientific fields such as astronomy, optics, 

meteorology, photonics and several others. These efforts have led to a development of a 

large number of analytical tools and modeling techniques for quantitative evaluation of 

electromagnetic scattering from multiple objects. While several methods exist, we limit 
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the discussion to those utilized in this thesis, namely the Generalized Mie Theory and the 

Coupled Dipole Method. 

3 .1.1 Generalized Mie Theory 

The solution of Maxwell ' s equations for spherical particles (or infinitely long 

cylinders) is named after the physicist Gustav Mie and the expansion for elliptical 

particles became known as the Mie solution, see Sec. 2.2.2 (Mie, 1908). The Mie solution 

(often called theory) is an exact solution for the light scattered and absorbed by a 

spherical particle of arbitrary size, consisting of a linear, isotropic, and homogeneous 

material when excited by a monochromatic plane wave. A rigorous derivation of Mie's 

formal solution can be found in (Bohren and Huffman, 2008; Mie, 1908), however we 

will only present the basic steps here. 

The Mie solution can be used to calculate the total scattered and absorbed power, 

the angular distribution of the scattered field, the near and intermediate-field zones, and 

the field inside of a particle (Bohren and Huffman, 2008). Let us consider a sphere with 

radius a in free space, excited by a monochromatic incident electromagnetic wave of 

wavelength 'A. We introduce a polar coordinate system (0, r , (}, rp) with origin in the sphere 

center. In Mie's solution the electric field of the incident plane wave, the scattered wave 

outside the particle, and inside the particle are shown in equations (3 .1 ), (3 .2) and (3 .3) 

respectively as: 

E = " "' i" (
2

n + 1) (c M <1> - id N °> ) 
I .L.Jn=l n(n+l) I! o ]n 11 e ll/ 

(3.1) 
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E = " "' i" (
2
n+ 1) (ia N<3l -b M <3l ) 

s L..ll=l n(n + 1) 11 eln 11 oln 

E = " "' r (2n+1) (M<IJ -iN<IJ) 
l L..n=l n(n + 1) olll eln 

where M and N are vector spherical harmonics (VSH) 

N (X) -
eln -

M~~l = ( cos( rp )n" ( ~os fJ)z" (p) J 
-sin( rp )r" (cos fJ)z" (p) 

n( n + 1) cos( rp) sin( fJ);rr" (cos fJ) z(p) / p 

[pz(p)] 
cos( rp )r

11 
(cos fJ) -"-----"-

p 

. [pz(p)] 
- sm( rp )n" (cos fJ) .::......__.:_ 

p 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

Additionally, z(p) is }
11
(p) if (X)=(l) or h~1 l (p) if (X)=(3),and Jr

11 
and r

11 
are 

functions which can be found from a simple recurrence relation (Bohren and Huffman, 

2008). The scattered field { amn, b"'"} and the internal field { cnm, d
11111

} expansion 

coefficients can be determined in terms of the incident field expansion coefficients 

{p 'q } and of the Mie coefficients {a , b , c , d } . The external Mie coefficients a , mn mn n 11 n 11 n 

b
11
are 

a = mx"(mx)x:,(x)- Xn(x)x:,(mx) 

II mx/l(mxg,;cx)-q:,(x)x:.cmx) 
(3.6) 

b = xll(mx)x:,(x)-mxn(x)x:,(mx) 

" Xn(m.xg,;(x)-mq" (x)x:,(mx) 
(3.7) 



29 

and the internal Mie coefficient c,, and d" are 

c = mxll(mx);,;cx)-;ll(x)x:.cmx) 

II mx/1 (mx);,: (x)- ;,; (x)x:. (mx) 

d = Xn(mx);:,(x)-m;11 (x)x;.(mx) 

ll x"(mx);,;(x)-m;"(x)x;.(mx) 

(3 .8) 

(3 .9) 

where X" (p) = pin (p) , and c;n (p) = ph!1
) (p) , and where i" (p) and h~1 ) (p) are the 

spherical Bessel and Hankel functions of first kind. Additionally, m is the ratio of 

refractive index of the sphere n to that of the surrounding medium nm and x is the size 

parameter given as 27mma1J.. (Bohren and Huffman, 2008). Figure 3.1 shows an example 

of the calculated spectra of the absorption efficiency Qabs (red dashed), scattering 

efficiency Qsca (black dotted), and extinction efficiency Qext (green solid) for Au 

nanospheres with diameters equal to 40 nm (a) and 80 nm (b). 

1.5 (a) 6.0 (b) 

2.0 >-> 4.5 
>-> 
~ 

1.~ -c: 
u 
c: 
C!) 

Q,) (.) 3.0 
u 1.0 ·-~ t.;::: 

~ ---t.LJ 
t.LJ 0.5 1.5 

0.0 
. . .. . . . .. . . .. 

... . . . 
0.0 

400 500 600 700 800 -100 500 600 700 

Wavelength (nm) Wavelength (nm) 

Figure 3.1: Calculated spectra of the efficiency of absorption Qabs (red dashed), 
scattering Qsca (black dotted), and extinction Qext (green solid) for gold nanospheres (a) D 
= 40 nm and (b) D = 80 nm (Jain et al., 2006). 

The Generalized Mie theory (GMT) now considers the problem of scattering from 

a number of particles (j = 1. .. L), which have an individual radii (d) and central 
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coordinates of (xj, yi, zi). The electric field scattered by the /h particle can be expressed 

by using a transformation expressed in terms centered on the i1h particle. The expression 

for the scattered electric field then becomes 

CO II 

EJi _" " E [ Ji N(3)(k ; B;"';) bii M<3)(k ; B;"';)] 
s - ~ ~ 1 lllll amn 111/l or ' 'f' + 11111 11111 or ' 'f' ' (3 .1 0) 

n=l m=-n 

where again M and N are the vector spherical harmonics discussed previously in Eq. 

(3.4) and Eq. (3.5). The vector addition theorem for vector spherical wave functions 

enables the transformation of the series expansion coefficients a1; and b1; for the 
mn mn 

scattered fields of the /h particle into an expansion in the local coordinate system lh 

particle. The coefficients a~n and b,~~ are now defmed as 

(3.11) 

(3.12) 

The external field on the i1h particle can then be expressed as 

CO II 

E;;-"" E [ Ji N<l)(k r; B;"';)+dii M<l)(k r; B;"';)] 
s - ~ ~ J mn Cmn mn o ' 'f' mn mn o ' 'f' (3.13) 

JI:;;;;l m=-n 

In conclusion, the electric field on a particle i is expressed as the sum ofthe field 

contributions from all other particles in the ensemble is given in the reference system 

L 

E:i = L Et +Efi. (3.14) 
j=IJ"i 
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For a comprehensive discussion and derivation ofthe GMT the author suggests the 1995 

paper by Yu-Lin Xu (Xu, 1995). 

3 .1.2 Coupled Dipole Approximation 

The Coupled-Dipole Approximation (CDA) was first applied by Purcell and 

Pennypacker in 1973 to study the scattering by interstellar dust particles (Purcell and 

Pennypacker, 1973). Today it has been formulated into a powerful method of calculating 

the near and far-field scattering properties of large ensembles of nanoparticles. 

Specifically, the formulation being utilized in this thesis considers metallic particles of an 

array as ellipsoidal particles described by a single electric dipole contribution whose 

polarizability is a function of the ellipsoidal axis (C. Forestiere et al. , 2009). The CDA is 

particularly suited to efficiently treat large-scale plasmonic systems made of small and 

well separated nanoparticles, and it has been previously validated against semi- analytical 

multiple scattering methods (Carlo Forestiere, Giovanni Miano, et al. , 2009) used to 

describe complex nanoparticle arrangements (Carlo Forestiere, Gary F Walsh, et al., 

2009). 

It Is important to frrst introduce the coordinate system ( 0 , x , y, z) , where the 

fundamental directions x,y,z are chosen to be coincident with the three principal axes of 

the ellipsoids in such a way that their half lengths ax,ay, az verify the inequality 

ax ~ aY ~ az . In this method each ellipsoidal particle is characterized by its permittivity 

& = & ( m) and volume Va = 4Jraxayaz I 3 . The electric dipole moment of the h1
h particle 

IS , 
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(3.15) 

where t:d is the permittivity of the surrounding dielectric, and E 11 is the local electric 

field at the particle's location comprising the incident field as well as the field scattered 

by each particle including the h111 
• The value of the electric field at the h1

h particle center 

generated by the h1
h particle itself Ehh is then 

(3.16) 

where A = diag(Ax, AY, Az) is the diagonal dyad of depolarization coefficients Ax, AY, Az 

whose expressions can be found in the appendix of (C. Forestiere et al., 2009). The value 

of the electric field generated by the !(h particle, with h * k, is 

(3.17) 

where lj,k = (lj, - rk ), lj,k = lr11k I, ~~k = lj,k I lj,k, B11k is the dyad as defined 

(3.18) 

and I is the identity dyad (C. Forestiere et al., 2009). In conclusion, the value of the total 

electric field at the center of the hth particle generated by the entire particle ensemble and 

the external source is given by 

(3.19) 
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where Eext = E exJr) is the electric field due to the external sources. By then substituting 

Eq. (3.19) into Eq. (3.15) the system of linear algebraic equations governing the dipole 

moments (pp p 2 , ••• , p N) can be obtained as 

(3.20) 

for h = 1, 2, ... , N (C. Forestiere et al. , 2009). Figure 3.2 plots the scattering efficiency and 

the maximum field enhancement spectra for a dimer pair of spherical particles with 

radius 50nm and edge to edge distances of 10 nm, 25 nm and 50 nm calculated with 

multi-particle Mie theory and the CDA (Forestiere et al., 2013). Notice the agreement 

between the two techniques. The CDA calculations are computationally less intense than 

GMT and can be a powerful tool when several particles configured in an array are being 

investigated. 
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Figure 3.2: Scattering efficiency and maximum field enhancement spectra of a dimer of 
spherical particles of 50 nm radius and with edge-edge distances: (a-b) d = 10 nm, ( c-d) d 
= 25 nm, and (e-f) d =50 nm calculated with the multi-particle Mie theory and the point 
dipole method (Forestiere et al., 2013). 

3.2 Finite Element Modeling 

Finite element modeling or the fmite element method (FEM) is a numerical 

technique for finding approximate solutions to boundary value problems, typically 

through partial differential equation (PDE) solutions. The basic concept in the physical 

interpretation of the FEM is the subdivision ofthe mathematical model into disjoint (non-

overlapping) components of simple geometry called finite elements or elements for short. 

The response of each element is expressed in terms of a finite number of degrees of 

freedom, characterized as the value of an unknown function, or functions, at a set of 

nodal points. 
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In electromagnetics, FEM generally approximates the solution to Maxwell's 

equations in the frequency domain and is hence typically utilized for time-harmonic 

situations. FEM can be derived using two methods: one using variational analysis and the 

other using weighted residuals (Davidson, 2005). The variational method finds a 

variational function whose minimum, maximum and stationary point corresponds to the 

solution of the PDE subject to the boundary conditions. The weighted residuals method 

starts with the PDE form of Maxwell's equations and then introduces a "weighted" 

residual (error). Using Green's theorem, one ofthe differentials in the PDE is then shifted 

to weighting functions (Jin and Jin, 2002). This is often referred to in the literature as the 

"weak" formulation, since the finite element basis functions need only be once 

differentiable, whereas the wave equation has second-order derivatives. In both cases the 

unknown field is discretized using an element mesh. Typically, triangular elements are 

used for surface meshes and tetrahedrons for volumetric meshes, although several other 

types of elements have been investigated (Jin and Jin, 2002). This discretization or 

meshing is the main advantage over grid-based methods such as Finite Difference Time 

Domain (FDTD) (described in the next section). The non-regular FEM mesh can resolve 

arbitrarily small geometries better than regular rectangular mesh conventionally 

employed by FDTD and thus leads to a more efficient model (Garg, 2008). The mesh 

gives details about where each element is, to which material in the simulation domain it 

associates with, and approximates the geometrical shape of the domain. One drawback 

resulting from FEM meshes is that they can become very complex for large 3D 

structures, in some cases taking more computing time to generate a 3D mesh than to run 
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the simulation. For this reason, all FEM simulations utilized in this thesis are restricted to 

2D cases. Figure 3.3 shows a sample FEM mesh for a complex array on nanocylinders (d 

= 200 run). Notice the triangular nature of the mesh elements adapting to the curvature of 

the cylinders. 
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Figure 3.3: Example FEM mesh (Comsol3.5a). Each cylinder is 200 run in diameter. 

FEM analysis of a problem consists of four general steps: meshing the simulation 

domain so that the simulated material is homogeneous on each element, deriving the 

governing equation for an element, assembly of all elements into a system of equations, 

and the solution of the system of equations. The number of elements in a mesh (Ne) is 

directly proportional to the accuracy of the solution; so much detail must be maintained 

on the meshing order. In meshing nanophotonic structures, a rule of thumb is to choose 

Ne so that the maximum element edge length is less than /Jl 0, where 'A is the optical 

wavelength. Assuming the field distribution of general element e is rpe , the distribution 

throughout the domain is a linear combination of the distribution in each element. The 

equation describing the total distribution is then: 
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Ne 

tp(x,y) = L<Pe(x,y) (3.21) 
e=l 

The discussion will now follow the "weak" formulation, utilizing weighted residual error 

in the PDE form of Maxwell's equations as it is the method utilized in the commercial 

software (COMSOL Multiphysics, vers. 3.5a) employed in this thesis. 

The field distribution variable rp for each element is expanded in basis functions 

l.f/;" , which can be either node- or edge-based functions. We will consider the node-based 

functions for simplicity. Assuming an element e with p nodes, the expansion of rp IS 

(Garg, 2008): 

p 

tpe(x,y) = LC71.f/: (x,y), (3.22) 
i=l 

where c; are unknown complex coefficients and l.f/t (x,y) are the basis functions. By 

enforcing the governing differential equation for the element using 

(3.23) 

the coefficients c; can be determined. The differential equation cannot be satisfied fully 

due to finite memory sizes; however an average satisfaction can be obtained by using the 

corresponding functional (Garg, 2008): 

(3.24) 

The expansion in Eq. (3.22) can now be substituted into Eq. (3.24) resulting in a matrix 

ofthe form 
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(3.25) 

where [Ae] is the elemental matrix and [QJe] is the nodal vector. The assembly of the 

matrices is achieved by summing the set of equation for each element, resulting in 

(3.26) 

or written in system matrix form: 

(3.27) 

The matrix is then solved to determine the unknown vector rp of potentials at the nodes. 

There are several methods for solving the equations to determine the unknown vector 

including the Ritz, Garlerkin and others. 

Additionally, numerical models using the FEM must be bounded and infinite half 

spaces of models should be replaced with finite domains or absorbing boundary 

conditions. The perfectly matched layer (PML) is the most utilized absorbing boundary 

conditions for truncating the computational domain and is the technique applied in this 

thesis for all FEM calculations. PMLs are anisotropic artificial media whose parameters 

are designed for a method of complex coordinate-stretching, in order to attenuate the 

waves travelling through them exponentially through the width of the layer. The PML 

technique provides good performance for a wide range of incidence angles and is not 

particularly sensitive to the shape of the wave fronts. The PML formulation can be 

deduced from Maxwell's equations by introducing a complex-valued coordinate 

transformation under the additional requirement that the wave impedance should remain 

unaffected. PML layers are typically set to absorb the component of the field that is 
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normal to the boundary. After that component is removed, the parallel component is 

taken care of by the terminating boundary condition. Hence, different formulations are 

necessary for spherical coordinates or for when the boundary is not straight. 

The details of the PML formulation will not be explicitly derived in this thesis, 

rather the author directs the reader to Jianming Jin's comprehensive text on the subject 

(Jin and Jin, 2002). Throughout this thesis, all FEM calculations were carried out using 

the commercial software COMSOL Multiphysics (ver. 3.5a), specifically the built-in 2D 

RF Module. The COMSOL software package allows for PML coordinate systems 

including Cartesian, cylindrical, or spherical; of which the user must choose correctly 

depending on the nature of the simulation. 

3.3 Finite Difference Time Domain Modeling 

Finite Difference Time Domain (FDTD) is another common numerical technique 

used in the modeling electromagnetic systems. The method is based in the time-domain 

as its name suggests, allowing for wide range of frequencies in single run; hence it is 

typically the method of choice for broadband simulations (Tavlove and Hagness, 1995). 

The technique directly approximates the differential operators in Maxwell's equations on 

a grid staggered in space and time, first introduced by Kane Y ee (Y ee, 1966). 

In the finite difference approximation, the derivative of a smooth function with 

respect to a variable is approximated by a two-point finite difference over the sufficiently 

discretized variable. The technique allows for the quick computation of fields at several 

points in space and time. The one dimensional finite difference equation is: 
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f'(x) = df ~ f(x+&)- f(x-&) 
dx 2& 

(3.28) 

From Eq. (3.28) it is clear that the accuracy of the approximation increases with 

decreasing spatial grid size & . As mentioned previous! y, the work by Kane Y ee 

established what is known today as the Yee cell (2D representation shown in Figure 3.4), 

which is the building block for calculations of Maxwell's equation in the FDTD method. 
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Figure 3.4: (a) The demonstration of the Two-dimensional Yee cell, the basis of the 
FDTD algorithm. The cell edges are set to be the Magnetic field whereas the center of the 
cell is set to represent the Electric field. (b) Finite difference mesh for Y ee ' s FDTD 
algorithm. Modified figure from (Jin, 2011). 

As noted in Figure 3.4, the electric and magnetic fields are spatially staggered and solved 

at specific points along the grid of Y ee cells. Maxwell's equations in the time domain can 

be expressed as the following scalar equations in a rectangular coordinate system: 

(3.29) 

(3.30) 
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(3.31) 

8H x _-1(8Ez 8EYJ -------
at Jl 8y az (3.32) 

8HY _ -1(8Ex 8Ez ) --------
at Jl az ax (3.33) 

8H z _ -1(8EY 8ExJ --------
at Jl ax 8y (3.34) 

We then assign the magnetic field components at the center of each edge of the 

cells and the electric field components at the center of each face cell. Additionally, the 

electric and magnetic fields can switch places if the entire grid is offset by one-half of a 

cell in each direction. By using the central differing scheme, Eq. (3.29)-(3.31) can be 

rewritten as: 

E n+! (. 1 . k) 1 { ( . 1 . k)£" (. 1 . k) 
X l +- ,], = 

1 
a l +- ,] , X l +- ,], 

2 fJ( " - . k) 2 2 z+ , ] , 
2 

_ Jn+l/2 ( · .!. · k} 
X l + ,] , 

2 
(3.35) 

En+l(· . 1 k) 1 { c· . 1 k)En( · . 1 k) 
Y z, J +-, = 

1 
a z, J +-, Y z,J +-, 

2 fJ(i,j +- ,k) 2 2 
2 
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- J"+l/2 ( . . + .!_ k} 
y l,j 2, 

En+l ( . . k 1 ) 1 { ( . . k 1 )£11 ( . • k 1 ) 
z z,; , +- = 1 a z,; , +- z z,; , +-

2 {J( " . k -) 2 2 l,j , + 
2 

__ 1 [H"+lt2(i .+.!_ k+.!_)-H"+tt2(i ._.!_ k+.!_)J 
~y X ' J 2 ' 2 X 'j 2 ' 2 

- J "+l/2 ( . . k + .!_} 
z l,j , 2 

where Jx, Jy, and J= are the source components and a and~ are defmed as: 

£ (J 
a=---

M 2 
£ (J 

fJ=-+­
~t 2 

(3 .36) 

(3.37) 

(3.38) 

Similarly the H ;+112 , H ;+112 and H ;+112 components can be defined, however for brevity 

they are not shown here. 

The user defined source pulse with central frequency and duration is initiated at 

time t = 0. At time steps M the electric and magnetic fields are calculated at each Yee 

cell using the finite difference equation for the scalar Maxwell's equations. From 
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Maxwell's differential equations we know that the electric field in time is dependent on 

the change in the magnetic field across space. This time stepping relation in FDTD 

calculates an updated electric field in time that is dependent on the stored value of the 

electric field and the numerical curl of the local distribution of the magnetic field in space 

(Y ee, 1966). This implies that on the nth iteration, the electric fields are evaluated at 

t = n1'1t and the magnetic fields at a "half-time" step t = (n + 1 I 2)~t. As with all 

numerical techniques, the accuracy of the solution is directly tied to spatial grid sizes and 

in the case of FDTD M as well. The time step criterion for a realistic solution is defined 

as 

1 
~(~-,~============= 

1 1 1 
c --+--+-­

(&)2 (~y)2 (&l 

(3 .39) 

As a good rule of thumb, if the highest frequency of interest is f so that A = c I f , and 

the temporal periodic is T = 1 I f , the gridding should at a minimum satisfy M < T I 20 

and (&,~y,&) <AI 20(Jin, 2011). 

One of the major challenges in the use of FDTD is working within a finite 

simulation window, when in the experimental world electromagnetic fields are 

unbounded. Typically the use of a mathematical boundary condition and the use of 

fictitious absorbing material layers are used to truncate the infinite space to a finite 

computational domain. Additionally, there are several other types of finite boundary 

conditions that can be utilized, including periodic, perfectly reflecting, Bloch, symmetric, 

and asymmetric boundary conditions. The most commonly used boundaries are again 
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PML, as was the case in FEM computations. In all simulations performed in this thesis 

PML boundary conditions where used and will thus only be discussed here. 

First let us consider the reflection of a plane wave by an interface (coinciding with 

the xy-plane) between two half-spaces in the stretched coordinate system shown in Figure 

z 

Figure 3.5: A plane wave incident on the interface between the upper and lower half­
spacers. 

For the TEz case, the incident, reflected and transmitted fields can be written as 

E t _ rp E -jk1 •r 
-.J.r£ oe 

(3.40) 

(3.41) 

(3.42) 

where Eo is a constant vector perpendicular to z, and RrE and TrE are the reflection and 

transmission coefficients, respectively. Next, using tangential continuity conditions and 

phase-matching forE and H , we obtain the TE reflection coefficient 

(3.43) 



45 

and the similarly the TM reflection coefficient can be written as 

(3.44) 

where the subscript 1 denotes parameters in the upper half-space and subscript 2 denotes 

those in the lower half-space and the parameters is a stretching factor described in detail 

in (Jin, 2011). The reflection coefficients can then be forced to 0 when the parameters 

are chosen correctly, namely &1 = &2 , 11, = fl?_, s1x = s2x, s,Y = s2Y , B1 = B2 and ¢1 = ¢2 . 

The result remains true regardless of the choice of s1x and s2x, the angle of incidence and 

the frequency and hence the interface is referred to as a perfectly matched interface. If we 

h I ·" h I d II I b "h I 1 d II 0 h c oose s2z = s - JS , w ere s an s are rea num ers w1t s ~ an s ~ , t en 

k
2

z = k2 (s
1

- js") cos B. The result implies the transmitted wave will be attenuated 

exponentially by the factor exp(k2s"z cos B) in the -z direction. Finally, by assigning a 

finite thickness (thickness= L) to medium 2 and placing a conducting surface at its back, 

the magnitude of the reflection coefficient can be written as 

-2k2 Js' (x)dzcosa 

IR(B)I = e o (3 .45) 

From this result it is clear that the reflection is a minimum for normal incidence plane 

waves and maximum at grazing incidences. 
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Chapter 4 

4 N anofabrication Methods 

This chapter details the various nanofabrication techniques utilized to fabricate 

both metallic and dielectric nanostructures. Additionally, process flows for a silicon-

based photo-detectors will be discussed. 

4.1 Fabrication of Nanoplasmonic Structures 

The fabrication of metallic nanostructures is first discussed as it serves as the 

initial steps in fabricating dielectric nanopillars . Figure 4.1 shows the electron beam 

lithography (EBL) based process flow for the fabrication of metallic nanostructures on an 

insulating substrate such as fused silica or quartz. Figure 4.2 shows the process flow for 

conductive substrates such as Si or a metallic film. 

1. s. 

2. 6. 

3. 

4. 

D Substrate PMMA D Metal ~ E-beam 

Figure 4.1: The general process flow of EBL used of the fabrication of metallic 
nanostructures that are on an insulating substrate (i.e. quartz or fused silica). 
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Figure 4.2: The general process flow of EBL used of the fabrication of metallic 
nanostructures that are on a conductive substrate (i.e. Si, SiN, or metal surfaces). 

The starting substrate is typically diced from a 4" wafer of Si, fused silica or quartz, using 

a fully automated dicing saw (Disco DAD 3220) configured with a 2" hubbed resin 

bonded blade (CA-006-325-XXX-H). Substrates are typically cut to 10x10 mm2 pieces; 

however samples larger or smaller were also utilized for particular applications. 

4.1.1 Sample Cleaning and Spin-coating 

Prior to any lithography steps, each substrate must be cleaned of impurities that 

may exist due to general handling, shipping or dicing (step 1 in both Figures 4.1 and 4.2). 

Substrates are first sonicated in de-ionized (DI) water for 5 minutes to remove any small 

particles that have accumulated on the surfaces. The substrates are then subjected to 

semiconductor industry standard RCA cleaning, developed by Werner Kern in 1965 

while at the Radio Corporation of America. The RCA process begins the removal of 

organic contaminants (SC-1 , where SC stands for standard clean) using a 5: 1: 1 volume 

mixture of de-ionized (DI) water, hydrogen peroxide (H20 2, 30% by wt.), and ammonium 
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hydroxide (NH40H, 33% by wt.) at a temperature of 75°C for 10 minutes. The chip is 

then rinsed in DI water removing any residual SC-I solution. An optional step in the 

RCA process, only used on bare Si substrates, is the removal of the thin native oxide 

layer by short immersion in a buffered oxide etch (BOE) at room temperature. Typically 

15 seconds is more than enough to remove the ~ 1 nm-thick Si02 layer. Subsequently, the 

chip is thoroughly rinsed in DI water to remove all residual BOE. The final step of the 

RCA process involves the removal of ionic contamination (SC-2) via a 5:1:1 volume 

solution of DI water, H20 2 and hydrochloric acid (HCL) at 75°C for 10 minutes. A 

thorough DI water and isopropanol (IP A) rinse are followed by drying the sample with 

forced nitrogen (N2) and bake out at 120°C for 5 minutes to dehydrate the surface. 

The cleaned substrates are now spin-coated with PMMA 950 (Poly-Methyl 

MethAcrylate, 4% by wt.) at 2000 rpm for 45 seconds, immediately followed by a hot­

plate bake at 180°C for 2 minutes (step 2 in both Figures 4.1 and 4.2). The resulting 

PMMA measures approximately 180 nm-thick; however thinner or thicker layers can be 

achieved by adjusting the spin speeds according to spin speed verse thickness curves 

provide by MicroChem Corporation. 

4.1.2 Electron-Beam Lithography and Development 

Since electrons are charged particles, they tend to charge the substrate negatively, 

unless they can quickly be dissipated through a path to ground. For a high-energy beam 

incident on a conductive Si wafer, virtually all the electrons stop in the wafer where they 

are immediately passed to ground through the substrate. However, for an insulating 
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substrate such as quartz or fused silica, the embedded electrons will take a much longer 

time to move to ground without a conductive path. This effect is known as "charging" in 

E-beam imaging and lithography. The build of negative charge can deflect the beam of 

electrons away from the intended target area making imaging and repeatable EBL results 

virtually impossible. To resolve this issue for insulating substrates, an ultra-thin layer of 

Au (~5 nm-thick) is sputtered onto the PMMA coated insulating substrate (step 3 in 

Figure 4.1 ). The Au layer serves to dissipate the built up charge through the conductive 

film and eventually to ground through the metal sample holder. Conductive substrates do 

not require the ultra-thin Au layer, so this step is omitted in Figure 4.2. 

Nanopatterns are written using a Zeiss SUPRA 40VP SEM equipped with Raith 

beam blanker and NPGS software for nanopatteming. Patterns are generated by Matlab 

code, creating files with positions and radii of each particle in the array. A second Matlab 

code is then implemented to convert the position file into the format (.dc2 file extension) 

required by the NPGS software. The e-beam exposure occurs at a working distance of 6 

mm, a beam voltage of 3 0-ke V and at an aperture size of 10 f.!m. Pattern sizes range from 

25x25 f.!m2 to 300x300 f.!m2
, depending on the application ofthe structures. The current is 

measured using a Faraday cup, typically measuring between 35-45 pA. The line-to-line 

spacing of thee-beam is set at 5 nm to maximize the writing resolution and a line dosage 

of 250-450 flC/cm2 is used, depending on the array density and substrate material. It is 

necessary in the case of new geometries and substrates to run a dosage test matrix to 

identify the ideal exposure conditions to realize the designed geometries. Array patterns 

are spaced between 200 and 300 f.!m apart to avoid undesirable cross-talk between arrays. 
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Additionally, large triangular or cross shaped markers (~ 200x200 f-Lm2 in size) are 

written near the arrays as a means to globally locate the arrays on the chip when 

conducting experiments. 

After e-beam exposure, the conductive Au layer must be removed from the 

insulting substrates (step 5 in Figure 4.1 ). The Au layer is selectively removed by Gold 

Etchant TFA (8 wt% Iodine, 21 wt% Potassium Iodide, 71 wt% water), without harming 

the underlying PMMA layer. The Au etch step requires only a 15 seconds emersion in 

solution, followed by thorough rinsing in DI water and blown dry with a N2 gun. At step 

6 of Figure 4.1 (insulating substrate) and at step 4 of Figure 4.2 (conductive substrate), 

the process moves to development of thee-beam resist. The development is carried out in 

a 3:1 solution of IP A:MIBK (isopropanol : methylisobutyle ketone) for 70 seconds, while 

gently agitating the solution to improve feature resolution (Vieu et al., 2000). The 

samples are then rinsed in IP A and blown dry with a N2 gun. 

4.1.3 Metal Deposition and Lift-off 

Prior to metal deposition the newly developed films are treated with oxygen (02) 

plasma in a PV A TePla America M4L plasma asher (step 7 in Figure 4.1 and step 5 in 

Figure 4.2). The 0 2 plasma removes any possible residual PMMA and solvent 

contamination remaining in the patterned arrays from the development process. The 

plasma ash is carried out with 200 seem of 0 2 flow and 200 W RF power for 30 seconds. 

The next step in the nanofabrication process flow is the deposition of the metallic 

film via e-beam evaporation (step 8 in Figure 4.1 and step 6 in Figure 4.2). E-beam 
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evaporation is a process similar to thermal evaporation, i.e. a source material is heated 

above its boiling/sublimation temperature and evaporated to form a film on the substrate. 

In the case of e-beam evaporation, the heating is done by rastering an e-beam across the 

metal. This evaporation method is highly directional which results in poor step coverage. 

This feature is in fact desirable and enabling of the proceeding lift-off processes. One 

major advantage of e-beam evaporation over thermal evaporation is the possibility to add 

a larger amount of energy into the source material , resulting in higher density films and 

increased adhesion to the substrate. 

The e-beam evaporation 1s implemented usmg a CHA Solution evaporator, 

controlled by a Sycon STC-2000A deposition rate controller. At this point in the process 

several metals can be deposited, depending on the application of the device. The 

discussion will now follow the metal choice of Au as it is the most commonly used 

plasmonic material (along with Ag) and is the metal most utilized in this thesis. In 

targeting a final particle thickness of 30 nm, a 2 nm-thick titanium (Ti) or chromium (Cr) 

adhesion layer is first deposited, followed by a 28 nm-thick Au layer. The deposition 

takes place under high vacuum (pressure < 3x10-6 torr) while the samples are rotated to 

ensure uniform coverage across the planar surface of the samples. Au films are 

evaporated at 0.1 nm/sec, while the adhesion layer is typically evaporated at 0.05 nm/sec. 

The last step in both process flows concludes with the lift-off procedure. During 

the lift-off, the PMMA under the film is removed with a solvent, taking the film with it, 

and leaving only the parts of the film that were deposited directly on the substrate. The 
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solvent used is acetone heated to 70°C. The sample is soaked in the heated solvent for 5 

minutes or until the metal film displays significant wrinkling across the chip. At this time 

the film is briefly sonicated (10-30 seconds) to remove the remaining PMMA/metal. The 

sample is then sprayed with a stream of acetone to remove any of the lifted-off metal film 

that may be adhered to the substrate. This step is critical as it prevents any re-deposition 

of excess metal particulates. The sample is then rinsed thoroughly with IP A and dried by 

blowing with a N2 gun. Figure 4.3 shows SEM micrographs of representative arrays of 

Au nanocylinders (30 nm height). 

Figure 4.3: SEM micrographs of Au nanocylinders arrays (30 nm height). (a) Periodic 
array with particle diameter 215nm and edge-to-edge separation 15nm. (b) Thue-Morse 
array with particle diameter 195nm and minimum edge-to-edge separation of 30 nm. 

With the process flow described above, edge-to-edge interparticle separations of 15 nm 

are readily achievable as well as particle arrangements of any complex geometry. Thee-

beam lithography process is highly accurate in producing features with rounded edges; 

however limitations exist when attempting to fabricate features with sharp edges such as 

triangles. 
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4.2 Fabrication of Dielectric Nanopillar Arrays 

Recent developments in nanofabrication methods allow us to construct 3D 

dielectric nanopillars, which reach aspect ratios that approximate 2D arrays. Numerous 

studies on the photonic band gaps displayed by 2D arrays of Si pillars have been 

conducted (Poborchii, Tada and Kanayama, 2002). The band gaps allow their effective 

use as waveguides (De Dood et al., 2002), optical switches (Sharkawy et al. , 2002), beam 

splitters (Ao et al. , 2006), and wavelength multiplexers (Sharkawy, Shi and Prather, 

2001 ). In this section the fabrication of nanopillars of various dielectric materials will be 

discussed. 

The vast majority of top-down fabricated nanopillar research has been conducted 

on crystalline Si-based (c-Si) nanopillars etched from Si wafers; however the ability 

fabricate nanopillar arrays from active materials, optically transparent materials and on 

transparent substrates opens the door to several new photonic device applications. Here, 

this is achieved through radio frequency (RF) reactive sputtering of dielectric materials 

onto transparent fused silica substrates and subsequent nanofabrication processing steps, 

ending in nanopillar array formation. The complete process flow is shown in Figure 4.4. 
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Figure 4.4: The complete nanofabrication process flow used m the fabrication of 
dielectric nanopillar arrays on a transparent glass. 

4.2.1 RF Sputter Deposition ofNanopillar Materials 

The process begins with the selection of the nanopillar material appropriate for 

the device application. In this thesis, a nanopillar fabrication process was developed and 

demonstrated for several different dielectric materials, including c-Si, stoichiometric 

silicon nitride (SiN), erbium doped silicon nitride (Er:SiNx) and hydrogenated amorphous 

Si (a-Si:H). All pillar material utilized in this thesis was deposited by radio frequency 

(RF) magnetron sputtering, using a Denton Discovery 18 confocal-target sputtering 

system. Sputtering is a highly employed vacuum deposition technique used by 

manufacturers of semiconductors, CDs, disk drives, optical devices and several other 

industries (Kelly and Arnell, 2000). 
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Magnetrons are a class of cold cathode discharge devices used generally in a 

diode mode. The plasma is initiated between the cathode and the anode at low pressures 

by the application of a high voltage that is in this case RF. The plasma is sustained by the 

ionization caused by secondary electrons emitted from the cathode due to ion 

bombardment, which are accelerated into the plasma across the cathode sheath. These 

collisions create a momentum transfer that ejects atomic size particles from the target. 

These particles traverse the chamber and are deposited as a thin film onto the surface of 

the substrates. In reactive sputtering, the sputtering of the elemental target in the presence 

of a gas reacts with the target material to form a new compound. 

Sputter depositions occur at a base pressure ~ 10-7 mbars and with RF generator 

operating at 13.56 MHz. A detailed description of the sputter configuration and process 

development can be found in the following reference (Y erci, 2011 ). Additionally, the 

SiNx and Er:SiNx film recipes utilized in this thesis have been optimized previously by 

Dr. Selcuk Yerci and Dr. Rui Li while at Boston University, using the same Denton 

sputter (Yerci et al., 2009; Li, Yerci and Dal Negro, 2009). Likewise, a more detailed 

description of a-Si:H deposition process will be discussed in later chapters. 

As previously described in section 4.2, substrates are frrst cleaned using the 

standard RCA process prior to any fabrication steps. For fused silica substrates the 

middle BOE step is omitted. Step 1 of Figure 4.4 shows the deposition of the dielectric 

film on the clean glass substrate. Deposition parameters for a-Si:H, SiN and Er:SiNx 

films are shown in Table 4.1. The thickness of the film will determine the final pillar 
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height, which can be targeted using timed depositions and known deposition rates shown 

in Table 4.1. 

Gas 1 I Gas 
Flow Rate 11 

Cathode 
Base 

Deposition 
Film Flow Rate 2 Pressure 

2 
(seem) 

Power (W) 
(kPa) 

Rate (nm/min) 

a-Si:H H I Ar 0.7 I 10.3 350 (Si) 6.20E-07 10.4 

SiN Nzl Ar 2.6 19.8 350 (Si) 6.00E-07 11.3 

Er:SiNx Nz l Ar 2.2 I 10.2 
350 (Si) 

17.0 10 (Er) 6.80E-07 

Table 4.1: Sputter deposition parameters for a-Si:H, SiN and Er:SiNx films. 

For nanopillar fabrication in this thesis, film thickness range from 750 nm to 1.0 IJ.m. 

This equates to approximate deposition times between 1 and 1.5 hours. With films 

requiring depositions of such length, the maximum continuous deposition time was 

restricted to 20 minutes at which time the cathode power was turned off and the chamber 

was allow to cool down. For times longer than 20 minutes, the increased temperature 

results in deviations in film composition over the thickness of the film, as well as a 

significant decrease in deposition rate. Additionally, it is important to note that if the 

depositions greater than 1.5 hours are needed, the author suggests that a chamber clean is 

performed prior to further depositions. Over time, significant material build up occurs on 

the shutter and chamber walls. Soon thereafter debris begins to flake off and become 

possible contamination and particle sources for the sample. 

4.2.2 Pillar Metal Mask Fabrication 

The next steps in the process flow are represented in Figure 4.4 by steps 2 thru 7. 

These steps are identical to and detailed in the previous section ( 4.2). In review, a 
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combination of EBL, metallization and lift-off are used to fabricate metal nanostructures 

onto the surface of the dielectric film. The difference now is found in the choice of metal 

and the thickness, selection of which is dependent on subsequent etching steps. These 

metal films will be used as an etch mask during a subsequent reactive ion etch (RIE) 

which defines the pillar geometry. Described in more detail in the next section, SiN based 

films were etched using a standard RIE system located at Boston University while Si 

based films are etched using a inductively coupled plasma RIE (ICP-RIE) at Harvard 

University. For SiN based films, the metal utilized was a 40 nm-thick Cr layer. For Si 

based films etched by ICP-RIE, a 30 nm-thick aluminum (Al) layer was used. The choice 

of different metals for different RIE tools will be detailed in the next section. 

4.2.3 Pillar Etching and Metal Removal 

Plasma etching has two fundamental steps, the generation of ions and then 

imparting the ions with momentum to direct them at their target. Once the ions reach their 

target, the ions can either mechanically or chemically remove atoms from the substrate. 

Two etchant tools were utilized in this thesis. The first, here on referred to as the RIE, is 

located in the Boston University Optical Processing Facility (BU OPF) and is a 

capacitive coupled plasma (CCP) etcher (Plasma-Therm 790). The second, here referred 

to as the ICP RIE, is located at the Harvard University Center for Nanoscale Research 

(HU CNS) and is an inductively coupled plasma (ICP) etcher (Surface Technology 

Systems ICP RIE). In a CCP process, energy is supplied as a voltage between an anode 

and a cathode plate at a RF frequency. In an ICP process, the excitation is again using a 
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time-varying RF source, but is instead delivered inductively, via a coil wrapped around 

the RIE plasma discharge region, resulting in a changing magnetic field. The ICP 

configuration allows for more control of the ion density without significantly perturbing 

the incident energy of the ions. With higher plasma densities, very efficient and highly 

directional etching is possible, more so than in a standalone CCP configuration. Table 4.2 

shows the etch recipes for a SiN based film using RIE as well as etch recipes for Si films 

using the ICP RIE. 

An additional advantage to the ICP RIE system at CNS is found in the control of 

the sample chuck temperature, which is maintained at 45°C. At this temperature, a base 

pressure of 0.5 mTorr, and using a SF6 based etch, Al has an etch rate of almost 0, while 

Cr will be etched at approximately 0.7 run/min (Williams, Gupta and Wasilik, 2003). For 

this reason, engineers at HU CNS require Al to be used as the metal mask, ensuring a 

reduction in metal contamination of the chamber. Additionally, the temperature 

controlled etch conditions make for a more uniform and consistent etch profile. Under the 

SiN etch conditions in the BU RIE, Cr consistently displayed a slightly better etch 

selectivity than Al, so it was used in all pillar etching of these films. 

Etch Type 
Gas 1 Gas 2 Power Pressure Etch Rate 
(seem) (seem) (W) (mTorr) (run/min) 

SiN (RIE) CHF3 (100) Oz (1.5) 150 30 50 

Si (ICP RIE) SF6 (65) C4Fs (160) 1200 0.5 75 

Table 4.2: Etch recipes for SiN based films using RIE and Si films using an ICP RIE. 

The final step of the nanopillar fabrication (step 9 in Figure 4.4) is the removal of 

the remaining metal mask layer. For Cr mas removal the sample is submerged in heated 
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(50°C) Chromium Etchant 1020 (Transene, Inc.) for 10 minutes. For an Al mask, the 

sample is submerged in a heated (50°C) Aluminum Etchant Type A (Transene, Inc.) for 2 

minutes. Samples are then thoroughly rinsed in DI water and dried with a N2 gun. Figure 

4.5 shows SEM micrographs ofnanopillars fabricated from c-Si, a-Si:h and SiN. 

Figure 4.5: SEM micrographs of fabricated nanopillar arrays. (a) 750 nm-tall SiN pillars 
with 150 nm top diameter (b) 1 J.lm-tall a-Si:H nanopillars with 100nm diameters, (c) 1 
J.lm-tall c-Si nanopillars with 1 OOnm diameters (d) c-Si aperiodic nanopillar spiral array 
with pillars 1 J.lm-tall and 1 OOnm diameters. 

Figure 4.5a shows an SEM micrograph of SiN pillars etched using the RIE 

system. The nanopillars where designed to have 150 nm diameters, be 750 nm-tall, and 

have a cylindrical profile. It is evident from the SEMs that the etch profile of SiN is non-

ideal, becoming less directional as the function of depth and resulting in a conical shaped 

pillar. For pillars with such an aspect ratio (5), an optimized SiN recipe to solve this 

tapering was not developed. Lawrence et al. found the recipe to work sufficiently well for 
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low aspect ratio pillars ( ~ 1.5) for the engineering of radiation from aperiodic arrays of 

active nanopillars (Lawrence, Trevino and Dal Negro, 2012). 

Figure 4.5b and 4.5c show SEM micrographs of 1 !.liD-tall nanopillars with 100 

nm diameters (aspect ratio of 10) made from a-Si:H and c-Si respectively. The etch 

profile is highly anisotropic and smooth, making for ideal photonic structures for several 

applications. Figure 4.5c displays the ability to make arbitrarily complex and large 

patterns ofnanopillars without loss of pillar profile quality. 

4.3 Photo-detector Device Fabrication 

The following section details the fabrication of a Si based Schottky photo-detector 

integrated with plasmonic nanoparticles. Motivation and experimental details will be 

discussed in subsequent chapters. Figure 4.6 shows the process flow for the photo­

detector fabrication, beginning with a purchased SIMGUI Silicon on Oxide (SOl) wafer 

in step 1. The SOl wafer has a 50 nm-thick (+/- 1.2 nm) c-Si (p-type doped, 1-20 ohm-em 

resistivity) top layer, with a 156 nm-thick buried oxide layer on top of a 525 !.liD-thick c­

Si wafer (p-type doped). Step 2 utilizes the process flow described previously (Section 

4.1) to fabricate 30 nm-tall Au nanoparticle arrays by EBL, metallization and lift-off. 

Details of the array geometries and particle sizes will be discussed in Chapter 8. 
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Figure 4.6: Si based Schottky photo-detector fabrication process flow. 

After the arrays of Au nanoparticles have been fabricated onto the top surface of 

SOl, a photolithographic process is used to define a window around the arrays. Here 

after, this process will be known as standard photolithography (steps 3 and 4). The 

standard photolithography process begins with the spin coating of AZ 5214E photoresist 

at 4000 rpm for 45 sec (500 rpm/sec ramp up and down), followed by a 100°C hotplate 

bake for 45 sec. The resulting film thickness is ~ 1.4 IJ.m. The chip is then aligned to 

photo-mask and exposed for 11 seconds in hard contact mode using a Karl Suss MA6 

mask aligner. The mask contains the desired pattern, which selectively allows for the 

exposure of the area over the arrays. The chip is then developed for 1 7 seconds in AZ 

400k and rinsed in DI water. The resulting cross section is shown in step 4 of Figure 4.6. 



62 

Post development, a 40 nrn-thick conductive and optically transparent indium tin 

oxide (ITO) film is deposited via the Denton RF magnetron sputter (step 5). The sputter 

parameters for the ITO deposition are 100 W RF power, Ar flow rate of 11 seem at a base 

pressure of 5x10-7 kPa, with a deposition rate of 10 nrn/rnin. The chip is then soaked in 

heated acetone (70°C) for 5 minutes, lifting off the unwanted resist/metal stack. 

Occasionally, an additional 2-rninute sonication is required to remove any remaining 

resist/metal. The resulting cross-section is shown in step 6 of Figure 4.6. Next, the 

standard photolithography process is carried out again to define windows for metallic 

contacts (steps 7 and 8). E-beam evaporation is then used to deposit a 300 nrn-thick Al 

film (step 9). Another heated acetone lift-off is preformed, resulting in the final structure 

shown in step 10. The defmed Al pads separately contact the top Si layer as well as the 

ITO layer. A 3D representation is shown in Figure 4.7 with exaggerated features to better 

visualize the device configuration. 

Al contact 2 
Au nanoparticles 

(buried) ~~~~~-~ 

s· 

Figure 4.7: SEM micrographs of fabricated nanopillar arrays. (a) 750 nrn-tall SiN pillars 
with 150 nrn top diameter. 
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4.3 .1 Fabrication of Optical Absorption Quantification Chip 

The fabrication of a chip integrated with Au nanoparticles used for optical 

absorption measurements will now be discussed. The details regarding the experimental 

techniques and array parameters will be discussed fully in Chapter 8 and the reader can 

fmd the published results in the following reference (Trevino, Forestiere, et al., 2012) . 

The device process flow can be seen in Figure 4.8. 

I. 4. 

2. 

5. 

3. 
• Si Au 0 a-Si 

AI ITO 

Figure 4.8: Fabrication process flow for optical absorption quantification chip. 

Step 1 begins with the standard RCA clean of a Si (p-type) chip. A 300 nm-thick 

reflecting Al film is then deposited by e-beam evaporation (step 2). A 50 nm-thick 

absorbing a-Si layer is then deposited by RF magnetron sputtering (step 3). The a-Si film 

was sputtered using 10 seem of Ar, 0.5 seem ofH2, 200 W RF power, and a base pressure 

of 1 x 10·6. The deposition rate under these conditions is ~ 15 nm/min. Step 4 utilizes the 

process flow described previously in Section 4.1 to fabricate Au nanoparticle arrays by 

EBL, metallization and lift-off. The metallic particles are cylindrical in shape with a 

circular diameter of 100 nm and thickness of 30 nm. All arrays are fabricated within a 

circular frame region with identical diameter of 100 f.!m. Finally, a 40nm-thick ITO film 
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is deposited via RF magnetron sputtering, with the same deposition parameters described 

in Section 4.3. 
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Chapter 5 

5 Deterministic Aperiodic Order 

Aperiodic optical media generated by deterministic mathematical rules have 

recently attracted significant attention in the photonics community due to their ability to 

leverage varying degrees of spatial complexity while maintaining simplicity in design 

and generation (Dal Negro and Boriskina, 2012; Macia, 2006; Steurer and Sutter­

Widmer, 2007; Macia, 2009). Several foundational studies in aperiodic systems were 

conducted on 1 D systems, stimulating broader theoretical and experimental studies on 

photonic and plasmonic structures that utilize aperiodicity as a strategy to enable optical 

devices and novel functionalities (Kohmoto, Kadanoff and Tang, 1983; Kohmoto, 

Sutherland and Iguchi, 1987; Vasconcelos and Albuquerque, 1999; Dulea, Severin and 

Riklund, 1990). In this chapter, the conceptual framework of 2D aperiodic order for the 

manipulation of optical fields will be briefly discussed. Specifically, deterministic 

aperiodic nanostructures (DANS) will be introduced as their classification based on 

Fourier spectral properties. 

5 .1 Periodic and Quasi-Periodic Order 

Historically, both crystallographic and optical media were simply classified as 

either periodic or non-periodic in nature, without further distinctions. The non-periodic 

classification however held a broad range of concepts that described structural 
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correlations, ranging from random or amorphous structures to more ordered systems such 

as quasiperiodic structures. It wasn't till Dan Shechtman et al. 's landmark discovery in 

1984 of sharp diffraction peaks arranged with icosahedral point group symmetry in 

certain metallic alloys (Shechtman et al. , 1984) that the scientific community moved 

toward defining a new class of structures known as aperiodic crystals or quasicrystals 

(Levine and Steinhardt, 1984). An event so revolutionary for the field that Dr. Shechtman 

was eventually awarded the 2011 Nobel Prize in Chemistry for the discovery of 

quasicrystals. 

The discovery of quasicrystals boosted the investigation of the "large phase­

space" between periodic and disordered systems. Additionally, the studies spawned 

several new questions regarding the classification of non-periodic geometries. The most 

common ways to categorize periodic and non-periodic structures is by the nature of their 

Fourier and energy spectra, which correspond to mathematical measures (Barber, 2008). 

In optics and in crystallography, these spectral measures are frequency identified with the 

characteristics of the diffraction patterns. Additionally, one should also consider the 

optical mode spectra or Local Density of States (LDOS) in a photonic geometry, as this 

will be discussed in further in Section 5.3. For example, Figure 5.1 displays a 2D periodic 

square lattice, a periodic lattice that has had randomly selected particles removed, a 

Penrose lattice, as well as their corresponding reciprocal space as calculated by their 

Fourier transform amplitudes. 



67 

Figure 5.1: (a) Periodic array; (b) random array on periodic lattice; (c) Penrose array; (d) 
periodic array reciprocal space; (e) random array reciprocal space; (f) Penrose array 
reciprocal space. 

A fundamental feature of the diffraction patterns of all types of periodic and 

quasi-periodic lattices is the presence of well-defmed and sharp (i.e., 8-like) peaks, 

corresponding to the presence of long-range order. Moreover, the reciprocal Fourier 

space of periodic and multi-periodic lattices is discrete (i.e., pure-point), with Bragg 

peaks positioned at rational multiples of primitive reciprocal vectors. In contrast, the 

sharp (8- like) Bragg peaks of quasi-periodic structure are incommensurate and densely 

fill the reciprocal space. In the case of the random structure, the lack of any long-range 

order results in a diffuse Fourier spectrum with constant amplitude. The Penrose array, 

shown in Figure 5.1c, was first described by Roger Penrose in 1974 who found the 

existence of two simple polygonal shapes capable of tiling the infinite Euclidean plane 

without spatial periodicity (Penrose, 1947). The point array is obtained by positing 

particles at the vertices of the Penrose tiling. As seen in Figure 5.1f, the Penrose Fourier 
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spectra possess sharp diffraction peaks, as found in periodic lattices; however now with 

incommensurate spacings. Moreover, the interior Bragg peaks display ten-fold rotational 

symmetry, a feature impossible for periodic arrangements to reproduce. 

According to the Lebesgue's decomposition theorem (Kolmogorov, Fomin and 

Fomin, 1999), any measure can be uniquely decomposed in terms of three primitive 

spectral components (or into a mixture of them), namely: pure-point (f.lp), singular 

continuous (f-isc ) , and absolutely continuous spectral components (f.l Ac ) , with: 

f.1 = f.lp U f-isc U f-iAc (Dal Negro and Boriskina, 2011). The periodic and Penrose Fourier 

spectra, shown in Figure 5.1 d and 5.1 f, represent a pure-point spectra with no other 

contributions. At the other extreme, the random Fourier spectra shown in Figure 5.1e 

represent an absolutely continuous case. Such definitions are useful in categorizing 

aperiodic arrays, which spectra comprise of various combinations of the three types. 

Recently, Enrique Macia Barber has proposed a classification scheme of aperiodic 

systems based on the nature of their lattice Fourier transform and transport properties (as 

determined by the main features of the energy spectrum and nature of eigenstates) 

(Macia, 2006). According to this classification, the rigid dichotomy between periodic and 

amorphous structures is surpassed by a matrix with nine different entries, corresponding 

to all the combinations of the possible types of spectral measures, as shown in Figure 5.2. 
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Figure 5.2: (a) Classification of aperiodic systems according to the spectral measures of 
their Fourier transform and their Hamiltonian energy spectrum. Reprinted from (Macia, 
2006). 

Here we have a periodic lattice in the top-left comer, with a pure point Fourier 

spectra and an absolutely continuous energy spectrum (Bloch-like wavefunctions in 

allowed bands). At the other comer, we have an amorphous or randomized structure, 

exhibiting an absolutely continuous Fourier spectrum (flat or diffuse) and a pure point 

energy spectrum (exponentially localized wave-functions). In between, we have 

Fibonacci and Thue-Morse arrays (described in the next section) both of which have a 

purely singular continuous energy spectrum, but differing Fourier transform spectra. 

Further discussions regarding these and other aperiodic arrays will be discussed, 

including proposed changes to the Barber matrix based on findings of this dissertation. 
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5.2 Beyond Quasi crystals: Aperiodic Order and Substitutions 

In optics and electronics, a very efficient algorithmic approach to generate 

aperiodic structures with controlled Fourier spectral properties is provided by symbolic 

substitutions (Queffelec, 1987; Lind, 1995; Barber, 2008; Dal Negro, Feng and Gopinath, 

2008). In physical realizations, each letter in the alphabet can be associated to a different 

type of building block (e.g. nanoparticle or dielectric layer). These simple mathematical 

rules or substitutions can be iteratively applied on a set of abstract symbols to increase 

(inflate) the size of the system. For example, the Fibonacci sequence is obtained by 

combining two different symbols A and B according to the inflation rule A --* AB and B 

--* A. The first iterations of this rule then generates the strings A, AB, ABA, ABAAB, 

etc .. The three classic examples of substitutional aperiodic sequences are shown in Table 

5.1 below. 

Sequence Substitution Rules 
Spectral Classification 

(reciprocal space) 

Fibonacci A--7AB; B--7A pure-point 

Thue-Morse A--7AB; B--7BA singular-continuous 

Rudin-Shapiro 
AA--7AAAB; BA--7BBA 

absolutely continuous 
AB--7AABA; BA--7BBAB 

Table 5.1: Substitution rules and reciprocal space spectral classification for Fibonacci, 
Thue-Morse and Rudin-Shapiro sequences. 

2D representations of aperiodic sequences can be formed by applying two 

complementary substitution rules along the horizontal and the vertical directions (Dal 
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Negro, Feng and Gopinath, 2008). Figure 5.3 plots the Fibonacci, Thue-Morse and 

Rudin-Shapiro substitutional sequences as 2D arrays, as well as their calculated Fourier 

space. 
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Figure 5.3: (a) Fibonacci array, L = 13.4~-tm, generation 7 (b) Thue-Morse array, L = 

12 . 6~-tm; (c) Rudin-Shapiro array, L = 16.4~-tm, generation 6; (d) Fibonacci reciprocal 
space; (e) Thue-Morse reciprocal space; (f) Rudin-Shapiro reciprocal space. In all cases~ 
= 400 nm is the minimum center-to-center particle distance. 

It is important to note here that differently from periodic structures, Brillouin zones 

cannot be defined for aperiodic arrays. As a result, when displaying the diffraction 

spectra of aperiodic systems, we restrict the Fourier space vectors to spatial frequencies 

within the interval ±1 /~, where~ is the minimum center-to-center interparticle separation 

represented in the array, termed the first "pseudo-Brillouin zone". The Fibonacci, Thue-

Morse and Rudin-Shapiro arrays are chief examples of deterministic aperiodic structures 

with pure-point, singular-continuous, and absolutely continuous reciprocal space spectra, 
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respectively. Recently, these three arrays have been realized in metallic nanoparticle 

arrays and shown to have unique scattering resonances and field localization properties 

ideal for enhanced light mater interactions on the surface of photonic devices (Gopinath 

et al. , 2008; Gopinath, Boriskina, Premasiri, et al., 2009; Gopinath, Boriskina, Reinhard, 

et al., 2009). 

Additionally, several other aperiodic arrays exist beyond those generated with 

substitutional rules, each having a mix of the Lebesgue's three spectral components. For 

example, 2D DANS arrays can be generated based on Gaussian prime number properties 

of integers and generalizations to Galois fields in the complex domain (Schroeder, 2009; 

Walsh, 2013; Dal Negro and Boriskina, 2011; Lee, Walsh and Dal Negro, 2013). 2D 

Galois arrays display diffraction spectra with high density of spatial frequencies, reaching 

a theoretically flat measure for an infinite-sized array (Dal Negro and Boriskina, 2011). 

Furthermore, 2D arrays based on a prime numbers (prime number array and Ulam spiral 

array) and co-prime numbers (co-prime array) have been investigated in the context of 

plasmon scattering and optical sensing (Carlo Forestiere, Gary F Walsh, et al. , 2009; 

Boriskina et al., 2010; Lee et al. , 2010). 

5.2.1 Rotational Symmetry in Aperiodic Arrays 

A key feature of aperiodic arrays is the ability to encode forbidden rotational 

symmetries in their diffraction diagrams as displayed in their Fourier spectra (Janot, 

1997; De Graef and McHemy, 2007). As shown previously, the Pemose array displays 

1 0-fold rotational symmetry in the Fourier space. An example of an aperiodic array with 
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Fourier space rotational symmetries and with mixed spectral components is the Danzer 

array (shown in Figure 5.4), possessing seven-fold symmetry (Danzer, 1989). In fact, it is 

possible to design an array with an arbitrary degree of rotational symmetry using an 

algebraic approach (De Bruijn, 1981 ). Additionally, deterministic tilings with infinite 

rotational symmetry or circular symmetry in the Fourier space have been constructed in 

what is known as the Pinwheel tiling (Rudin, 1994). The Pinwheel tiling is created by 

iteratively, decomposing a triangle into five congruent copies. The resulting tiling has 

triangular elements which appear in infinitely many orientations. Figure 5.4 plots a 

representative Pinwheel tiling and its corresponding Fourier space. 
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Figure 5.4: (a) Danzer array, L = 26.6 !J.m, generation 4 (b) Pinwheel array, L = 16.1 j..lm; 
(c) Danzer array reciprocal space; (e) Pinwheel array reciprocal space. In all cases ~ = 

400 nm is the minimum center-to-center particle distance. 
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It is clear that the rotational symmetry falls short of being continuous in the limit of a 

finite sized array. In Chapter 6 we will introduce a special class of finite-sized particle 

arrays with full rotational symmetry in the Fourier space, known as Vogel spirals. 

5.3 Classification of Aperiodic Structures 

A key question m the theory of aperiodic systems regards the relationship 

between their atomic topological order, determined by a given aperiodic density function, 

and the physical properties stemming from their structure (Barber, 2008). Of particular 

interest is the gap-labeling theorem, which provides a relationship between reciprocal 

space (Fourier) spectra and Hamiltonian energy spectra. In fact, this theorem relates the 

position of a number of gaps in the energy spectra of elementary excitations to the 

singularities of the Fourier transform of the substrate lattice (Ghosh and Karmakar, 1999; 

Iguchi, 1994). 

It is then convenient to focus on the nature of the measure associated with the 

lattice Fourier transform, which is related to the main features of the diffraction pattern 

through the expression 

(5.1) 

where I N is the intensity of the diffraction peaks, N measures the system size, q denotes 

the scattering vector, and FN is the Fourier transform of the lattice. The diffraction spectra 

can then be described in terms of the integrated intensity counting function in reciprocal 

space defined as 
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q I ( ') 
H(q) =lim J N q dq'. 

N->co N 
0 

(5.2) 

This function represents the normal distribution of the diffracted intensity peaks 

up to a given point (q) in the reciprocal space. In the case of both periodic and 

quasiperiodic crystals there are intervals along a given q axis where the intensity 

vanishes, so that H( q) remains constant. These intervals are separated by Bragg peaks, 

where H(q) has finite jumps. This is seen in Figure 5.5a where the H(q) for the first 3 

Brillouin zones of a periodic array is plotted. Figure 5.5b 
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Figure 5.5: (a) H(q) plot for periodic array, plotting the first 3 Brillouin zones. (b) H(q) 
plots for Fibonacci, Rudin-Shapiro and Thue-Morse arrays, plotting the first pseudo 
Brillouin zone. 

Figure 5.5b plots the H(q) for the first pseudo Brillouin zone of the Fibonacci, 

Rudin-Shapiro and Thue-Morse arrays. Recalling that Fibonacci Fourier space has a pure 

point measure, we notice it's H(q) resembles that of a periodic array with a countable set 

of sharp rises with periods of flatness in-between. On the other hand, the Thue-Morse 

array Fourier transform is no longer composed of a countable set of points separated by 

well-defined intervals. More precisely, it is singular continuous, possessing a Fourier 
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spectrum that can be covered by an ensemble of open intervals with arbitrary small total 

length (Barber, 2008). The Rudin-Shapiro possesses a purely absolutely continuous 

Fourier transform. In this case, we have a diffuse spectrum, where the contribution to 

H(q) of any interval on a given q axis is roughly proportional to its length, making the 

H(q) plot appear linear. By making these intervals arbitrarily small it can be proved that 

any single point in the spectrum has zero weight and H(q) is both continuous and 

derivable (Barber, 2008). 

5 .4 Conclusion 

With the means of classification introduced in this chapter, the aperiodic spiral 

lattice will be investigated thoroughly. Of interest to note, is the tentative placement of 

the spiral lattice in the upper right comer of Barber's classification matrix in Figure 5.2. 

The spiral lattice is a unique array which is perfectly ordered without any translational or 

orientational symmetry. The array's Fourier transform possess no well-defined peaks, but 

rather diffuse rings similar to amorphous materials, making it absolutely continuous in 

nature. When Macia Barber created the matrix, the energy spectrum of elementary 

excitations propagating through spiral lattices had yet to be reported. 

Chapter 6 will introduce the spiral array and provide detailed commentary on its 

distinctive geometrical and photonic properties. Several proceeding chapters will provide 

examples of device applications enabled by spiral's unique photonic properties. After 

comprehensively studying the aperiodic spiral's Fourier space and energy spectra 
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properties, remarks on the placement of these spiral arrays on Barber's matrix will be 

made. 
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Chapter 6 

6 Engineering Aperiodic Spiral Order 

The spiral pattern is found extensively in nature; encoded into plants, animals, 

humans, the earth and even the galaxies around us. Figure 6.1 shows a sampling of the 

more well-known spiral examples. 

Figure 6.1: Examples of spirals in nature: (a) seeds on the head of a sunflower (Morrow, 
2010), (b) nautilus shell (Wolff, 2012), (c) cactus leaves (Wolff, 2012), and (d) spiral 
galaxy (NASA, 2013). 

The peculiar arrangement has for centuries drawn botanists, mathematicians and physicist 

to study the geometry, its origin and physical implications. More recently, the photonic 

properties of such arrangements have been of high interest (Trevino, Cao and Da1 Negro, 

2011; Pollard and Parker, 2009; Agrawal et al. , 2008). The following chapter will 

introduce aperiodic Vogel spirals as a powerful and diverse platform for engineering 

light-matter interactions in planer surfaces. 



79 

Segments of this Chapter have been adapted from the 2011 Nano Letters 

publication Circularly Symmetric Light Scattering from Nanoplasmonic Spirals and the 

Optics Express publication Analytical Light Scattering and Orbital Angular Momentum 

Spectra of Arbitrary Vogel Spirals which can be found here (Trevino, Cao and Dal 

Negro, 2011) and (Dal Negro, Lawrence and Trevino, 2012), respectively. 

6.1 Spiral Geometry 

Vogel spirals can be considered a subset of the more general class of Fermat' s 

spirals. First proposed by Helmut Vogel to approximate the complex arrangement of 

florets in the sunflower head in two spatial dimensions (Vogel, 1979; Mitchison, 1977; 

Naylor, 2002), these arrays are obtained by a simple generation rule expressed in polar 

coordinates r and B as: 

r=a.J;. 

B=na 

(6.1) 

(6.2) 

where n = 0,1,2, .. .is an integer, a is a constant scaling factor, a::::: 137.508° is an 

irrational number known as the "golden angle" . The golden angle can be expressed as 

a = 360 I q/, where <p = (1 + .J5) I 2::::: 1.618 is the golden number, which can be 

approximated by the ratio of consecutive Fibonacci numbers. Rational approximations to 

the golden angle can be obtained by the formula a o = 360 X (1 +p I q t where p and 

q < p are consecutive Fibonacci numbers. The angle a gives the constant aperture 

between adjacent position vectors r(n) and r(n + 1) of particles in the "sunflower 
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spiral", also called the "golden angle spiral", and here referred to as the GA-spiral shown 

in Figure 6.2a. Two other Vogel spirals often studied are known as "nearly golden 

spirals" and are obtained by the following choice of divergence angles: 137.3° (i.e., a 1-

spiral) and 137.6° (i.e., ~4-spiral), shown in Figure 6.2b and Figure 6.2c, respectively 

(Naylor, 2002). The nomenclature used in naming the a 1-spiral and ~4-spiral will become 

more evident in later sections of this chapter. 
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Figure 6.2: Representations of the first 1000 particles plotted in the (a) GA-spiral (a ::::: 
137.5077°), (b) a 1-spiral (a = 137.3°), and (c) ~4-spiral (a = 137.6°). The calculated 
discrete Fourier transform of the (d) GA -spiral, (e) a 1-spiral, and (f) ~4 -spiral, where the 
plotted region is restricted to the first pseudo-Brillion zone. H(q) plots for the (g) GA­
spiral, (h) a 1-spiral, and (i) ~4-spiral. 

The structure of a GA spiral can be decomposed into an equal number of 

clockwise and counterclockwise spiral families originating from its center, known as 
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parastichies. The number of spirals in each family is found to be a Fibonacci number. In 

the case ofthe nearly golden spirals, their families ofparastichies are considerably fewer. 

It is the case that when the divergence angle is slightly less than the GA, as for the a 1-

spiral, gaps appear in the center head of the spiral, and only the clockwise family of spiral 

arms can be seen. Gaps appear again if the divergence angle is slightly larger than the 

GA, as for the ~4-spiral, but this time only the counterclockwise family of spiral arms can 

be appreciated (Adam, 2009). The GA-spiral is the only structure where the two spiral 

families are uniformly interlocked and the particles pack closely together without gaps. 

Since the golden angle is an irrational number, the GA-spiral lacks both 

translational and rotational symmetry. Accordingly, its spatial Fourier spectrum does not 

exhibit well-defined Bragg peaks, as for standard photonic crystals (PhC) and 

quasicrystals, but shows diffuse circular rings. The calculated pseudo-Brillouin zones of 

the three types of spirals are shown in Figure 6.2(d-f). It is noted that the DC component 

of the Fourier transform has been artificially removed to better visualize the scattering 

properties of the Vogel spirals. Diffuse spectra (i.e., absence of Bragg peaks) with 

rotational symmetry (i.e. , scattering rings) are clearly observed for all the spirals in 

Figure 6.2. While the GA-spiral features a broad and central scattering ring (Figure 6.2d), 

the more inhomogeneous structure of the a2- (Figure 6.2b,e) and the P4- (Figure 6.2c,f) 

spirals is reflected by the presence of multiple scattering rings embedded in a diffuse 

background of weaker intensity. Figure 6.2(g-i) plots the reciprocal space counting 

function H(q) for the three Vogel spirals, introduced in the previous chapter. The function 

remains zero until reaching the first scattering rings of each spiral, followed by a smooth 
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rise over the course of the remaining Fourier space. Notice the two nearly GA spirals 

have an almost linear slope similar to the Rudin-Shapiro investigated in the previous 

chapter. This correlates to a more diffuse Fourier space, a result of the arrays increased 

disorder and a topic, which will be further discussed in subsequent chapters. All three 

spirals display H(q) functions representative of absolute continuous Fourier space and 

thus Barber's placement of the spiral lattice in his classification matrix (Figure 5.2) 

appears correct for now. 

The rotational symmetry of the reciprocal space of aperiodic spirals has direct 

implications on their diffi·active properties. This can already be appreciated within 

standard Fourier optics, neglecting near-field (quasi-static) interactions among 

neighboring particles. Under these conditions, well-satisfied by the choice of samples 

parameters, normal incidence radiation of wavelength A is diffracted into the plane of the 

arrays when its longitudinal wavevector component vanishes, i.e. , kz. = 0. This 

requirement is equivalent to the well-known Rayleigh cut-off condition that determines 

the propagation of the first diffractive order of a periodic grating on its planar surface 

(Fano, 1941 ). The Rayleigh condition depends on wavelength A and on the transverse 

spatial frequencies Y x and Yy of the diffracting element, according to 

(6.3) 

Equation (6.3) is satisfied on a circle of radius liA in reciprocal space, and therefore 

structures with circularly-symmetric Fourier space satisfy the Rayleigh cut-off condition 

irrespective of the polarization of the incident field, strongly diffracting normal incident 
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radiation into evanescent grating modes. It can be said that the resonant condition 

expressed by Equation (6.3) induces "planar diffraction". It is important to note that, 

differently from periodic crystals and quasicrystals with fmite-order rotational 

symmetries, aperiodic spirals satisfy the condition for planar diffraction over a range of 

wavelengths uniquely determined by the number and the width of the scattering rings in 

their reciprocal space. The multi-band/broadband polarization-insensitive planar 

diffraction of Vogel spirals is therefore a highly desirable property for the engineering of 

a variety of device applications that require increasing photonic-plasmonic coupling on 

planar optical chips. 

It is important to note that simple linear scaling laws determine the frequency of 

planar diffraction in Vogel spirals. In Figure 6.3a, the calculated spectral position (i.e., in 

units of inverse spatial frequency) ofthe center of the first scattering ring in Fourier space 

is plotted for each type of spiral as a function of the average interparticle separation. 
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Figure 6.3: (a) Inverse of the scattering ring radius v in the reciprocal space as a function 
of the average interparticle spacing for a GA-spiral (black), a 1-spiral (blue) and ~4-spiral 
(red). (b) Calculated average (solid lines) and minimum (dotted lines) edge-to-edge 
interparticle separation as a function of the scaling factor for the g-spiral (black), a 1-spiral 
(blue) and ~4-spiral (red). All the arrays considered in this analysis contain 8000 particles 
(Trevino, Cao and Dal Negro, 2011). 

We notice in Figure 6.3a that the scattering ring position of the GA-spiral scales 

nearly one to one with the average interparticle separation (slope approximately equal to 

1), a result which is in agreement with what reported by Pollard et al (Pollard and Parker, 

2009) for dielectric spirals. On the other hand, for the a 1- and ~4-spirals the scattering 

ring positions scale more rapidly with the interparticle separations, according to linear 

relations with increasing slopes (i.e., equal to approximately 2.05 and 2.89, respectively). 

In Figure 6.3b the simple linear relations that connect the average interparticle separation 

in the spirals with the corresponding scaling factors are shown. The relations shown in 

Figure 6.3 enable the engineering of planar diffraction effects in rotationally-symmetric 

Vogel spirals. 
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6.1.1 Irrational Spirals and Rational Approximations 

Vogel spirals are not limited to the golden angle <p and numbers near it. In fact, 

any value of a can be used to generate a spiral. For example, Figure 6.4a plots the first 9 

points of Vogel spiral formed with a = 45°, equivalent to 118 of a complete rotation. The 

first point is located at a distance Jl and an angle of 45°, following the generation 

equations (6.1) and (6.2). This process continues, as noted in Figure 6.4a, when at the 

ninth point the position falls on the same line as point 1. Figure 6.4b now plots the first 

100 points, displaying a spiral pattern near the center, but quickly converging to eight 

prominent radial arms. As a second example, now consider a spiral generated with a = 

172.8°, equivalent to 12/25 of a complete rotation. Figure 6.4c plots the first 100 points 

of this spiral. Notice the middle section of the pattern maintains its spiral nature longer 

than the spiral generated with a = 45°, however eventually converging into 25 prominent 

arms. 
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Figure 6.4: (a) The first 9 points of a Vogel spiral generated with a= 45°. (b) First 100 
points of Vogel spiral generated with a = 45° (c) First 100 points of Vogel spiral 
generated with a= 172.8° (Naylor, 2002). 
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Clearly, if the angle is any rational fraction of one revolution, say alb, seed b will fall on 

the oo line, since the angle ab/b is an integral number of complete rotations. In such a 

case, the pattern eventually repeats and the radial arms are formed. In order to guarantee 

that no point will fall on the same line as any other seed, the ideal choice becomes an 

irrational angle. 

As seen with the golden angle, any irrational number can be constructed into an 

irrational angle. This opens the door to a vast number of interesting generation angle 

options for creating irrational spirals. In mathematics, there exists several well-known 

irrational numbers, including square roots of numbers like fi and J3 , as well as the 

transcendental numbers, n, e, Euler's constant and Hilbert's number, for example. It is 

now appropriate to introduce a few concepts regarding irrational numbers, namely 

continued fractions and Hurwitz's irrational number theorem. 

A continued fraction is an expression obtained through an iterative process of 

representing a number as the sum of its integer part and the reciprocal of another number, 

then writing this other number as the sum of its integer part and another reciprocal, and 

so on. The continued fraction representation of a number xis given by 

1 
x = [ a0 ; a" a 2 , a3 , ... ] = a0 + --------=-

1
---

ai + - - ------,-1- ­
az +--- -

1 
a3+---

a4 + ... 

(6.4) 
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representation of an irrational number is very useful because its initial segments provide 

excellent rational approximations to that number. The rational approximations (i.e., 

fractions) are called the convergents of the continued fraction, and it can be shown that 

even-numbered convergents are smaller than the original number x while odd-numbered 

ones are bigger (Schroeder, 2009; Hardy and Wright, 2008). Once the continued fraction 

expansion of x has been obtained, well-defined recursion rules exist to quickly generate 

the successive convergents. In fact, each convergent can be expressed explicitly in terms 

of the continued fraction as the ratio of certain multivariate polynomials called 

continuants (Schroeder, 2009; Hardy and Wright, 2008). If two convergents are found, 

with numerators p1,p2 , ••• and denominators q"q2 , ••• then the successive convergents are 

given by the formula 

P" = anp n-1 + P11-2 
q, anqn-1 +qn-2 

(6.5) 

To generate new terms into a rational approximation only the two previous convergents 

are necessary. The initial values required for the evaluation of the first two terms are (0,1) 

and (1,0) for (p_
2
,p_) and (q_2 ,q_1), respectively. 

Hurwitz's irrational number theorem states that for every irrational number .; 

there are infinitely many rationals p, q such that 

p 1 .;--(-, qf5:1 (6.6) 
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(Havil, 2012). The parameter ElM is defined as the ratio of the approximation errorE to 

the Hurwitz's bound M = 1 I .J5q2
• The parameter is bounded from 0 to 1 and is a 

measure of the "difficulty" to approximate the irrational number using rationals, with 1 

being the most difficult and values near 0 implying the fraction very well approximates 

the irrational number. As an example, the golden ratio's continued fraction expansion is 

1 
rp = [1; 1, 1, 1, ... ] = 1 + ---1--

1+ 1 
1+ 1 

1+--
1+ ... 

The first twelve convergents of these continued fractions are then 

1 2 3 5 8 13 21 34 55 89 144 233 
1'1 ' 2'3'5' 8 '13 ' 21'21'55' 89 '144'"' 

(6.7) 

It is important to note that these fractions are ratios of successive Fibonacci numbers; a 

fact that will be relevant in the proceeding section. At q = 144, the resulting ElM value 

for the golden ratio is 0.99999. The result implies the ratio 233/144 is still a poor 

approximation for the golden ratio. Indeed, the golden ratio is the most irrational number 

of all irrational numbers, as evident by the fact there are no numbers greater than 1 in the 

continued fraction. This means that it will take longer to find a rational number as close 

as you like to <p by this method than it does for any other irrational number. 

As any number of additional irrational numbers would be of interest to study, we 

now focus on Vogel spirals generated with a subset of irrational numbers known as the 

metallic means (also called the silver means) and 1t. In addition these arrays, several other 
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irrational spirals where investigated, including those generated with the irrational 

numbers e, /, and others, but are not shown in this thesis. The metallic means are 

irrational numbers generated with the continued fraction 

and equivalently 

1 
q; = [ n; n, n, n, ... ] = n + ----

1
.,..-------

n+-----
1 

n+ 1 
n+-­

n+ ... 

where n is an positive integer greater than or equal to 1. The case of n = 1 yields the 

(6.8) 

(6.9) 

golden ratio. For n = 2 the value is (2 + .j8) I 2, known as the silver ratio. Additionally, 

for other integers the names of various metals have been assigned, hence the designation 

metallic means. 

Table 6.1 lists four different Vogel spirals generated by the irrational numbers <p = 

( 1 + JS) 1 2, 't = ( 2 + .J8) 1 2, f.! = ( 5 + ../29) 1 2, the mathematical constant n and their 

corresponding aperture angles ( a 0
) listed. The table also shows their rational 

approximations and, in its last column, the parameter E/M. Figure 6.5 plots the first 2000 

points of the GA-spiral, 't -spiral, f.!-spiral , and then-spiral. 
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Irrational Aperture Rational Approximations (plq) ElM (q) 
Number Angle (a0

) 

(/J 137.51. .. 1 2 3 5 8 13 21 34 55 89 144 233 0.99999 
1'1 ' 2'3 ' 5 ' ~'13'21'34'55' 89 '144 (144) 

T 210.88 . .. 1 5 12 29 70 169 408 0.79057 
1 '2 ' ~'12'29 ' 70 '169 (169) 

ll 290.67 .. . 5 26 135 701 3640 0.41523 
1'5' 26 '135' 701 (135) 

I1 309.03 ... 3 22 355 0.00762 
1'7'113 (113) 

Table 6.1: The L1stmg of rrratwnal angles as well as therr correspondmg rational 
approximations (plq). ElM is a measure of the difficulty to approximate the irrational 
number with a given a set of rational approximates, where E is the absolute difference 
from the irrational value for a given pi q and M is the Hurwitz bound. 

Figure 6.5: The first 2000 points of the (a) n-spiral, (b) 11-spiral, (c) -r -spiral, and (d) GA­
spiral. 

Given the discussion to this point, one would be inclined to expect all irrational 

spirals to have relatively even distributions of particles, with non-converging lines. 

However, from Figure 6.5, it is evident this is not the case, most clearly contrasted by the 
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n-spiral. The n-spiral displays 7 dominate arms in the center of the pattern, transitioning 

to 113 arms with very little curvature. In fact, a new set of spiral arms would not appear 

until approximately 1 million points had been plotted. An important observation in 

designing Vogel spirals is that these numbers match the denominators of the rational 

approximates shown in Table 6.1. The reason these families of arms are so predominant 

is that 22/7 and 355/113 are already very good approximations of 1t, as evident by the 

very low ElM value. The same phenomenon is observed in the J.l-spiral. Here we notice 

three regions of predominate arms, numbering 5, 26, and 135. Again, these values 

correspond to the denominators of the rational approximates. As a becomes more 

irrational (higher ElM value), the families of arms become more frequent and overlap 

with each other, as seen in the -r-spiral. Indeed, for the most irrational spiral (the GA­

spiral) the spiral arms are completely intertwined as each rational approximate is only 

marginally better than the next. 

To explore the optical properties of these arrays, we now examine the calculated 

Fourier space for each array in Figure 6.6. 
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Figure 6.6: The calculated Fourier space for the (a) n-spiral, (b) 11-spiral, (c) -r -spiral, 
and (d) GA-spiral, shown in Figure 6.5. 

We notice the degree of rotational symmetry and the complexity of the azimuthal 

structure ofthe Fourier space decreases for arrays generated with less irrational angles, as 

determined by the ElM ratio. In fact, the GA and -r spirals feature an almost continuous 

rotational symmetry in their far-field patters, while less defined azimuthal structure is 

evident for the other two spiral structures. Therefore, "the degree of irrationality" of 

Vogel spirals is a key parameter that determines the azimuthal complexity of the 

scattered far fields. In fact, to analyze the consequences of irrationality on the geometry 

and the scattering properties, we must know introduce a new technique known as Fourier 

Hankel decomposition (FHD). 

6.1.2 Fourier Hankel Decomposition 

In order to better understand the structural complexity of Vogel spirals, a Fourier 
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Hankel spatial analysis is completed. The Fourier Hankel transform decomposes the 

density function associated with the spiral structure in a series of Bessel functions of the 

first kind. The transform is given by 

1 f"" f2
" · e 

f(m,k,.) = 
2

.7r Jo Jo rdrdBp(r,B)J111 (k,.r)e'"' , (6.10) 

where the density function p(r, B) represents the particle array, the azimuthal number m 

is an integer, and k,. represents a spatial frequency in the radial direction. Integrating over 

the radial frequency kr. we can then obtain 

F(m) = JJJ(m,k,Y ~,.dk,. . (6.11) 

The frequency range of integration is [~r l d0 , 3~r l d0 ] , centered on the dominant spatial 

frequency 2;r I do, where do is the most probable nearest neighbor distance (details 

regarding the calculation do are in the next section). The function F(m) provides a 

measure of the azimuthal components in an array, which is plotted in Figure 6.7 for the 

four irrational angles discussed. Each peak is labeled with its corresponding m value for 

clarity. 
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Figure 6.7: F(m) values calculated by the Fourier Hankel transform of the spiral 
geometry for the (a) n-spiral, (b) 11-spiral, (c) 't -spiral, and (d) GA-spiral, shown in 
Figure 6.5. 

We notice interestingly the dominant m values for each array represent the 

number of arms in each family, also corresponding to the denominators of the rational 

approximates. We will now discuss the consequences and the usefulness of having these 

m values encoded into the structure of the spirals. 

6.2 Orbital Angular Momentum in Scattered Radiation 

Singular optics is a branch of modem physical optics that involves a wide class of 

effects associated with the phase singularities in wave fields and with the topology of 

wavefronts. Optical singularities (optical vortices) exhibit some fundamental features 

absent in the "usual" fields with smooth wavefronts. Namely, optical vortices possess 

orbital angular momentum (OAM), topological charge for helical wavefront of beams 
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with well-defmed direction of propagation. Rotation of the field around the axis produces 

the vortex, and the combination of the field circulation and of the longitudinal 

propagation of the wave results in the helicoidal wavefront structure, shown in Figure 

6.8. These helical modes are characterized by an integer number m, which can be positive 

or negative. In the case of m = 0, the field represents a plane wave. If m = +/- 1 the phase 

around the central vortex passes through a full rotation from 0 to 27t. Likewise, when m = 

2, the phase rotates through two full 0 to 27t rotations. 

m =+2 

m = O 

Figure 6.8: Different columns show the beam helical structures, phase fronts , and 
corresponding intensity distributions (Wikipedia, 2013 ). 

Optical beams carrying OAM are of great interest to the optical communications 

community. The ability to engineering high m values in propagating beams opens the 

possibility for transferring unprecedented quantities of data through optical fibers. Recent 

research suggests that OAM could provide an additional degree of freedom for data 
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multiplexing in future fiber networks, pushing data rates into the terabit per second range 

(Bozinovic et al., 2013). 

The generation of OAM can be achieved by converting Gaussian laser modes to 

Laguerre-Gaussian modes, which have explicit azimuthal phase dependence. This can be 

accomplished using a system of cylindrical lenses (Padgett, Courtial and Allen, 2004) or 

spatial light modulators (Heckenberg et al. , 1992). Additionally, optical vortices 

frequently occur in reflection from or propagation through random, turbulent, and chaotic 

media. A simple representation of such a random field is shown in Figure 6.9, where 

there are at least as many completely dark points as there are bright speckles (Dennis, 

O'Holleran and Padgett, 2009). In this section, the generation of OAM from planar Vogel 

spiral geometries will be discussed. 

(a) (b) 

Figure 6.9: A simulated random optical field (speckle field) , computed as a superposition 
of 729 plane waves with random phases and amplitudes. (a) Intensity; (b) phase, with 
inset showing singularities (strength + 1 black, - 1 white) (Dennis, O'Holleran and 
Padgett, 2009). 

The Hankel decomposition analysis introduced in the previous section is now 

performed on the far-field radiation patterns generated by the same four irrational spirals 

shown in Figure 6.5. To do so, we have developed a more rigorous and general analytical 
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model for light scattering by arbitrary Vogel spiral arrays of circular apertures 

illuminated at normal incidence. The model is described in detail in the following 

reference (Dal Negro, Lawrence and Trevino, 2012) and will only be briefly introduced 

in this text. 

A spiral array of point scatterers is represented by the following density function: 

N 1 
p(r,B) = L -5(r-../na0 )li(B-na) 

n=l r 
(6.12) 

where N is the total number of scatterers in the spiral array and the llr factor comes from 

the definition of the Delta function in cylindrical coordinates. If a plane wave is normally 

incident on the array, the field at the plane of the array (z = 0) is given by, 

E N 
Ez=0 (r,B) = - 0 L5(r-../na0 )5(B-na) 

r n=l 

(6.13) 

Within the validity limits of scalar diffraction theory, the Fraunhofer far-field of a general 

Vogel spiral density function can be obtained by the evaluation of its cylindrical Fourier 

transform (i.e., Fourier-Hankel transform). Through the use of the sampling property of 

the Dirac delta function and identities of Bessel functions (i.e., cylindrical wave 

expansion of a plane wave), we can arrive at the closed form analytical solution for the 

Fraunhofer far field pattern of a point pattern with an arbitrary Vogel spiral geometry: 

N 
E (v V ) = E "' j2Jr.,J;.ao•',. cos(v0 - na) 

co ,., e oL,.e . (6.14) 
ll= l 

To account for the circular apertures of radius a, instead of points, the Fraunhofer 

diffraction pattern becomes: 
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. N 

E (v v ) = E [(a I v )J (2.nv a)]""" eJ 2!l..{r;aov, cos<vo- na> 
oo r ' B 0 r I r L..,. ' (6.15) 

n=i 

where the square brackets in Equation (13) contains an Airy factor, which is the Fourier 

transform of the circular function circ(r I a) that represents the individual circular 

apertures. Now applying the previous definition of the Fourier Hankel transform shown 

previously in equation (6.10) we arrive at final result of the analytical Fourier Hankel 

decomposition of the Fraunhofer diffraction pattern of an arbitrary Vogel spiral: 

(6.16) 

The analytical Fourier Hankel decomposition (FHD) is now performed summed 

over the radial wavenumber kr on the Fraunhofer diffraction pattern for the four irrational 

spirals and is plotted in Figure 6.1 0. 
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Figure 6.10: Fourier-Hankel decomposition of far-field scattered radiation from the (a) 
n-spiral, (b) 1-1-spiral, (c) 't -spiral, and (d) GA-spiral, shown in Figure 6.5. 
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It is clear from Figure 6.10 that the far-field radiation has well defined azimuthal 

components, implying that Vogel spiral arrays are able to generate fields carrying OAM 

through scattering. In fact, upon closer evaluation of the m values, one notices that they 

are once again the same integers embedded into the geometry by the generating irrational 

angles. For example, in the GA-spiral the FHD peaks are 2, 3, 5, 8, 13, 21 , 34, 55, 89, and 

144, the same found from the FHD of the geometry, and the same as the denominators of 

the rational approximates. 

The result can be anticipated by examining Equation (6.16) more closely. In the 

case of the GA-spiral, the exponential factor e inma in the summation generates peaks for 

all the Fibonacci numbers when the azimuthal number m runs across the integers. 

Therefore, GA-spirals are defmed by a divergence angle a= 2nD- frac(tp)] where 

frac(tp)is the fractional part of the golden number tp=(l+J5) 12, which can be 

approximated by rational fractions that are consecutive Fibonacci numbers: tp ~ F,+1 I F,,. 

In fact, the product main the exponential sum of Equation ( 6.16) will contribute strongly 

to the sum when m = F,, , which is a Fibonacci number. Under this condition, the 

exponents are approximately all integer multiples of 2n (i.e., in-phase phasors) and the 

Fourier Hankel decomposition will feature strong peaks (Dal Negro, Lawrence and 

Trevino, 2012). Further studies regarding the effects of aperture angle and number of 

particles have been conducted and can be found in the following reference (Dal Negro, 

Lawrence and Trevino, 2012). Additionally, the model has been extended to the 

analytical calculation of the scattered field in the near and intermediate zones using the 
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general angular spectrum approach in the same reference. 

The ability to engineer Vogel spirals with known rational approximates which 

impart coded OAM values into their far-field radiation is of great interest to several 

emerging fields, including singular optics, secure communication, and optical 

cryptography. In fact, in collaboration with Alexander Sergienko's research group at 

Boston University, we have proposed an approach to high-capacity, high-efficiency 

quantum key distribution protocol, utilizing Vogel spirals as a novel source of entangled 

Fibonacci-valued OAM states. Details regarding this study can be found in the following 

reference (Simonet al., 2013). 

6.3 Conclusions 

In this chapter, the aperiodic Vogel spiral array was introduced as a highly engineerable 

optical platform with several unique mathematical and photonic properties. Vogel spirals 

were shown to possess diffuse Fourier space spectra with rotational symmetry, leading to 

the possibility of engineered polarization-insensitive planar diffraction. It was shown that 

known sequences of numbers, based on rational approximates of the divergence angle, 

are encoded into the geometry of the array. Moreover, it was demonstrated that these 

sequences can be encoded into discrete OAM values in the scattered radiation from 

Vogel spiral arrays. The unique diffractive properties of Vogel spiral arrays make it an 

ideal platform for engineering polarization insensitive planer light-matter coupling, 

omnidirectional extraction, novel polarization devices, and several OAM applications 

such as optical cryptography and singular optics. 
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Chapter 7 

7 Optical Properties of Dielectric Spirals 

Until this point, all discussions of Vogel spirals have been independent of 

material properties, based in the context of Fourier optics. The potential of aperiodic 

Vogel spirals in a dielectric medium will now be explored. Segments of this chapter have 

been adapted from the 2012 Optics Express publication Geometrical Structure, 

Multifractal Spectra and Localized Optical Modes of Aperiodic Vogel Spirals and the 

2011 Optics Express publication Localized Photonic Band Edge Modes and Orbital 

Angular Momenta of Light in a Golden-Angle Spiral, which can be found (Trevino, Liew, 

et al. , 2012) and (S.F. Liew et al., 2011), respectively. 

7.1 Engineering Band Gaps and Band Edge Modes 

Photonic bandgap structures have received significant attention in recent years 

(Joannopoulos et al. , 2008). The ability to engineer spectral gaps in the electromagnetic 

wave spectrum and create highly localized modes opens the door to numerous exciting 

applications including, high-Q cavities (Meade et al. , 1994 ), PBG novel optical 

waveguides (Mekis et al., 1996), enhanced light-emitting diodes (LEDs) (Krauss et al. , 

1998) and lasing structures (Notomi et al. , 2004). Many of these applications rely on 

photonic crystals that possess a complete photonic bandgap (PBG), which is readily 

achieved in quasiperiodic lattices with a higher degree of rotational symmetry (Chan, 
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Chan and Liu, 1998). However, while photonic quasicrystals have been mostly 

investigated for the engineering of isotropic PBGs, the more general study of two-

dimensional (2D) structures with deterministic aperiodic order offers additional 

opportunities to manipulate light transport by engineering a broader spectrum of optical 

modes with distinctive localization properties (Dal Negro and Boriskina, 2012). 

In this section, a systematic study of the structural properties, photonic gaps, and 

bandedge modes of 2D Vogel spiral arrays of dielectric cylinders in air will be presented. 

Specifically, a number of Vogel spiral arrays generated by the gradual structural 

perturbation of the GA-spiral will be studied. The divergence angle is varied in an 

equispaced fashion between a 1 (137.3°) and the golden angle, and also between the 

golden angle and ~4 (137.6°), as summarized in Table 7.1. 

Divergence Angle Labeling Divergence Angle Labeling 
137.300000 UJ 137.507764 GA 
137.369255 a2 137.523137 ~I 
137.403882 a3 137.553882 ~2 
137.473137 a4 137.569255 ~3 
137.507764 GA 137.600000 ~4 

Table 7.1: Divergence angle structural perturbations of GA-spiral. 

These structures can be considered as one-parameter (a) structural perturbations 

of the GA-spiral, and possess fascinating geometrical features, which are responsible for 

unique mode localization properties and optical spectra, as it will be discussed from 

section 7 .1.4. The nirie Vogel spirals are plotted in Figure 7.1, each consisting of 1000 

particles. 



103 

Figure 7.1: Vogel spiral array consisting of 1 000 particles, created with a divergence 
angle of (a) 137.3° (a1), (b) 137.3692546° (a2), (c) 137.4038819° (a3), (d) 137.4731367° 
(a4), (e) 137.5077641° (GA), (f) 137.5231367° (~ 1 ), (g) 137.553882° (~2), (h) 
137.5692547° (~3), (i) 137.6° (~t). 

As previously mentioned, the GA-spiral has several spiral arms, or parastichies, 

that can be found in both clockwise (CW) and counter-clockwise (CCW) directions 

(Adam, 2009). The numbers of parastichies are consecutive numbers in the Fibonacci 

series, the ratio of which approximates the golden ratio. As the divergence angle is varied 

either above (supra-GA or ~-series) or below the golden angle (sub-GA or a-series), the 

center region of the spiral where both sets ofparastichies (CW and CCW) exist shrinks to 

a point. The outer regions are left with parastichies that rotate only CW for divergence 

angles greater than the golden angle and CCW for those below. For the spirals with larger 

deviation from the golden angle (a1 and ~4 in Figure 7.1), gaps appear in the center head 

of the spirals and the resulting point patterns mostly consist of either CW or CCW 
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spiraling arms. Stronger structural perturbations (i.e. , further increase in the diverge 

angle) eventually lead to less interesting spiral structures containing only radially 

diverging parastichies, as the angle becomes less close to an irrational value. 

To better understand the consequences of the divergence angle perturbation on the 

optical properties of Vogel spiral arrays, their Fourier spectra, or reciprocal space vectors 

are investigated. Figure 7.2 displays the 2D spatial Fourier spectra obtained by 

calculating the amplitude of the discrete Fourier transform (DFT) of the spiral arrays 

shown in Figure 7 .1. Again, since the spiral arrays are non-periodic, periodic Brillouin 

zones cannot be rigorously defined. The reciprocal space structure is instead restricted to 

spatial frequencies in the compact interval ±1 /L\, with L\ being the average center-to­

center inter-particle separation (Janot, 1997; Carlo Forestiere, Giovanni Miano, et al. , 

2009). The Fourier spectra for all the Vogel spirals explored in this paper lack Bragg 

peaks, and feature diffuse circular rings (Figure 7.2a-i). The many spatial frequency 

components in Vogel spirals give rise to a diffuse background, as for amorphous and 

random systems. Interestingly, despite the lack of rotational symmetry of Vogel spirals, 

their Fourier spectra are highly isotropic (approaching circular symmetry), as a 

consequence of a high degree of statistical isotropy (Trevino, Cao and Dal Negro, 2011 ; 

Seng Fatt Liew et al. , 2011). 

As previously reported (Trevino, Cao and Dal Negro, 2011 ; Seng Fatt Liew et al. , 

2011 ; Pollard and Parker, 2009), the GA-spiral features a well-defined and broad 

scattering ring in the center of the reciprocal space (Figure 7.2e), which corresponds to 
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the dominant spatial frequencies of the structure. Perturbing the GA-spiral by varying the 

divergence angle from the golden angle creates more inhomogeneous Vogel spirals and 

results in the formation of multiple scattering rings, associated with additional 

characteristic length scales, embedded in a diffuse background of fluctuating spots with 

weaker intensity. In the perturbed Vogel spirals (i.e. , Figures 7.2a,b,d,g-i) patterns of 

spatial organization at finer scales are clearly discemable in the diffuse background. The 

onset of these sub-structures in Fourier space reflects the gradual removal of statistical 

isotropy of the GA-spiral, which "breaks" into less homogeneous sub-structures with 

some degree of local order. In order to characterize the local order of Vogel spirals we 

need to abandon standard Fourier space analysis and resort to analytical tools that are 

more suitable to detect local spatial variations in geometrical structures. 
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Figure 7.2: Calculated spatial Fourier spectrum of the spiral structures show in Figure 
7.1. The reciprocal space structure of a (a) a,-spiral, (b) a 2-spiral, (c) a 3-spiral, (d) a4-

spiral, (e) g. a-spiral, (f) ~ 1-spiral (g) ~2-spiral , (h) ~3-spiral, and (i) ~4-spiral are plotted 
where f".. represents the average edge-to-edge minimum inter-particle separation. 

Further analysis moves the discussion to the geometrical structure of Vogel 

spirals by applying the well-known statistical mechanics technique of correlation 

functions to investigate the local structural differences of these arrays and discuss their 

impact on the resulting optical properties. The pair correlation function, g(r) , also known 

as the radial density distribution function, is used to characterize the probability of 

finding two particles separated by a distance r, measuring the local (correlation) order in 

the structure. Figure 7.3(a) displays the calculated g(r) for spiral arrays with divergence 

angles between a 1 and the golden angle (a series), while Figure 7.3(b) shows the results 

of the analysis for arrays generated with divergence angles between the golden angle and 

~4 . (~ series). In order to better capture the geometrical features associated to the 
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geometrical structure (i.e., array pattern) ofVoge1 spirals, the g(r) was calculated directly 

from the array point patterns (i.e., no form factor associated to finite-size particles) using 

the library spatstat (Baddeley and Turner, 2005) within the R statistical analysis package. 

The pair correlation function is calculated as: 

g(r) = K'(r) 
2trr 

(7.1) 

where r is the radius of the observation window and K'(r) is the first derivative of the 

reduced second moment function ("Ripley's K function") (Ripley, 1977). 
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Figure 7.3: Pair correlation function g(r) for spiral arrays with divergence angles 
between (a) a 1 and the golden angle and (b) between the golden angle and B 4 • 

The results of the pair correlation analysis shown in Figure 7.3 reveal a 

fascinating aspect of the geometry of Vogel spirals, namely their structural similarity to 

gases and liquids. We also notice that in Figure 7.3, the GA-spiral exhibits several 

oscillating peaks, indicating that for certain radial separations, corresponding to local 

coordination shells, it is more likely to find particles in the array. 

A similar oscillating behavior for g(r) can be observed when studying the 

structure of liquids by X-ray scattering (Janot, 1997). We also notice thatg(r) ofthe most 
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perturbed (i.e., more disordered) Vogel spiral (Figure 7.3(a), a 1-spiral) presents strongly 

damped oscillations on a constant background, similarly to the g(r) measured for a gas of 

random particles. Between these two extremes (a2 to a4 and ~1 to ~3) a varying degree of 

local order can be observed. These results demonstrate that the degree of local order in 

Vogel spiral structures can be deterministically tuned between the correlation properties 

of photonic amorphous structures (Yang et al., 2011; Torquato and Stillinger, 2003) and 

uncorrelated random systems by continuously varying the divergence angle a , which acts 

as an order parameter. 

In further analyzing the complex particle arrangement in Vogel spirals, the spatial 

distribution of the distance d between first neighboring particles is calculated by 

performing a Delaunay triangulation of the spiral array (Pollard and Parker, 2009; Seng 

Fatt Liew et al. , 2011). This technique provides information on the statistical distribution 

of d, which measures the spatial uniformity of spatial point patterns (Illian et al., 2008). 

In Figure 7.4, the calculated statistical distribution is shown, obtained by the Delaunay 

triangulation, of the parameter d normalized by do, which is the most probable value 

(where the distribution is peaked). In all the investigated structures, the most probable 

value do is generally found to be close in value to the average inter-particle separation. 

It is interesting to note that the distributions of neighboring particles shown in 

Figure 7.4 are distinctively non-Gaussian in nature and display slowly decaying tails, 

similar to "heavy tails" often encountered in mathematical fmance (i.e., extreme value 

theory), suddenly interrupted by large fluctuations or "spikes" in the particle 



109 

arrangement. These characteristic fluctuations are very pronounced for the two series of 

perturbed GA-spirals, consistently with their reduced degree of spatial homogeneity. 
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Figure 7.4: Statistical distribution of spiral structures shown in Figure 7.1. Values 
represent the distance between neighboring particles d normalized to the most probable 
value d0 , obtained by Delaunay triangulation (increasing numerical values from blue to 
red colors). The Y -axis displays the fraction of d in the total distribution. 

All the distributions in Figure 7.4 are broad with varying numbers of sharp peaks 

corresponding to different correlation lengths, consistent with the features in the Fourier 

spectra shown in Figure 7.2. Next, a Delaunay triangulation is performed in order to 

visualize the spatial locations on the spirals where the different correlation lengths (i.e., 

distribution spikes) appear more frequently. The Delaunay triangulation is a triangulation 

of the convex hull of the points in a diagram in which every circumcircle of a triangle is 

an empty circle (Okabe et al. , 2009). The Delaunay triangulation provides a useful set of 
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triangles to use as polygons in the modeling terrains and FEM grids, avoiding narrow 

triangles (as they have large circumcircles compared to their area) 

In Figure 7.5 the spatial map of the first neighbors connectivity of the Vogel 

spirals, obtained from Delaunay triangulation, is visualized. Each line segment in Figure 

7.5 connects two neighboring particles on the spirals, and the connectivity length d is 

color coded consistently with the scale of Figure 7.4 (i.e. , increasing numerical values 

from blue to red colors). 

The non-uniform color distributions shown in Figure 7.5 graphically represent the 

unique spatial order of Vogel' s spirals. In particular, we notice that distinct circular 

symmetries are found in the distribution of particles for all the spirals, including the 

strongly inhomogeneous a and P-series. Moreover, the color patterns in Figure 7.5 

feature well-defined circular regions of markedly different values of d, thus defining 

"radial heterostructures" that can trap radiation in regions of different lattice constants, 

similar in nature to the concentric rings of Ornniguide Bragg fibers. The sharp contrast 

between adjacent rings radially traps radiation by Bragg scattering along different 

circular loops. The circular regions discovered in the spatial map of local particle 

coordination in Figure 7.5 well correspond to the scattering rings observed in the Fourier 

spectra (Figure 7.2), and are at the origin of the recently discovered circular scattering 

resonances carrying orbital angular momentum in Vogel spirals (Trevino, Cao and Dal 

Negro, 2011 ; Seng Fatt Liew et al. , 2011). As will be shown in the next sections, the 

characteristic "circular Bragg scattering" occurring between dielectric rods in Vogel 
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spirals gives rise to localized resonant modes with well-defined radial and azimuthal 

numbers like the whispering gallery modes of micro disk resonators. 

Figure 7.5: Delaunay triangulation of spiral structures shown in Figure 7.1. The line 
segments that connect neighboring circles are color-coded by their lengths d. The colors 
are consistent to those in Figure 7.4. 

7 .1.1 Density of States and Optical Modes 

The optical properties of Vogel spirals are now investigated by numerically 

calculating their LDOS across the large wavelength interval from 0.4~-tm to 2~-tm. This 

choice is mostly motivated by the engineering polarization insensitive and localized 

band-edge modes for applications to broadband solar energy conversion. Calculations 

were performed for all arrays shown in Figure 7.1, consisting of N = 1000 dielectric 

cylinders, 200nm in diameter with a permittivity e = 10.5 embedded in air, for which TM 
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PBG are favored. All arrays are generated using a scaling factor, a, equal to 3x10-7
• The 

LDOS is calculated at the center of the spiral structure using the well-known relation g(r, 

w) = (2w/nc2)Im[G(r, r', w)], where G(r, r', w) is the Green's function for the 

propagation of the Ez component from point r to r'. The numerical calculations are 

implemented using the Finite Element method within COMSOL Multiphysics (version 

3.5a). A perfectly matched layer (PML) is utilized in order to absorb all radiation leaking 

towards the computational window. In Figs. 7.6(a,b) we display the calculated LDOS for 

the spiral arrays in the a and ~ series as a function of frequency ( ffi) normalized by the 

GA-spiral bandgap center frequency (ffio = 13.2x1014 Hz), respectively. For comparison, 

the LDOS of the GA-spiral is also reported in both panels. 
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Figure 7.6: LDOS calculated at the center of the each spiral array as a function of 
normalized frequency for spiral arrays with divergence angles between (a) a 1 and the 
golden angle and (b) between the golden angle and ~4-

The results in Figure 7.6 demonstrate the existence of a central large LDOS 

bandgap for all the investigated structures, which originates from the Mie-resonances of 

the individual cylinders, as previously demonstrated by Pollard et al for the GA-spiral 

(Pollard and Parker, 2009). However, it is also observed that the edges of these band gaps 
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split into a large number of secondary gap regions of smaller amplitudes (i.e., sub-gaps) 

separated by narrow resonant states that reach, in different proportions, into the central 

gap region as the inhomogeneity of the structures is increased from the GA-spiral. The 

width, shape and the fme resonant structure of these bandedge features are determined by 

the unique array geometries. A large peak located inside the gap at m/m0 = 1.122 (1.273 

f.Lm) represents a defect mode localized at the center of the spiral array where a small air 

region free of dielectric cylinders acts as a structural defect. Several peaks corresponding 

to localized modes appear both along the band edges and within the gap. These dense 

series of photonic bandedge modes have been observed for all types of Vogel spirals and 

correspond to spatially localized modes due to the inhomogeneous distribution of 

neighboring particles. A more detailed study of the formation of mechanism of these 

modes in a GA-spiral is presented in section 7.1.4 and can be found in detail here (Seng 

Fatt Liew et al., 2011). Here these results are extended to all the investigated Vogel 

spirals based on the knowledge of their first neighbor connectivity structure, shown in 

Figure 7.5. In particular, we note that localized bandedge modes are supported when ring 

shaped regions of similar interparticle separation din Figure 7.5 are sandwiched between 

two other regions of distinctively different values of d, thus creating a photonic 

heterostructure that can efficiently localize optical modes. In this picture, the outer 

regions of the spirals act as "effective barriers" that confme different classes of modes 

within the middle spirals regions. According to this mode localization mechanism, the 

reduced number of bandedge modes calculated for spirals a4 and ~4 is attributed to the 

monotonic decrease (i.e. , gradual fading) of interparticle separations when moving away 
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from the central regwns of the spirals, consistent with the corresponding Delaunay 

triangulation maps in Figures 7.5(i,d). In particular, since these strongly perturbed spiral 

structures do not display clearly contrasted (i.e., sandwiched) areas of differing 

interparticle separations, their bandedge LDOS is strongly reduced and circularly 

symmetric bandedge modes cannot be formed. These observations will be validated by 

the detailed optical mode analysis presented in proceeding sections for all the different 

spirals. 

Finally, we notice a similarity between the highly singular character of the LDOS 

at the bandedge of Vogel spirals shown in Figure 7.6 and the fractal-like 

energy/transmission spectra universally exhibited by a number of different quasiperiodic 

and deterministic aperiodic electronic/photonic systems (Lai et al., 2007). In the next 

section it will be demonstrate that geometrical structure of Vogel spirals and the strongly 

fluctuating character of their photonic LDOS spectra in Figure 7.6 indeed display clear 

multifractal scaling. 

7 .1.2 Multi fractal and scaling properties of Vogel spirals 

In this section, we apply multifractal analysis to characterize the inhomogeneous 

structures of Vogel's spirals arrays as well as their LDOS spectra. Geometrical objects 

display fractal behavior if they display scale-invariance symmetry, or self-similarity, i.e. 

a part of the object resembles the whole object (Feder, 1988). Fractal objects are 

described by non-integer fractal dimensions, and display power-law scaling in their 

structural (i.e., density-density correlation, structure factor) and dynamical (i.e., density 
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of modes) properties (Janot, 1997; Gouyet and Mandelbrot, 1996). The fractal 

dimensions of physical objects can be operatively defmed using the box-counting method 

(Gouyet and Mandelbrot, 1996). In the box-counting approach, the space embedding the 

fractal object is sub-divided into a hyper-cubic grid of boxes (i.e. , cells) of linear size E 

(i.e. , line segments to analyze a one-dimensional object, squares in two dimensions, 

cubes in three dimensions, and so on). For a given box of size &, the minimum number of 

boxes N( &) needed to cover all the points of a geometric object is determined. The 

procedure is then repeated for several box sizes and the (box-counting) fractal dimension 

D 
1 

of the geometric object is simply determined from the power-law scaling relation: 

-D N(&)=& f (7.2) 

The relevance of fractals to physical sciences and other disciplines (i.e. , 

economics) was originally pointed out by the pioneering work of Mandelbrot 

(Mandelbrot, 1982). However, the complex geometry of physical structures and multi-

scale physical phenomena (i.e., turbulence) cannot be entirely captured by homogeneous 

fractals with single fractal dimension (i.e., mono-fractals). In general, a spectrum of local 

scaling exponents associated to different spatial regions needs to be determined. For this 

purpose, the concept of multifractals, or inhomogeneous fractals, has been more recently 

introduced (Stanley and Meakin, 1988; Mandelbrot, 1988) and a rigorous multifractal 

formalism has been developed to quantitatively describe local fractal scaling (Frisch, 

1980). 
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In general, when dealing with multifractal objects on which a local measure J.l is 

defined (i.e., a mass density, a velocity, an electrical signal, or some other scalar physical 

parameter defined on the fractal object), the (local) singularity strength a(x) of the 

multifractal measure J.l obeys the local scaling law: 

(7.3) 

whereBx(&)is a ball (i.e., interval) centered at x and of size c. The smaller the exponent 

a(x), the more singular will be the measure around x (i.e., local singularity). The 

multifractal spectrum f(a), also known as singularity spectrum, characterizes the 

statistical distribution of the singularity exponent a(x) of a multifractal measure. If we 

cover the support ofthe measure J.l with balls of size c, the number of balls Na(&) that, for 

a given a, scales like &a, behaves as: 

(7.4) 

In the limit of vanishingly small c, f(a) coincides with the fractal dimension of the set of 

all points x with scaling index a (Gouyet and Mandelbrot, 1996). The spectrumj(a)was 

originally introduced by Frisch and Parisi (Frisch, 1980) to investigate the energy 

dissipation of turbulent fluids. From a physical point of view, the multifractal spectrum is 

a quantitative measure of structural inhomogeneity. As shown by Arneodo et al (Muzy, 

Bacry and Ameodo, 1994 ), the multifractal spectrum is well suited for characterizing 

complex spatial signals because it can efficiently resolve their local fluctuations. 

Examples of multifractal structures/phenomena are commonly encountered in dynamical 
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systems theory (e.g., strange attractors of nonlinear maps), physics (e.g., diffusion-limited 

aggregates, turbulence), engineering (e.g., random resistive networks, image analysis), 

geophysics (e.g., rock shapes, creeks), and even in finance (e.g., stock markets 

fluctuations). In the case of singular measures with a recursive multiplicative structure 

(i.e., the devil's staircase), the multifractal spectrum can be calculated analytically 

(Halsey et al., 1986). However, in general multifractal spectra are computed numerically. 

In this work, the multifractal spectra of Vogel spirals and of their LDOS spectra 

are calculated for the first time. The multifractal singularity spectrum of each spiral 

structure was calculated from the corresponding 600 dpi bitmap image, using the direct 

Chhabra-Jensen algorithm (Chhabra and Jensen, 1989) implemented in the routine 

FracLac (ver. 2.5) (Karperien) developed for the NIH distributed Image-J software 

package (Rasband). In order to calculate the singularity spectrum j( a) of a digitized spiral 

image, FracLac generates a partition of the image into a group of covering boxes of size c. 

labeled by the index i=1,2, ... , N(c.). The fraction of the mass of the object (i.e., number of 

pixels) that falls within box i of radius c. is indicated by P(i), and it is used to define the 

generalize measure: 

P(i)q 
Ji; = LP(i)q (7.5) 

where q is an integer and the sum runs over all the c.-boxes. The quantity in Equation 

(7.5) represents the (q-1)-th order moment of the "probability" (i.e., pixel fraction) 
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P(i)/N, where N is the total number of pixels of the image. The singularity exponent and 

singularity spectrum can then be directly obtained as (Chhabra and Jensen, 1989): 

a= LJl; xlnP(i)llnc­

f(a) = L[!L; xln,u;]llnc-

(7.6) 

(7.7) 

Multifractal measures involve singularities of different strengths and their f(a) spectrum 

generally displays a single humped shape (i.e., downward concavity) which extends over 

a compact interval [ amin, amax], where amin (respectively amax) correspond to the strongest 

(respectively the weakest) singularities. The maximum value of f(a) corresponds to the 

(average) box-counting dimension of the multifractal object, while the difference 

~a=amax-amin can be used as a parameter reflecting the fluctuations in the length scales of 

the intensity measure (Albuquerque and Cottam, 2003). 

The calculated multifractal spectra are shown in Figure 7.7(a) and Figure 7.7(b) 

for the spiral arrays in the a and P series, respectively. For comparison, the LDOS of the 

GA-spiral is also reported in both panels. All spirals exhibit clear multifractal behavior 

with singularity spectra of characteristic downward concavity, demonstrating the 

multifractal nature of the geometrical structure of Vogel's spirals. We notice in Figures 

7.7(a,b) that the GA-spiral features the largest fractal dimensionality (D1, = 1.873), which 

is consistent with its more regular structure. We also notice that the ~a for the GA-spiral 

is the largest, consistently with the diffuse nature (absolutely continuous) of its Fourier 

spectrum (Figure 7.2e). On the other hand, the less homogeneous a 1-spiral structure 

features the lowest fractal dimensionality (DJ, = 1. 706), consistent with a larger degree of 
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structural disorder. All other spirals in the a series were found to vary in between these 

two extremes. However, the results shown in Figure 7.7(c,d) demonstrate significantly 

reduced differences in the singularity spectra of the spirals in the p series, due to the 

much smaller variation of the perturbing divergence angle a (137.5-137.6) reported in 

Table 7.1. These results demonstrate that multifractal analysis is suitable to detect the 

small local structural differences among Vogel spirals obtained by very small variations 

in the divergence angle a. 
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Figure 7.7: Multifractal singularity spectra f(a) of direct space spiral arrays (N=lOOO) 
with divergence angles between (a) al and the golden angle and (b) between the golden 
angle and p4. Multifractal spectra for spiral LDOS with divergence angles between (c) 
al and the golden angle and (d) between the golden angle and p4. 

Now we tum our attention to the multifractal analysis of the LDOS spectra of 

Vogel spirals. We notice first that the connection between the multifractality of 
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geometrical structures and of the corresponding energy or LDOS spectra is not trivial in 

general. In fact, multifractal energy spectra have been discovered for deterministic 

quasiperiodic and aperiodic systems that do not display any fractality in their geometry 

despite the fact that they are generated by fractal recursion rules. Typical examples are 

Fibonacci optical quasicrystals and Thue-Morse structures (Albuquerque and Cottam, 

2003). Optical structures with multifractal eigenmode density (or energy spectra) often 

display a rich and fascinating behavior leading to the formation of a hierarchy of satellite 

pseudo-gaps, called "fractal gaps", and of critically localized eigenmodes when the size 

of the system is increased (Jiang et al. , 2005). Moreover, dynamical excitations m 

fractals, or fracton modes, have been found to originate from multiple scattering m 

aperiodic environments with multi-scale local correlations, which are described by 

multifractal geometry (Mitchison, 1977). 

In order to demonstrate the multifractal character of the LDOS spectra of Vogel ' s 

spirals, we performed wavelet-based multifractal analysis (Mallat, 1999). This approach 

is particularly suited to analyze signals with non-isolated singularities, such as the LDOS 

spectra shown in Figure 7 .6. The wavelet transform of a function f is a decomposition 

into elementary space-scale contributions, associated to so-called wavelets that are 

constructed from one single function \jf by means of translations and dilation operations. 

The wavelet transform of the function/is defmed as: 

1 -~«>J (x-b) W,A/J(b,a) =a -«> !iJ -a- f(x)dx (7.8) 



121 

where a is the real scale parameter, b is the real translation parameter, and lji is the 

complex conjugate of lf/. Usually, the wavelet lf/ is only required to be a zero-average 

function. However, for the type of singularity tracking required for multifractal analysis, 

it is additionally required for the wavelet to have a certain number of vanishing moments 

(Mallat, 1999). Frequently used real-valued analyzing wavelets satisfying this last 

condition are given by the integer derivatives of the Gaussian function, and the first 

derivative Gaussian wavelet is used in our multifractal analysis of the LDOS. In the 

wavelet-based approach, the multifractal spectrum is obtained by the so called wavelet 

transform modulus maxima method (Mallat, 1999), using the global partition function 

introduced by Arneodo et al. (Halsey et al., 1986) and defined as: 

Z(q,a) = L:I~Jf](x,a)lq, (7.9) 
p 

where q is a real number and the sum runs over the local maxima of IW,.,[f](x,a)l 

considered as a function of x. For each q, from the scaling behavior of the partition 

function at fine scales one can obtain the scaling exponent 1:(q): 

Z(q,a) ~ ar<al. (7.10) 

The singularity (multifractal) spectrum f{a) is derived from 1:(q) by a Legendre 

transform (Mallat, 1999). In order to analyze the LDOS of photonic Vogel's spirals, the 

aforementioned wavelet transform modulus maxima method within the free library of 

Matlab wavelet routines WaveLab850 (Buckheit et al., 2005) has been implemented. The 
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code has been carefully tested against a number of analytical multifractals (i.e., devil's 

staircase) and found to generate results in excellent agreement with known spectra. 

The calculated LDOS singularity spectra are shown in Figure 7.7(c,d) for the a 

and P spiral series, respectively. For comparison, the LDOS of the GA-spiral is also 

reported in both panels. The data shown in Figure 7.7(c,d) demonstrate the multifractal 

nature of the LDOS spectra of Vogel spirals with singularity spectra of characteristic 

downward concavity. The average fractal dimensions of the LDOS were found to range 

in between D1~ 0.6-0.74, with the two extremes belonging to the a-series (i.e., a 1 and a2, 

respectively). The strength of the LDOS singularity is measured by the value of a 0= amax, 

which is the singularity exponent corresponding to the peak of the j(a) spectrum. In 

Figure 7.7(c), we notice that the singular character ofthe LDOS spectra steadily increases 

from spiral a 1 to the GA-spiral across the a-series. On the other hand, a more complex 

behavior is observed across the p series, where the strength of the LDOS singularity 

increases from P2 to P4 spirals. 

7 .1.3 Optical Mode Analysis of Vogel spirals 

The properties of optical modes localized at the higher frequency multifractal 

bandedge of Vogel spirals are now investigated. Across this bandedge, the field patterns 

of the modes show the highest intensity in the air regions between the dielectric cylinders 

and thus are best suitable for sensing and lasing applications where gain materials can 

easily be embedded between rods (Ling et al., 200 1 ). 
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The spatial profile of the modal fields and their complex frequencies ro = ror + iroi 

were calculated using eigenmode analysis within COMSOL. Complex mode frequencies 

naturally arise from radiation leakage through the open boundary of the arrays. The 

imaginary components of the complex mode frequencies give the leakage rates of the 

mode, from which the quality factor can be defmed as Q = rorf2roi. The calculated quality 

factors of the modes are plotted in Figure 7.8(a) for the a 1-spiral and in Figure 7.8(b) for 

the GA-spiral and the ~4-spiral as a function of normalized frequency. The analysis is 

limited to only these three structures since they cover the full perturbation spectrum and 

are representative of the general behavior of the localized bandedge modes in Vogel 

spirals. By examining the spatial electric field patterns of the modes across the air 

bandedge of Vogel spirals we discovered that it is possible to group them into several 

different classes. The Q factors of modes in the same class depend linearly on frequency, 

as shown in Figure 7.8. In particular, their quality factors are found to linearly decrease as 

the modes in each class move further away from the central PBG region. The frequency 

range spanned by each class of modes depends on the class and the spiral type. For 

example, the modes in classes A and B (Figure 7.8a) of the a1-spiral span the entire air­

bandedge, while modes in classes C-F are confmed within a narrower region of the 

bandedge. 
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Figure 7.8: Quality factors of the air band edge modes for (a) a 1-spiral and (b) GA-spiral 
and ~4-spiral versus normalized frequency. 

As an example, in Figure 7.9 we show the calculated electric field distribution (Ez 

component) for the first three bandedge modes in class B of a 1-spiral and GA-spiral, as 

well as the first three bandedge modes in class A of the ~4-spiral. Each spiral bandedge 

mode is accompanied by a degenerate mode at the same frequency but with 

complementary spatial pattern, rotated approximately by 180° (not shown here). We 

notice in Figure 7.9 that modes belonging to each class are (radially) confined within 

rings of different radii, and display more azimuthal oscillations as the frequency moves 

away from the center of PBG (i.e. , Figure 7 .9a-c ). A detailed analysis of the mechanism 

of mode confinement and mode separation into different classes for the GA-spiral is 

discussed in section 7 .1.4 and can be found in the following reference (Seng Fatt Liew et 

al. , 2011). In this study, it has been shown that the unique spatial distribution of 

neighboring particles in the GA-spiral gives rise to numerous localized resonant modes at 

different frequencies. Different areas of the spiral hosting particles with similar spacing, 

evidenced by the similarly colored rings in Figure 7.5, lead to mode confmement at 

various radial distances from the center, as in circular grating structures of different radii. 
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In particular, for the GA-spiral the field patterns of bandedge modes originate via Bragg 

scattering occurring perpendicularly to curved lines of dielectric cylinders called 

parastichies (Seng Fatt Liew et al., 2011). 

(a) (b) 

(d) (e) 

(g) (h) 

~~ 
~~ 

(c) 

Figure 7.9: Spatial distributions of electric field Ez for the first three band edge modes of 
(a-c) class B in a a 1-spiral, (d-f) class A in a g-spiral and (g-i) class A in a ~4-spiral. 
Spectrally located at ro/roo =(a) 0.9248, (b) 0.9290, (c) 0.9376, (d) 1.1629, (e) 1.1638, (f) 
1.1657, (g) 1.1781, (h) 1.1900, and (i) 1.2152. 

It is now discovered that the same mechanism occurs for all Vogel spirals 

examined here, each characterized by a unique configuration of parastichies that reflect 

into characteristic spatial patterns of the modes. As an example, first analyzing the 

behavior of the a 1 spiral, and it is discovered that its bandedge modal classes contain 

modes spatially confined to the red region in Figure 7.5(a), bounded on either side by 

areas of higher particle density (i.e., shorter interparticle separations). The spatial profiles 

of the representative class-B modes of the a 1 spiral, shown in Figure 7.9(a), are centered 
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around this low density circular region (i.e., central red ring in Figure 7 .Sa) and have the 

same number of oscillations in the radial field (i.e., radial number 2) while displaying 

increasing azimuthal oscillations (i.e., increasing azimuthal numbers). On the other hand, 

for the GA-spiral the modal patterns in class A, shown in Figure 7.9(d-f), are also 

confined to this spatial region, but have radial number equal to one along the series of 

increasing azimuthal numbers. Modes in class C also occupy the same spatial region of 

the spiral, but with a radial number of three (not shown here). This characteristic cascade 

process of "radial splitting" of the modes continues for classes D, E and F in each spiral . 

However , as the radial numbers increase, the less confined outer portions of the modes 

result in a reduced quality factor. It is also relevant to note here that the slopes of the 

linear trends in Q-factors with frequency are all approximately the same for modes that 

are confined approximately within the same spatial region. 
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Figure 7.10: Spatial distributions of electric field Ez class D1 band edge mode (w/w 0= 
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1.053 normalized as described in Section 3) in a a 1-spiral with (a) 1000 particles, (b) 750 
particles and (c) 500 particles. (d) LDOS calculated at the center of acspirals with 
varying number of particles between n = 150 and n = 1000. 

The regions of spatial localization of spiral modes can be easily identified in 

Figure 7.5. For example, the geometrical structure of the GA -spiral, captured in Figure 

7 .5( e), indicates the presence of multiple circular regions of similar interparticle 

separations that act as radial heterostructures inducing spatial mode confinement (Seng 

Fatt Liew et al., 2011). The first three field distributions of class A-modes of the GA-

spiral, shown in Figure 7 .8(d-f), are all confined to the outermost light blue region 

evident in Figure 7 .5(e). Here again, secondary classes can be confined to the same 

spatial region with increased radial numbers (i.e., class D with radial number 2, and class 

F with radial number 3). Classes Band E both occupy the second light blue ring shown in 

Figure 7 .5( e) , while classes C and G share the innermost. The trends in Q-factors for the 

different series can again be seen to depend on the region of mode confinement. Contrary 

to the behavior of GA and a 1-spirals, the ~4-spiral supports only one class of modes 

localized by the disordered arrangement of cylinders at its center, as shown in Figure 

7 .8(g-i). The lack of radial classes in this spiral can be readily explained by its 

geometrical structure. In fact, in Figure 7 .5(i) we notice that the spirals arms quickly 

diverge with gradually decreasing interparticle separations, providing no "heterostructure 

regions" for radial light confinement. 

Finally the size scaling of the LDOS and of the bandedge modes for the three 

most representative spiral structures (GA, a 1, and ~4) is investigated. The LDOS is again 

computed at the center of the array utilizing the same methodology described previously. 
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In Figures 7.10-7.12 the calculated LDOS for the three spiral types with progressively 

decreasing number of cylinders from 1000 to 150 is shown. Also included in Figures 

7.10-7 .12 are representative air-bandedge modes calculated for a spirals with decreasing 

size (from panels a to c). 

(a) 

107 

10° 

C/) 
1 o·7 

0 
0 
....J 

1 o·14 

1 o ·21 
--n=150 --n=500 
--n=250 -- n=750 

--n=1000 

0.7 1.0 1.2 1.4 

Figure 7.11 Spatial distributions of electric field Ez class B band edge mode (w!w0= 
1.175 normalized as described in Section 3) in a GA-spiral with (a) 1000 particles , (b) 
750 particles and (c) 500 particles. (d) LDOS calculated at the center of GA-spirals with 
varying number of particles between n = 150 and n = 1000. 

Examining the size scaling behavior of the LDOS of the spiral arrays shown in 

Figures 7.10-7.12 certain general characteristics can be noticed. First of all, for each 

spirals the frequency positions and overall width of the principal TM gaps remain 

unaffected when scaling the number of particles, but the gaps become deeper as the 

number of particles is increased. This is consistent with the known fact that the main gaps 
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supported by arrays of dielectric cylinders are dominated by the single cylinder Mie 

resonances for TM polarization. Moreover, the frequency position of the most localized 

resonant mode inside the gap remains almost constant when varying the particles number, 

while its intensity decreases with the bandgap depth. This implies that this mode is 

created by the small number of cylinders at the center, which is defined in the first few 

generated particles. However, the most striking feature of the LDOS scaling, evident in 

Figures 7.10-7.12, is the generation of a multitude of secondary sub-gaps of smaller 

intensity as the number of cylinders is increased. As the number of dielectric cylinders is 

increased, regions with different spatial distributions of cylinders are created in the 

spirals resulting in many more spatial frequency components. As previously shown, these 

are key components in creating new classes of modes, leading to the distinctive behavior 

of fractal bandedge modes. 

This phenomenon is most evident in the a 1-spiral scaling shown in Figure 7 .10, 

which we found to possess the lowest fractal dimension (i.e., or the highest degree of 

structural inhomogeneity). Below 750 cylinders, the air bandedge region is almost 

completely depopulated of bandedge modes, which become strongly leaky as shown in 

Figure 7.10(a-b). This behavior can directly be attributed to the loss of the outermost 

boundary region (outer blue region in Figure 7 .Sa) when the number of cylinder is 

decreased, eliminating the radial heterostructure confinement scheme needed to support 

localized bandedge modes. On the other hand, the modes in the LDOS whose 

confinement regions remain intact upon size scaling, such as the ones shown in Figure 

7 .ll(a-c) and Figure 7 .12(a-c), exist even when scaling the size of the spiral doWn to only 
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a few hundred cylinders. These results demonstrate the localized nature of the au 

bandedge modes that densely populate the multifractal LDOS spectra of Vogel spirals. 
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Figure 7.12: Spatial distributions of electric field Ez class A band edge mode ( wh.JJ0= 
1.190 normalized as described in Section 3) in a B4-spiral with (a) 1000 particles, (b) 750 
particles and (c) 500 particles. (d) LDOS calculated at the center of B4-spirals with 
varying number of particles between n=150 and n=lOOO. 

7 .1.4 Band Edge Mode Formation and OAM 

Presented here is a brief summary of a numerical study on photonic bandgap and 

band edge modes in the GA-spiral array of air cylinders in dielectric media. Fo'r a detailed 

description of the study, the readers are referred to (Seng Fatt Liew et al., 2011). The 

optical properties are studied for a GA-spiral that consists of n = 1000 air cylinders in a 

dielectric medium with refractive index n = 2.65. This structure is the inverse of that in 
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previous sections and facilitates the formation of a photonic bandgap for TE polarized 

light with (Er,Ee ,Hz). Once again, the LDOS has been calculated from the Green's 

function for the propagation of Hz from point r to r' at the center of the array and is 

shown in Figure 7.13a. 
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Figure 7.13: (a) LDOS calculated at the center of the golden-angle spiral array as a 
function of the normalized frequency dofA.. The regions at the lower and upper band edge 
where the band edge modes exist are highlighted. (a) Spatial distributions of magnetic 
field Hz for the fust three pairs of band edge modes of class A (Seng Fatt Liew et al., 
2011). 

As in the case of the dielectric pillars, a large central gap is formed as well as 

several peaks corresponding to band edge modes. Additionally, the center defect mode is 

still present in the gap. Those modes on the higher (lower) frequency edge of the gap are 

denoted as upper (lower) band edge modes. As in the case of the dielectric cylinders 

(previous section), from their frequencies and field patterns, several classes of the band 

edge modes can be identified. Within each class, the modes have similar field patterns at 

similar radial distances and display monotonic variation of Q-factor. Figure 7.13b shows 

a sampling from a group of modes labeled class A. A careful inspection of the mode 

profiles reveals that the class A modes have the magnetic field maxima along the 



132 

parastichies that are formed by the air cylinders and twist in the CCW direction. These 

local standing wave pattern behaviors indicate light is confined in the direction 

perpendicular to the parastichies via Bragg scattering from the air holes. 

To better understand the formation of these modes we again turn to the Delaunay 

triangulation plot of the GA-spiral, shown in Figure 7.14; however now overlapped with 

the region that contains 90% of the energy of modes in class A. 
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Figure 7.14: (a) Overlay of the region where class A modes are localized on the color 
map of the neighboring particles distance of air cylinders revealing class A modes stay 
mostly inside a ring labeled (ii) and sandwiched between two other rings (i) and (iii). (b) 
LDOS in the regions (i), (ii) and (iii) (Seng Fatt Liew et al., 2011). 

As observed previously in the case of dielectric cylinders, the modes are confined in 

region (ii), which is sandwiched by regions (i) and (iii) of different nearest neighbor 

distributions, leading to a change of PBG. The LDOS is now computed in regions (i), (ii) 

and (iii) by removing air cylinders outside that region, plotted in Figure 7 .14b. The 

frequency range of class A modes is inside the PBG of region (i) and (iii) but outside the 
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PBG of region (ii). Consequently, light within this frequency range is allowed to 

propagate in region (ii) but not in (i) or (iii). Hence, regions (i) and (iii) act like barriers 

that confine class A modes in region (ii). Thanks to its broad distribution of spacing 

between neighboring particles d, the GA-spiral can support numerous modes at different 

frequencies. The spatial inhomogeneity of holes or particles leads to mode confinement 

in different parts of the structure. 

As mentioned earlier, the standing wave patterns of the photonic band edge 

modes are formed by distributed feedback from the parastichies that spiral out. One 

example is presented in Figure 7 .15, where the dashed arrows denote two families of 

parastichies along which the field maxima of mode A1 follow. The magnetic field Hz 

oscillates between the positive maxima on one parastichy and the negative maxima on the 

next one of the same family. , 
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Figure 7.15: (a) Magnetic field distribution of mode A1 revealing the field maxima 
follow a family of 21 parastichies twisting in the CCW direction and another family of 89 
parastichies in the CW direction (both are marked by the dashed arrows). (b) FBT of the 
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field distribution in (a). (c) Region of the spiral array that contains 90% energy of mode 
Al. (d) FBT of the structure in (c) (Seng Fatt Liew et al., 2011). 

The FHD is again utilized to bring to light any azimuthal components that might 

be present in the field or the structure. Figure 7 .15b shows the FHD on the Hz field 

distribution. A significant observation is that the modes have discrete angular momenta m 

= 21 and m = 89, both Fibonacci numbers. To better understand the origin of the discrete 

OAM, the region where 90% of the mode's energy is located is shown in isolation in 

Figure 7 .15c. The FHD is again performed on this region and is plotted in Figure 7 .15d. 

The result indeed shows m = 21 and m = 89 components with radial frequency kr similar 

to that in the filed profile of mode Al. While there are also m = 34 and m = 55 

components in the structure, they are at lower kr, thus corresponding to modes at lower 

frequencies and further away from the band edge. Hence, these analysis shows that the 

angular momenta of the band edge modes are imparted by the underlying structure, more 

specifically, the parastichies in the GA-spiral. 

It is now well established by these studies that spatial inhomogeneity in the 

distances of neighboring air holes or dielectric cylinders, localize the band edge modes 

within rings of different radii via Bragg scattering from the parastichies in the spiral 

structure. Additionally, these modes are wrapped around azimuthally to form circular 

patterns, which carry the well-defined angular momenta. The band edge modes have 

discrete angular momenta that originate from different families of the parastichies whose 

numbers correspond to the Fibonacci numbers in the case of the GA-spiral, but more 

generally, to known rational approximates ofthe generating irrational angle. 
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7.2 Dielectric Vogel Spiral Nanopillar Arrays 

In this section, dielectric Vogel spiral nanopillar arrays are fabricated and their 

photonic properties are experimentally investigated. The design and measurement of a 

photonic band gap in a GA-spiral will be presented with motivation towards realizing 

lasing in these structures. Additionally, the scattering properties of nanopillar Vogel 

spiral arrays will be presented. 

7 .2.1 Motivation for Lasing in DANS 

Unlike a conventional laser which utilizes mirrors or periodic structures to trap 

light, a random laser relies on the multiple scattering of light in a disordered gain medium 

for optical feedback and light confinement, as shown in Figure 7.16a (Wiersma, 2000; 

Cao et al., 2000; Wiersma, 2008). Coherent laser emission has been generated from 

various random structures, ranging from semiconductor nanoparticles and nanorods to 

polymers and organic materials. Additionally, lasing emission from scarred modes of 

wave-chaotic optical resonators with asymmetric resonant have been demonstrated, as 

shown in Figure 7 .16b (Rex et al., 2002). Over the past decade, random lasers have 

generated significant interest among researchers because of their unique applications 

based upon the spectral fingerprint of the random structure, their micron-scale size, low 

fabrication cost, robustness to surface roughness and shape deformation, and nearly 

isotropic emission output (Wiersma, 2008; Cao, 2003). 
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Figure 7.16: (a) Multiple light scattering with gain. A random collection of microspheres 
containing laser dye is excited to obtain population inversion. The propagation of the 
light waves becomes that of an amplified random walk (Wiersma, 2008). (b) The 
modulus of the electric field for a calculated quasibound state of nkro ~ 129 (n is the 
index of refraction, k is the real part of the resonant wave vector) and c = 0.12 which is 
scarred by the triangular periodic orbits shown in the inset. The four points of low 
incidence angle which should emit strongly are indicated (Rex et al., 2002). 

These characteristics are ideal for identification, encoding, tagging, and optical 

sensing. However, a major limitation to device applications of random lasers is the lack 

of control and reproducibility of the lasing modes. Namely, the frequencies and spatial 

locations of lasing modes are unpredictable, varying randomly from sample to sample. 

One solution to this problem is the realization of DANS lasers. DANS lasers could 

combine the advantages of random lasers with the fabrication and design reproducibility 

required for optoelectronics integration. 

Recently, lasing action in localized optical modes of active photonic membranes 

with pseudo-random deterministic morphologies have been realized (Yang et al., 2010). 

It has been shown that the lasing modes of pseudo-random structures occur at 

reproducible spatial locations and frequencies, only slightly affected by structural 

fluctuations in different samples. The ability to engineer the lasing modes and make them 
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reproducible is essential to chip-scale photonic applications. Moreover, through tuning 

the structural aperiodicity, an optimal degree of aperiodicity where light confinement is 

maximal and lasing is the strongest can be found. The use of DANS in lasing opens a 

way of controlling lasing characteristic by engineering structural aperiodicity. 

7.2.2 Band Gaps in GA-spirals 

In Section 7.1 , it was shown that 2D dielectric Vogel spirals possess large 

photonic band gaps with several band edge modes populating both the low and the high 

ends of the gap. In fact, it is well known that GA-spiral array has the ability to create an 

isotropic photonic bandgap (PBG), inhibiting light propagation in all directions (Pollard 

and Parker, 2009). The most well-known structures that produce PBGs are photonic 

crystals (Joannopoulos et al., 2008), but their structural anisotropy leads to spectral 

mismatch of gaps in different directions. To have complete PBGs, more isotropic 

structures, e.g. photonic quasicrystals with higher rotational symmetries, are preferred 

(Chan, Chan and Liu, 1998; Florescu, Torquato and Steinhardt, 2009). However, the 

photonic quasicrystals still have discrete Fourier spectra and are not fully isotropic. The 

GA-spiral has better isotropy because its Fourier space is diffuse and rotationally 

symmetric (Trevino, Cao and Dal Negro, 2011). 

To realize an experimental photonic band gap in the GA-spiral geometry, high 

aspect ratio nanopillars are utilized. The nanopillar material used is a-Si:H with 

deposition parameters described in Chapter 4. The high density of defects in pure a-Si 

makes it a lesser material of interest in photonics, which is the reason for the attention on 
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a hydrogenated material. When hydrogenated, the defect density is greatly reduced by 

saturation of the several dangling bonds inherently found in a-Si. As a result a-Si:H can 

be made to be more transparent in the visible range, by adjusting the amount of H 

incorporated into the film. As an example, the transmission spectra (normalized for film 

thickness) are plotted in Figure 7.1 7 for reactive RF magnetron sputtered films deposited 

with different H2/ Ar flow ratios. As the ratio increases and more H is incorporated into 

the film, the transmission is extended to lower wavelengths. 
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Figure 7.17: Normalized transmission spectra for a-Si:H deposited with different H2/Ar 
gas flow ratios. 

The advantage of using a-Si:H verses a SiN film or other dielectrics is the materials high 

index of refraction (n > 3), leading to strong scattering. Additionally, nanofabrication 

techniques are highly developed for Si, as it is still the predominate material used in the 

CMOS and microelectromechanical systems (MEMS) industries. 

In this study, a hexagonal nanopillar lattice is first fabricated and characterized 

using an ellipsometer (Hung, Lee and Coldren, 2010; Astratov et al., 1999). Reflection 
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spectra of this photonic crystal (PhC) structure under high incident angles and 

polarizations are measured for observing its antireflection and optical resonant effect. The 

optical resonance is mainly due to the existence of PBG inside this material. Analysis of 

the PhC structure is carried out with the rigorous coupled-wave analysis (RCW A) 

method, taking the dispersion and absorption of materials into account, which can be 

used to verify the experimental data (Hung, Lee and Coldren, 2010). Figure 7.18a shows 

an SEM micrograph of the fabricated Hexagonal lattice nanopillar array on a fused silica 

substrate. The nanopillars are 125 nm in diameter, 950 nm-tall and have a lattice spacing 

a= 312.5 nm. The resulting r/a ratio is then 0.20. 

(a) 

(b) 
Collimated white 

light source 

Figure 7.18: (a) SEM micrograph of hexagonal array of a-Si:H nanopillars and (b) 
diagram of ellipsometer reflection measurements taken on nanopillar arrays. 

The total array is circular and has a diameter of 300 jlm to accommodate the beam spot of 

the ellipsometer which also approximately 300 jlm in diameter. 
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The use of ellipsometry for characterizing PBG in PhCs has been established in 

pervious publications (Hung, Lee and Coldren, 201 0; Lin et al. , 2006). The ellipsometer, 

shown in Figure 7 .18b, measures two of the four Stokes parameters, denoted by 'V and !)._ 

The polarization state of the light incident upon the sample can be decomposed into a TE 

and a TM component. The reflection of the TE and TM components are denoted by R TE 

and RrM, respectively. The ellipsometer measures the ratio of the two components as: 

(7.11) 

where tan( If') is the amplitude ratio and cos(!).) is the phase difference through the 

material-light interaction (Lin et al., 2006). The parameters are measures along the 

symmetry points rM-direction of the hexagonal lattice. The measured parameters tan(!f') 

and cos(f).),as taken at the oblique angle of 70°, are plotted in Figure 7.19a and 7.19b, 

respectively. 
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Figure 7.19: (a) SEM micrograph of hexagonal array of a-Si:H nanopillars and (b) 
diagram of ellipsometer reflection measurements taken on nanopillar. 

For oblique incidence, the reflection of different polarized light would manifest 

differently in their corresponding spectra. The TEphc bandgap leads to higher out-of-plane 

diffraction for the TM-polarized light (Galli et al. , 2002), resulting in lower reflection and 

thus lower tan('!') value. Meanwhile, the TM-polarized light would increase its optical 

paths and corresponding lower cos(~) value (Hsieh et al. , 2004). A reflection caused by 

the presence of a TEphc-mode PBG would then appear as a dip in the tan( 'I') and a steep 

slope in cos(~) spectra, respectively (Hsieh et al. , 2004). 

In Figure 7.19a, two prominent dips in tan('!') at 1.9 eV (A.= 653 nm) and 2.16 eV 

(A. = 574 nm) are seen. These two dips occur at the same energy as two steep slopes in 

the cos(~) shown in 7.19b. The spectral features match well with band gap measurements 

of those published for similar nanopillar arrays of comparable dimensions (Hung, Lee 
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and Coldren, 201 0). To confirm the experimental results, RCW A calculations are 

performed according to the array parameters and at the same oblique angle of 70°. The 

calculated tan('V) and cos(L1) are plotted in Figures 7.19c and 7.19d, respectively. The 

spectral dips and steep slows are found to be in good qualitative agreement with the 

RCW A simulation. 

While the first aim of this research is to measure the presence of a photonic band 

gap in a GA-spiral array of nanopillars, a second goal is to utilize the unique photonic 

modes present in the spiral array for lasing. For this to be realized, a material with optical 

gain must be introduced. The method of choice in this study is the spin coating of a 

blend of laser dye IR-140 (Exciton, Inc.) and the polymer PMMA. Such a combination 

has successfully been utilized in other amplified spontaneous emission experiments in the 

literature (Thompson et al. , 2004). Thin films were prepared by dissolving 600 mg of 

PMMA and 9.38 mg of IR-140 in 6 ml of dichloromethane (DCM), and spin-coating the 

solution onto the substrate. The sample was then baked on a hot plate at 180°C for 2 

minutes, resulting in a film thickness of 1.5 J..lm. The emission spectrum of the film is 

shown in Figure 7.20a, pumped with a frequency doubled Nd:YAG laser (A.= 532nm). 

The pillars to be used in subsequent experiments are again 950 nm-thick, 

approximately 550 nm shorter than the dye-doped polymer. The process flow used to 

match the heights of the two materials is shown in Figure 7 .20b. In this technique, an 0 2 

plasma is used to selectively and controllably etch the polymer down to the height of the 

nanopillars. 
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Figure 7.20: (a) Emission spectrum of Exciton IR-140 laser dye in PMMA film. (b) 
Process flow for embedding dye doped PMMA in nanopillar array. 

In order to effectively design a band gap overlapping with the emission bandwidth 

of the laser dye, the open source MIT Photonic-Bands (MPB) software was utilized 

(Johnson and Joannopoulos, 2001). The MPB program is a highly efficient software 

package for computing the band structures (dispersion relations) and electromagnetic 

modes of periodic dielectric structures. A 3D slab model was created using a hexagonal 

lattice with nanopillar diameter of d = 105 nm, lattice constant a = 200 nm, height of 

pillar h = 950nm. Index of refraction values npillar = 3.1 for the pillars, npol = 1.5 for the 

polymer layer, and nsub = 1.46 for the fused silica substrate were used. The resulting band 

structure is plotted in Figure 7.21a. The parameters simulated result in the desired band 

gap between 1.4 and 1.5 eV, corresponding to 827 and 886 nm. The key parameter that 

can be extruded from the simulation is the appropriate filling fraction, equal to 25%. This 

filling fraction is now used as a guide for generating a GA-spiral with a similar value. 
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Figure 7.21: (a) Calculated band diagram for hexagonal with d = 105 run and a = 200 
run. (b) Top-down SEM micrograph of fabricated a-Si:H GA-spiral nanopillar array. (c) 
Angled SEM micrograph of array in (b), displaying pillar sidewall quality. 

With guidance from the MPB simulations, a GA-spiral was generated using a scaling 

factor 1.9x10-7m and pillar diameters of 200 run, resulting in a filling fraction of 27.3% 

and ria= 0.308. SEM micrographs ofthe fabricated structure are shown in Figures 7.21b 

and 7.21c. A fmal pillar diameter of 200 run was chosen for its mechanical robustness. 

For arrays of similar filling fraction and small diameters, pillars often stuck together 

during proceeding wet processing steps and spin coating. 

Figure 7.22a and 7.22b plot the ellipsometer parameters tan(\jf) and cos(l1) as 

measured in air, respectively. Black arrows highlight the sharp dips in tan(\jf) and steep 

changes in cos(l1), associated with the presence of a TEphc-mode PBG. 
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Figure 7.22: Measured ellipsometer parameters for a GA-spiral nanopillar array with 
filling fraction 27.3%: (a) tan('l') measured in air, (b) cos(~) measured in air, (c) tan('l') 
measured with PMMA laser dye mixture, and (d) cos(~) measured with PMMA laser dye 
mixture. 

The resonant features occur at energies of 2.30 eV (A.= 537 nm) and 1.75 eV (A.= 709 

nm). The band gap is blue shifted from the target range; however the result is expected as 

the designed structure accounts for the higher index PMMA verses air. After spin-coating 

the PMMA/laser dye mixture and thinning down to the height of the pillars, the 

ellipsometer parameters are again measured and plotted in Figure 7.22c,d. In the cos(~) 

plot, we notice the two steep features have red shifted to 1.38 eV (A.= 898 nm) and 1.26 

(A.= 984 nm) as expected. The tan('l') data however is not as clear. An observable dip is 

measured at ~1.38 eV, however the second feature at 1.26 eV is less pronounced. Several 
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factors could attribute to the discrepancy, including induced surface roughness from the 

PMMA thinning process, as well as non-uniformities in the spun PMMAJlaser dye film. 
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Figure 7.23: Measured ellipsometer parameters for a ~4-spiral nanopillar array with 
filling fraction 27.3%: (a) tan('l') measured in air, (b) cos(~) measured in air, (c) tan('l') 
measured with PMMA laser dye mixture, and (d) cos(~) measured with PMMA laser dye 
mixture. 

Additionally, a ~4-spiral with the same filling fraction and pillar size parameters 

was also fabricated. The measured ellipsometer parameters in air and embedded in 

PMMA are shown are shown in Figure 7.23. The measured tan('l') an cos(~) values 

feature well pronounced dips and slopes, respectively, at approximately the same energy 

values as the GA-spiral. However, the measured Stokes parameters in PMMA are 

observed to have no well-defmed spectral features in the shifted energy range that is 

expected. Again, fluctuations in the PMMA film are expected as the primary factor. 

Additional work is to be conducted on these samples to solve some of the post PMMA 
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issues in the measured Stokes parameters, including the further thinning of the PMMA 

layer to ensure its height remains less than the pillar height. 

The current results are promising for prospective lasing in Vogel spirals. The 

measured band gap is near the edge of the laser dye emission. In fact, the laser dye IR-

140 emission can be shifted to a range of 875 nm to 1000 nm, depending on the pump 

source wavelength as well as the molar concentration of the polymer matrix (from 

Exciton Inc. data sheets). Lasing experiments are to be carried out at Yale University in 

the lab of Prof. Hui Cao. 

7.2.2 Additional Prospects for Lasing in Vogel Spirals 

In addition to efforts towards Vogel spiral lasing in the near IR, a collaborative 

effort is underway to achieve lasing in Vogel spirals in visible wavelengths. In 

collaboration with Prof. Fiorenzo Omenetto's lab at Tufts University, nanopillar arrays of 

Vogel spirals have been designed to have strong scattering resonances at 550 nm. 

Differently from the previous study, the PMMA matrix will be replaced with a dye doped 

silk film. Silk fibroin, the natural protein produced by the Bombyxmori caterpillar, is an 

attractive material for applications in organic photonics and electronics (Omenetto and 

Kaplan, 2008). Silk has shown outstanding photonic properties, which include high 

transparency and easy structuring at the optical wavelengths. Optical components such as 

microlens arrays, waveguides and diffraction gratings have been demonstrated previously 

(Omenetto and Kaplan, 2008; Lawrence et al. , 2008). In fact, the Omenetto group has 

previously demonstrated organic lasing from a blue-emitting stilbene doped silk film 
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spin-coated onto a one-dimensional distributed feedback grating (Toffanin et al., 2012). 

In this study, Rhodamine 6G will be used as the laser dye gam medium. In 

previous studies (Parker et al., 2009), Rhodamine 6G has been successfully incorporated 

to produce functional silk printed optical waveguides. In this mixture, the Rhodamine 

6G/silk film has a peak emission wavelength of 555 nm. 1 !liD-tall a-Si:H nanopillar 

arrays of GA-spirals, a1-spirals, and P4-spirals have been fabricated with pillar diameters 

of 125nm and varying interparticle separations. Dark-field images of the a 1-spirals with 

varying center-to-center separations are shown in Figure 7.24a. 
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Figure 7.24: (a) Dark-field images of at-spirals with increasing average center-to-center 
separations, labeled above each array. (b) Dark-field scattering spectra for at -spirals 
shown in (a). (c) The peak scattering wavelength plotted as a function of average center­
to-center spacing for the GA-spiral (black), a 1-spiral (red), and P4-spiral (blue). 



149 

The dark-field scattering spectra for a 1-spirals shown in (a) are plotted in Figure 7.24b 

and the spectral peak position is plotted as a function of average center-to-center spacing 

for the GA-spiral, a1-spiral, and ~4-spiral. Notice the scattering resonance can be tuned 

through photonic coupling, similar to the shifting of a scattering resonance by changing 

the lattice constant in periodic structure, as shown in Figure 7.24c. The spiral nanopillar 

arrays scatter strongly in the same wavelength range of the Rhodamine 6G emission 

band-width. Samples are now being shipped to Tufts University for the spinning of the 

dye doped silk layer and subsequent lasing experiments. 
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Figure 7.25: (a) SEM micrograph of directly EBL written GA-spiral hole array in a 120 
nm-thick silk film. (b) AFM image of patterned film in (a). (c) AFM scan of single EBL 
written and developed hole in (a), showing hole depth through the entire silk film. 

Lastly, in continued collaboration with Prof. Omenetto's lab, a process to directly 

write patterns via EBL has been co-developed with aims once more towards lasing in a 

silk film patterned with Vogel spiral geometries. Figure 7.25(a) shows a SEM micrograph 

of a 120 nm-thick film in which a GA-spiral pattern has been directly written into the 

film. Exposure dosages of 1000 J-LC/cm2 are used to change the cross-linkage in the silk 

film. Subsequent development in DI water for 10 minutes removes the exposed silk. 
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Figure 7.25(b) plots a 2D AFM scan of the same film, while a 1D cut across hole is 

shown in 7.25(c). From the AFM image it is clear the holes are fully developed, reaching 

the depth of the full thickness of the silk film (120 nm). Continued work is ongoing at 

Tufts to incorporate additives to increase the index of refraction of the silk films, 

currently at n = 1.54. 
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Figure 7.26: 2D FEM LDOS calculation at the center of a GA-spiral array with number 
of holes N = 1000, r/a = 0.395, index of silk nsilk = 1.8 and air holes nair= 1. 

Through 2D LDOS simulations, it has been determined the minimum index to 

support a photonic band gap is nsilk = 1.80. Figure 7.26 plots the 2D FEM LDOS 

calculation at the center of a GA-spiral array with the number of holes 1000, r/a = 0.395, 

index of silk nsilk = 1.8 and air holes nair = 1. The center of the gap is position at 600 nm 

and has several band edge modes on both sides of the gap, ideal for lasing in Rhodamine 

6G. In the event the index can be increased beyond 1.80, the gap becomes even more 

pronounced and can be shifted to the desired wavelength range by adjusting the r/a ratio 

or equivalently the filling fraction. 
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7.3 Near-field Coupling and Scattering in Dielectric Vogel Spirals 

The following section has been adapted from the 2013 New Journal of Physics 

publication titled Near-field distribution and propagation of scattering resonances in 

Vogel spiral arrays of dielectric nanopillars which can be referenced here (Intonti et al. , 

2013). 

In this section, scanning near-field optical microscopy (SNOM) and full-vector 

FDTD simulations are used to investigate the near-field and propagation behavior of the 

electromagnetic energy scattered at 1.56 !-LID by dielectric arrays of SiN nanopillars with 

a 1-spiral geometry. In particular, the spatial evolution of scattered radiation is studied and 

near-field coupling between adjacent nanopillars along the parastichies arms is 

demonstrated. Moreover, by measuring the spatial distribution of the scattered radiation 

at different heights from the array plane, a characteristic rotation of the scattered field 

pattern consistent with net transfer of OAM is demonstrated. 

Controlled generation and manipulation of OAM states with large values of 

azimuthal numbers has been analytically modeled in Chapter 6 (Dal Negro, Lawrence 

and Trevino, 2012) and has recently demonstrated experimentally using various types of 

Vogel arrays of metal nanoparticles (Lawrence, Trevino and Negro, 2012), providing 

opportunities for the generation of complex OAM spectra using planar nanoparticle 

arrays. More recently, the interaction of optical beams with two-dimensional 

nanostructures of designed chirality became a topic of great interest from both a 
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fundamental and a technological standpoint due to the possibility to directly manipulate 

chiral effects in light-matter coupling by near-field engineering (Gorodetski et al., 2013). 

7.3 .1 Experimental Methods 

The spiral nanopillar array fabrication process begins by depositing a 650nm­

thick silicon rich nitride layer (SRN) by RF magnetron sputtering onto a silicon dioxide 

(Si02) substrate. The standard EBL process described in Chapter 4 is used to defme an 

array of 40 nm-thick Cr nanocylinders, to be used as an etch mask. RIE is used to transfer 

the pattern to the SRN, resulting in 350nm-tall SRN pillars, and leaving a 300nm SRN 

film beneath. The Cr mask layer is then removed by wet chemical etchant. The study 

utilizes a 1-spiral array with diameter of 50 Jlm, consisting of 1965 pillars each with 

individual pillar diameter of 520 nm. A scaling factor of 564 nm was used, resulting in an 

average nearest neighbor center-to-center spacing of 900 nm. The optical behavior of the 

a 1-spiral is studied because it is an example of a deterministic chiral structure with an 

almost constant pair-correlation function, similarly to the case of random gases (Trevino, 

Liew, et al., 2012). As a result, the a 1-spiral features a characteristic interplay between 

structural disorder and the well-defined CCW chirality that could potentially lead to 

novel wave diffraction and self-imaging phenomena. The A SEM micrograph of the 

fabricated a 1-spiral is shown in Figure 7.27a showing that the structure is characterized 

by 21 parastichies arms. 
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Figure 7.27: (a) SEM micrograph of a 1-spiral nanopillar array with array diameter of 50 
1-1m, pillar diameter of 520 nm, and pillar height of 350 nm. (b) Scanning near-field 
optical microscope configuration with uncoated near-field probes in transmission 
geometry, excited with a diode laser (A.= 1556 nm). 

Optical field measurements were performed with a commercial SNOM 

(TwinSNOM, Omicron) equipped with uncoated near-field probes in transmission 

geometry at the European Laboratory for Non-Linear Spectroscopy (LENS). The light 

from a diode laser (A. = 1556 nm) is focused on the back side of the sample with a 20x 

objective (NA = 0.4) and the transmitted light is collected through the near-field probe, as 

shown in Figure 7.27b. The experiments are performed with two different laser spot 

dimensions. The first configuration, used for near-field measurements, maintains an 

optimal focus on the sample surface, resulting in a laser spot with a diameter of few 

microns. In this configuration, approximately 10 pillars are illuminated at a time. A 

second configuration used to take far-field measurements, utilizes a defocused laser beam 

to illuminate the entire spiral pillar array at once. The latter configuration contributes to 

the enhancement of interference effects in the far-field since each pillar acts as a 

scattering center and collective effects are more pronounced. 



154 

7.3 .2 Results and Discussion 

Using the SNOM setup discussed above, the spatial distribution of the optical 

intensity scattered by the fabricated a 1-spiral at 1.56 !lm is experimentally investigated. 

Figure 7 .28a displays the overall electric field intensity distribution of the a 1-spiral with 

50 !lm diameter obtained by connecting different near-field scans collected on 20x20 !lm2 

areas. From this image, a typical spatial resolution of 250 nm can be extracted. Figure 

7.28b shows the spiral geometry extracted from the reassembled topography image, 

which is acquired simultaneously with the optical data. By comparing the reassembled 

optical image and the topography, near-field coupling is observed unambiguously 

between nanopillars along the parastichies arms. 

7500 470 nm 

2600 Onm 
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Figure 7.28: (a) Near-field optical map of an a 1-spiral with 50 !lm diameter excited at 'A 
= 1556 nm, assembled by connecting multiple near-field scans collected on different 
20x20 f.J.m2 areas. Outer circle defines the position of outer array edge. (b) Topography 
map of a 1-spiral acquired simultaneously with the optical data show in Figure 7.28a. 

In order to accurately investigate where the transmitted optical intensity IS 

concentrated, Figure 7.29 magnifies, both for the optical image and for the topography, 

the 6x6 !lm2 region highlighted by the white squares in Figure 7.29. A direct comparison 
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of the optical distribution with the topographic image reveals that the transmitted signal 

originates from the top of the pillars forming parastichies arms and from the substrate 

region between two ,parastichies arms, highlighted by the corresponding white arrows in 

Figure 7.29. However, the highest field intensities are recorded near the top of the pillars 

forming the parastichies arms. 

a) b) 

Figure 7.29: Magnified image ofthe (a) optical near-field and the (b) topography of the 
6x6 [J.m2 region highlighted by the white squares in Figs. 7.28(a,b) respectively. 

To better understand the near-field coupling effects within the parastichies, 3D 

FDTD simulations are carried out, using the Lumerical Solutions software package 

described in Chapter 3. The exact 3D geometry of the device was considered in the 

simulation. However, due to computational memory limitations, the spiral array was 

limited to the first 500 pillars. The device is placed on a Si02 substrate and excited from 

the bottom (through substrate) by a plane wave at 1550 nm to match the experimental 

conditions as closely as possible. PML boundary conditions are used to terminate the 

simulation domain. To reduce the presence of the pump beam in the far-field plots the 

source contribution was subtracted from the simulation immediately above the array, 

leaving only the contribution of the scattered light. 
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Figure 7.30: (a) Simulated (3D FDTD) electric field intensity distribution of the first 500 
nanopillars of an a 1-spiral, excited with a plane wave at A,= 1550 run. The electric field is 
plotted at the top surface of the nanopillars (b) Magnified plot measuring 3.6x3.6 f..!m2 of 
the region highlighted by orange box in Fig. 4a. The electric field distribution is plotted 
in the top plane (left) and bottom plane (right) of the nanopillars. The same field 
distributions of (a,b) are convolved with a Gaussian, characterized by a FWHM of 250 
run, and are plotted in (c,d) respectively. 

Field monitors were placed in the device to measure the electric field intensity at 

the top and at the bottom of the nanopillars, as well as at various planes above the array 

in order to study the evolution of the field structure as it propagates in space away from 

the pillars plane. The results of the numerical simulations are summarized in Figure 7.30. 

Figure 7.30a shows the distribution of the electric field intensity sampled in the top plane 

of the pillars. Figure 7.30b displays a magnified area (3.6x3.6 J.lm2
), encircled by the 

orange box in Figure 7.30a and approximately corresponding to the central part of the 

region investigated in Figure 7.29. Both the electric field intensity at the top detector and 

the bottom detector are plotted in Fig. 7.30b. As observed experimentally in the SNOM 

measurements, the field intensity measured by the top detector is concentrated between 
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two subsequent pillars forming the parastichies, while in the bottom detector the signal 

mostly originates from the substrate plane. In Figures 7.30(c,d) the same field 

distributions of Figures 7.30(a,b) convolved with a Gaussian function are plotted, 

characterized by a FWHM of 250 nm, in order to take into account the finite spatial 

resolution of our experimental setup. It is evident that the main effect of the Gaussian 

convolution is to blur the images. After convolution, it is no longer possible to 

distinguish by analyzing the top detector that the signal is localized in the regions 

between two adjacent pillars. Nevertheless, it is still clear that the optical energy flows 

along the parastichies. On the contrary, when analyzing the data collected by the bottom 

detector we observe that the electric field intensity has a maximum on the substrate. It is 

also remarkable that, as a consequence of the Gaussian convolution, the electric field 

intensity maxima drop from 27 to 4 in the top detector and from 5 to 2 in the bottom 

detector, respectively. It follows that the comparison between the experimental and the 

calculated electric field intensity distributions is quantitatively very good, as it is clear by 

comparing Figure 7.29a with Figure 7.30d. Here the signal collected by the near-field 

probe on the parastichies should be associated with the top detector of the simulation, and 

the signal collected when the near-field probe reaches the substrate should be compared 

with the bottom detector. 
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Figure 7.31: Numerical 3D FDTD calculations of the electric field intensity calculated 
with detectors placed at (a) 1 1-1m and (b) 4 1-1m above the a 1-spiral. 30x30 1-1m2 area 
SNOM scans collected at a constant height modus approximately (c) 2 1-1m and (d) 6 1-1m 
away from the sample surface, respectively. 

In the following, the wave diffraction properties of the sample are addressed by 

studying the intensity distribution of the field scattered by the a 1-spiral at different 

heights from the pillars array. Figure 7.31 (a,b) show the numerical FDTD calculations of 

the electric field intensity calculated with a field monitor placed 1 1-1m and 4 1-1m above 

the a 1-spiral, respectively. In Figures 7.31(c,d) the experimentally measured scattered 

fields are plotted, collected within a 30x30 1-1m2 region, and probed at a constant height of 

approximately 21-1m and 6 1-1m away from the sample surface, respectively. It is observed 

that at a distance of 1-2 1-1m from the sample surface the spatial distribution of the electric 

field is characterized by the 21 curved arms associated with the parastichies that follow a 

CCW orientation, as seen in both measurements and calculations. However, by increasing 

the distance from the surface, the 21 curved arms are still unambiguously discemable but 
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now appear with a CW orientation, demonstrating a remarkable inversion in the optical 

intensity pattern along its propagation direction in free space. This interesting inversion 

of the propagating field pattern is observed both in the numerical calculations and in the 

experimental data. However, minor differences between the experiment and calculations 

results both from the uncertainty in the experimental determination of the height of the 

measuring plane and from the fact that the uncoated probe collects signal at slightly 

different heights. In fact, the SNOM setup used lacks calibration for determining the 

sample-to-probe distance when the probe is not in feedback. 

To further explore the spatial evolution of the scattered field pattern as it 

propagates away from the pillars array, additional FDTD calculations have been carried 

out as function of the propagation distance and a video combining all the frames have 

been. The video can be found in the supplementary section of the following publication 

(lntonti et al., 2013). The supplementary video illustrates the evolution of the scattered 

field intensity as it propagates from the top plane of the pillars up to 8 IJ.m above the array 

plane in approximately 0.1 IJ.m vertical steps. Through the entire progression of vertical 

planes, the overall field pattern continuously passes from a CCW rotation to a CW 

rotation, observed unambiguously. The parastichy field components begin with a CCW 

orientation, exactly following in the near-field zone the geometry of the arms. However, 

as the plane of observation reaches approximately 3 !J.m, the parastichies field pattern 

evolves into a mixture of both CCW and CW arms, slowly transitioning into purely CW 

arms when propagating in between the 4 IJ.m and the 8 IJ.m observation planes. 
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The distinct rotation of the scattered field intensity highlights the very rich 

dynamics of interacting scattered wavelets that transfer net orbital momentum to the 

overall radiation field in the intermediate Fresnel zone. The data in Figure 7.31 provide 

the first evidence of net OAM transfer occurring within few micrometers from the object 

in Vogel spiral arrays of dielectric nanopillars. In fact, while previous studies have 

focused on the rich spectrum of azimuthal OAM values transferred to the far-field 

radiation zone by Vogel spirals (Trevino, Cao and Dal Negro, 2011; Lawrence, Trevino 

and Negro, 2012; Dal Negro, Lawrence and Trevino, 2012), the complex wave 

diffraction effects that develop in the intermediate Fresnel zone remain to be explored. 

In order to investigate the free propagation of the scattered field intensity over a 

larger range of distances, further studies were carried out; utilizing fractional Fourier 

transformation method. This approach provides an equivalent formulation of the paraxial 

wave propagation and Fresnel scalar diffraction theory (Ozaktas, Kutay and Zalevsky, 

2001), and considers light propagation as a process of continual fractional transformation 

of increasing order. The study is not shown here, but can be found in the following 

reference (Intonti et al., 2013). 

In this work, by using SNOM and 3D FDTD, the near-field coupling behavior and 

the propagation of electromagnetic energy distribution of scattered radiation from SiN 

based arrays of nanopillars with a 1-spiral geometry have been investigated. In particular, 

the spatial distribution of scattered radiation at 1.56 11m has been investigated and found 

to be in excellent agreement between numerical simulations and SNOM data, 
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demonstrating near-field coupling of dielectric pillars along the parastichies arms. 

Moreover, by measuring and computing the spatial structure of the scattered field at 

different heights from the array plane, the net orbital momentum transfer to the radiation 

field has been demonstrated. 

7.4 Conclusions 

In conclusion, the structural properties and photonic properties of dielectric based 

Vogel spiral arrays have been extensively investigated. Specifically, the photonic 

bandgap and band edge modes in Vogel spiral arrays of air cylinders in dielectric media 

and dielectric pillars in air. Despite the absence of long-range translational and rotational 

order, there exists a significant PBG for both TE (air holes in dielectric) and TM 

(dielectric pillars) polarized light. The upper and lower band edge modes can be 

categorized into different classes based on the field patterns. Due to spatial 

inhomogeneity in the spiral arrays, the band edge modes are localized within the rings of 

different radii via Bragg scattering from the parastichies in the spiral structure, and 

wrapped around azimuthally to form circular patterns, which carry the well-defined 

angular momenta. The band edge modes have discrete angular momenta that originate 

from different families of the parastichies whose numbers correspond to the rational 

approximates of the generating angle. 

Additionally, dielectric nanopillar arrays of Vogel spirals have been successfully 

designed, fabricated, and experimentally shown to support PBGs near the emission 

wavelengths of commercial laser dyes. Several avenues are being further explored to 
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produce lasing action in a Vogel spiral array, including PMMA doped with an NIR laser 

dye and silk films doped with Rhodamine 6G, coupled to designed spiral arrays. Lastly, 

the near-field and intermediate field scattered radiation from a Vogel spiral has been 

investigated numerically and experimentally through FDTD simulations and SNOM. 

Near-field coupling of dielectric pillars along the parastichies arms and the net orbital 

momentum transfer to the radiation field have been demonstrated for the first time. 
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Chapter 8 

8 Optical Properties of Plasmonic Spirals 

Up until this chapter, all prior studies have been limited to either point pattern or 

dielectric cylinder Vogel spiral arrays. This chapter will now explore plasmonic Vogel 

spiral arrays, including device applications. As discussed in Chapter 2, nanoplasmonics is 

the science of collective oscillations of metal conduction electrons, occurring at metal­

dielectric interfaces, metal nanoparticles, or nanoparticles aggregates. Through the use of 

DANS structures with several spatial frequencies, individual LSPs can strongly couple by 

near-field quasi-static interactions, as well as by longer range diffractive coupling, giving 

rise to localized photonic modes. The interplay between these two coupling regimes 

offers a tunable approach to engineer photonic-plasmonic resonances in DANS, including 

Vogel spiral arrays (Dal Negro and Boriskina, 2011). 

8.1 Plasmonic Vogel Spirals 

Segments of the this section have been adapted from the 2011 Nano Letters 

publication titled Circularly Symmetric Light Scattering from Nanoplasmonic Spirals 

which can be found here (Trevino, Cao and Dal Negro, 2011). 

In this section Au nanoplasmonic GA-, a 1- , and ~4-spiral arrays are explored by 

experimental dark-field micro-imaging, spectroscopy and rigorous multiple scattering 

based on the multi-particle GMT calculations. The section will focus on the radiative 

(i.e., diffractive) coupling regime, which is responsible for the formation of distinctive 
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structural resonances carrying OAM in the scattered radiation from Vogel spirals. In 

addition to its fundamental interest, the study of DANS with circular Fourier space 

provides access to the engineering of nanostructures giving rise to polarization­

insensitive planar diffraction effects over large frequency bandwidths, suggesting a 

number of device applications such as compact circular polarization devices, optical 

biosensors, and enhanced thin-film solar cells. 

As detailed in Chapter 4, the nanoparticle spiral arrays were fabricated using EBL 

on fused silica substrates. The examples of the three spiral types are shown in the SEM 

micrographs of Figure 8.1(a-f). All the metal particles are cylindrical in shape with a 

circular diameter of 200 nm and thickness of 30nm. A set of samples were fabricated 

with varying minimum interparticle separation (edge-to-edge), ranging between 90 nm 

and 680 nm and number of particles ranging between 8,000 and 33,058. This effort 

enabled a systematic study of the influence of the array geometry and dimensionality on 

the scattering properties. All the arrays were spaced on the chip by approximately 300 

)liD in order to avoid undesired cross talk. 
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Figure 8.1: SEM micrographs of (a) GA-spiral, (b) B4-spiral, (c) a 1-spiral Au 
nanoparticle array. The arrays have 27,778 particles with a diameter of 200nm. SEM 
micrographs of (d) GA-spiral, (e) B4-spiral, (f) a 1-spiral Au nanoparticle arrays containing 
1,000 particles with a diameter of200nm. (g-i). 

8 .1.1 Fourier Space Analysis 

As previously discussed in Chapter 6, one of the unique properties of Vogel 

spirals is their diffuse spectra with rotational symmetry (i.e., scattering rings), as 

predicted by their calculated Fourier transform (Trevino, Cao and Dal Negro, 2011). 

Such a Fourier space could enable polarization-insensitive light diffraction across a broad 

spectral range, providing a novel strategy for enhancing light-matter coupling on planar 

surfaces. 

In order to experimentally demonstrate circular scattering from Vogel spirals, 

their Fraunhofer far-field intensity (i.e., the diffraction pattern) is directly measured. The 

results of the measured far-field intensity for the plasmonic GA-, a1-, and B4-spiral 

arrays are shown in Figure 8.2(a-c). 
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Figure 8.2: Measured Fraunhofer far-field intensity for the (a) GA-spiral, (b) a 1-spiral, 
(c) ~4-spiral Au nanoparticle array. Calculated DFT of the same arrays, cropped down to 
the approximate reciprocal space area measured the (d) GA-spiral, (e) a 1-spiral, (f) ~4-
spiral. 

The diffraction spectra reported in Figs. 2(a-d) were measured on a GA-spiral 

with 8000 Au nanoparticles, and generated with scaling factors of 3x10-7 m. The 

diffraction far-field patterns were measured using a ReNe laser (A= 633 nm) source. The 

transmitted light was collected with a 60x objective (N.A. = 0.85), collimated and 

focused by lenses with focal lengths of 150 mm and 100 mm respectively onto a CCD 

camera (Apogee Alta U4000 Camera w/KAI-4022 CCD). The captured far-field is 

determined by the NA of the objective, wavelength of the excitation, and size and spacing 

of the Au nanoparticles in the array. While the DC component ofthe scattered radiation is 

very intense and thus washes out some of the details of the far-field pattern, the diffuse 

and circular nature of the arrays is clearly observable. Figure 8.2(d-f) plots the calculated 

DFT for each array and is cropped down to the approximate reciprocal space area 

measured for reference. The experimental result confirms the presence of scattering rings 

in the far-field as predicted by scalar Fourier optics. 



167 

To experimentally demonstrate the circular scattering from Vogel spirals is indeed 

polarization insensitive, the Fraunhofer far-field intensity is measured at varying 

polarizations of the incident laser. The polarization of the incident beam was controlled 

by appropriate configurations of quarter and half-wave plates in the beam path. Figure 

8.3 shows the measured Fraunhofer far-field of the GA-spiral using (a) Un-polarized, (b) 

circular polarized, (c) linear polarized (0°), (d) linear polarized light (60°). We observe 

that the vertical line common to all the diffraction spectra is an experimental artifact 

introduced by the CCD camera. We notice regardless of the polarization of the 

illumination the far-field maintains its structure, demonstrating the robustness of circular 

scattering to the polarization conditions. 

Figure 8.3: Experimentally measured far-field diffraction spectra of a g-spiral (8,000 
particles) illuminated by a HeNe laser at 633nm, under different conditions: (a) Un­
polarized, (b) circular polarized, (c) linear polarized (0°), (d) linear polarized light ( 60°). 
We observe that the vertical line common to all the diffraction spectra is an experimental 
artifact introduced by the CCD camera. 
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8.1.2 Dark-field Scattering Analysis 

Using dark-field microscopy in the visible spectral range, the scattering properties 

of plasmonic spiral arrays fabricated with different interparticle separations are 

investigated. For this analysis, the structures consisted of GA-spirals with interparticle 

separations ranging from 312 nm to 568 nm, and B4-spirals with separations from 220 nm 

to 430 nm. The results obtained on a 1-spirals are very similar to the ones on B4-spirals, 

which are therefore not shown here. Transmission scattering measurements were 

performed under incoherent white-light illumination using a dark-field microscope setup 

(Olympus, IX71) with a lOx long-working distance objective (NA = 0.3) coupled to a 

grating spectrometer and CCD detector (Andor, Shamrock 750). The incident angle of 

illumination was approximately 15° with respect to the normal to the array plane, and 

spatial filtering at the CCD detector was used for background noise reduction. The dark­

field images of the samples were collected in the same microscope configuration by a 

CCD digital camera (Media Cybernetics Evolution VF). All the scattering spectra were 

background corrected by subtraction of the scattering signal from an equal-size, un­

patterned area adjacent to each spiral. The scattering spectra were additionally corrected 

by the division with respect to the normalized emission line-shape of the excitation lamp 

(tungsten halogen bulb). In Figure 8.4(a-b) the corrected dark-field scattering spectra 

measured on GA-spirals and B4-spirals are plotted, respectively. 
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Figure 8.4: Measured dark-field scattering spectra of (a) GA-spiral with average 
interparticle separations d equal to: 312run (black, 27,778 particles), 398run (blue, 20,408 
particles), 568run (red, 12,346 particles). (b) ~4-spiral with average interparticle 
separations d equal to: 220run (black, 27,778 particles), 290run (blue, 20,408 particles), 
430nm (red, 12,346 particles). (c) GMT calculated scattering efficiency of (c) GA-spiral 
(1 ,500 particles) and (d) ~4-spiral (1,500 particles) with average interparticle separations 
matching values in (a) and (b) respectively. 

We remark that the GA-spiral, while lacking global periodicity, is "the most 

regular" among Vogel spirals and the measured scattering bands significantly red-shift 

with increasing interparticle separation. This behavior is analogous to what observed in 

the case of periodic plasmonic gratings (Meier, Wokaun and Liao, 1985; Carron et al., 

1986), where scattering peaks red-shift due to the coherent contribution of diffraction 

(i.e., radiative) coupling. However, for all spirals, we found that the scattering spectra are 

significantly affected by higher order scattering modes developing in the 500 run - 600 

run spectral range. These modes, which are weakly radiative in regular (i.e., periodic) 

media, are efficiently enhanced at multiple frequencies in structures with "broken 

symmetry" such as the aperiodic spirals (Hao et al., 2008; Kim et al., 2010). The red-shift 
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of the scattering bands is not observed for the more structurally inhomogeneous ~4-spirals 

because the dipolar modes are mostly outside our experimental range, as evident from the 

calculated cross sections shown in Figures 8.4(c-d). However, the spectral mixing of 

dipolar modes with higher order ones makes the ~4-spirals relatively insensitive to 

increasing interparticle separation (Figure 8.4d). The complex interplay between dipolar 

and higher order scattering modes has been previously observed in multi-scale aperiodic 

arrays with diffuse Fourier spectra generated by deterministic inflation rules (Gopinath et 

al., 2008). 

To support the interpretation of the experimental results the rigorous multi­

particle GMT is used for the electromagnetic modeling of light scattering. Being 

formulated in the complex domain, the GMT can be conveniently applied to study 

plasmonic structures with realistic material losses. In our calculations, the optical 

dispersion of Au nanoparticles was obtained by a spline interpolation of the Johnson and 

Christy dispersion data for Au (Johnson and Christy, 1972). Although the validity of the 

GMT calculation method is limited to clusters of spherical objects, it yields the full 

analytical solution of multi-particle scattering problems, efficiently providing valuable 

physical insights into the complex behavior of aperiodic systems (Gopinath et al., 2008; 

Gopinath, Boriskina, Premasiri, et al. , 2009). Figure 8.4( c,d) shows the GMT -calculated 

scattering efficiencies obtained under linearly-polarized excitation at normal incidence on 

spiral arrays of 1500 nanospheres, 200 nm in radius. The calculated spectra correspond to 

GA-spirals and the ~4-spirals, respectively. In order to more clearly visualize the 

respective contributions of the dipolar versus higher order scattering modes we have 
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shown the calculated scattering spectra on a slightly larger wavelength range (i.e., from 

450 nm - 1100 nm) compared to the corresponding experimental data, which are limited 

by the detector sensitivity range. These calculations fully confirm the important role 

played by radiative coupling effects in determining the scattering resonances of the 

dipolar modes of GA-spirals, which significantly red-shift with increasing interparticle 

separations. We notice that the calculated dipolar resonances of the GA-spirals are 

substantially narrower than what experimentally measured (Figure 8.4a). This 

discrepancy is attributed to the combined effects of the non-collinear nature of the dark­

field excitation (limiting frequency resolution) and to the presence of the quartz substrate 

preventing efficient phase matching at the superstratum (Gopinath et al., 2008). On the 

other hand, no appreciable shifts and much broader scattering resonances are observed 

for the more inhomogeneous ~4-spirals (Figure 8.4d) due to the contribution of higher 

order modes appearing in the visible spectral range, in agreement with the experimental 

results shown in Figure 8.4(b). 

8.1.3 Planer Diffraction in Vogel Spirals 

A particularly attractive feature of these scattering resonances, which follows 

from the circular symmetry of the Fourier space, relies on the possibility of polarization-

insensitive, planar diffraction of incident radiation at multiple frequencies, thus 

enhancing light-matter coupling phenomena in thin-film structures. In order to better 

visualize the effect of planar diffraction originating from the local spatial frequencies on 

the spirals surface, the fluorescence of a thin dye polymer layer coated on top of the 

Vogel spirals is directly imaged. For this experiment, a dye polymer solution is prepared 
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by dissolving common laser dye molecules of 4-Dicyanomethylene-2-methyl-6-p­

dimethylaminostyryl-4H-pyran, also known as DCM (Exciton Inc.), in toluene. The 

dilute solution was then mixed with PMMA, spun onto samples and cured, resulting in 

100 nm thick films of laser dye doped PMMA. This particular laser dye has maximum 

absorption at 480 nm and an emission peak at 640 nm, which overlaps the scattering 

resonances of B4-spiral shown in Fig. 8.4(b). The sample was pumped by positioning the 

laser spot at different locations onto the doped PMMA substrate at normal incidence 

(focused through a 1 Ox objective) with a laser diode at 480 nm and the emitted light was 

collected in transmission configuration through the substrate using a lens of 100 mm 

focal length, and imaged by a CCD camera. In order to capture only the emission 

patterns, the pump laser light was blocked by a 514 nm high-pass filter. An identically 

prepared emitting layer was also coated on unpattemed quartz for reference. Figure 8.5 

shows the CCD images of the fluorescence collected in transmission through the 

reference sample when pumped at on its surface (Figure 8.5(a) and through a 

representative B4-spiral at different locations (Figure 8.5(b-d)). 
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Figure 8.5: CCD image of light erruss10n from a DCM dye layer (1 00 nm-thick) 
deposited onto: (a) homogeneous quartz substrate (b) dye emission from scattered light 
of ~4-spiral (27,778 particles) with laser positioned at the center of the spiral. (c) and (d) 
dye emission from scattered light of ~4-spiral with laser positioned off center of the 
spiral. The peak emission wavelength was 640 nm and the pump laser wavelength was 
480 nm. Samples are pumped with the same power of30mW. 

The data in Figure 8.5(b-d) visibly demonstrate the spreading of the fluorescence 

signal in the plane of the spiral array, where a significant fraction of the intensity is 

emitted along multiple directions when the sample is symmetrically pumped through its 

center (Figure 8.5b). Additionally, we also observed that the angular distribution of the 

radiation changes dramatically when the position of the laser pumping spot is slightly 

misplaced (in the x-direction) from the center of the sample by approximately 25 ~-tm in 

Figure 8.5( c) and 50 ~-tm in Figure 8.5(d). This effect is due to the excitation of different 

spatial frequencies on the surface of the sample, which translates into vastly different 

angular spectra. On the other hand, when pumping the dye-doped reference sample 

(Figure 8.5a), the emission intensity remains well-confined within the pumping spot size 

of approximately 50 ~-tm . The effect reported in Figure 8.5 is a direct consequence of the 
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inhomogeneous distribution of local spatial frequencies associated to the surface of 

aperiodic spirals with circularly-symmetric Fourier space, and will be further analyzed in 

the next section. 

8.1.4 Circular Light Scattering in Vogel Spirals 

The scattering resonances of Vogel spirals most strikingly manifest their 

characteristic circular symmetry when imaged in dark-field mode under white-light 

illumination. In Figure 8.6 the dark-field scattered intensity is imaged from the three 

types of Vogel spirals fabricated with three distinct values of scaling factors, 

corresponding to different interparticle separations. Each spiral is fabricated with a 

constant array diameter of 100 J.lm (number of particles ranging between 8,264 and 

33,058). In particular, Figures 8.6(a-c) corresponds toGA-spirals, Figures 8.6(d-f) to a 1-

spirals, and Figures 8.6 (g-i) to ~4-spirals of decreasing interparticle separations, from left 

to right. 
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Figure 8.6: Dark-field microscopy images of plasmonic spirals on quartz substrates. The 
samples consist of GA-spirals (a-c), a 1-spirals (d-f) and ~4-spirals (g-i) of varying 
(average) interparticle separations, as follows: (a) 1240 nm, (b) 565 nm, (c) 310 nm, (d) 
918 nm, (e) 418 nm, (f) 242 nm, (g) 906 nm, (h) 298 nm, (i) 208 nm. All the 
nanoparticles are Au nanocylinders of 200 nm diameter and 30nm height. 

We notice in Figure 8.6 that the dark-field images exhibit highly inhomogeneous 

spatial distributions of different chromatic components that critically depend on the spiral 

geometry as well as the minimum interparticle separation. When the interparticle 

separation is decreased, diffi·active coupling effects become more significant and 

fascinating structural resonances are observed in Figure 8.6. Interestingly, it is observed 

that the a 1 and ~4-spirals (Figure 8.6f,i) display scattered patterns with a remarkable 

degree of circular symmetry at the wavelengths matching the local spatial frequencies of 

the structures. When illuminated by white light, each scattering ring efficiently diffract 

light of different wavelengths in the array plane, as observed in Figure 8.5. This effect is 

less pronounced in the GA-spirals due to their higher degree of structural uniformity 

manifested by the presence of only one broad scattering ring in Fourier space. To further 
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understand the physical nature of these complex structural resonances, band-pass filters 

are utilized to collect dark-field scattering images at specific wavelengths, as shown in 

Figure 8.7(a-c) for the a 1-spiral. We notice that similar results can be obtained for all the 

structures (as shown in Figure 8.6), and therefore following analysis is limited to the a 1-

spiral for convenience. 

Figure 8.7: (a-c) Wavelength filtered (a: 585 nm long pass, (b) 360-460 nm band pass 
and (c) 490 nm - 560 nm band pass) dark-field images of an a 1-spiral with particle 
diameter of 200 nm and average separation of 242 nm. (d) dark-field image under white 
light illumination and unfiltered detection. ( e-g) GMT calculated electric field amplitude 
at (f) 475 nm, (g) 510 nm, (e) 650 nm (h) incoherent sum (intensity addition) ofthe three 
scattering profiles e-g. All simulated arrays have 1,500 particles with a diameter of 200 
nm. 

The dark-field images of Figure 8.7(a-c) were collected in the same configuration 

as in Figure 8.6, using red, blue and green band-pass filters in front of the CCD camera. 

In Figure 8.7(d) the unfiltered dark-field image of the same spiral is shown. We notice 

that the chromatic components shown in Figures 8. 7(a,c) share similar spatial patterns 

and give rise, when superimposed, to the outer diffraction corona observed in Figure 

8.7(d). On the other hand, the more homogeneous intensity distribution of the scattered 
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component in Figure 8.7(b) is responsible for the formation of the inner diffraction 

corona observed in Figure 8.7(d). These data experimentally demonstrate that the 

distinctive structure of spatial frequencies associated to the inhomogeneous particle 

arrangements of the a1- and ~4-spirals diffract incident radiation into a number of 

circularly-symmetry scattering resonances. All the previous experimental results are 

consistent with GMT calculations of the near-field intensity distributions, in the plane of 

the array, for the corresponding spirals. The simulations have been performed under a 

linearly-polarized plane wave excitation at normal incidence. Figure 8.7(e-g) shows the 

calculated electric field magnitudes for individual wavelengths of A,R = 650 nm (e), }.,8 = 

475 nm (f), A,c= 510 nm (g), while in Figure 8.7(h) the superposition of the intensity 

patterns corresponding to the three previous wavelengths is plotted (Gopinath et al., 

2008). All the calculations refer to an a 1-spiral array with 1,500 particles of 200 nm 

diameter and average interparticle separation of 242 nm. The qualitative agreement 

between single color and polychromatic scattering data and dark-field images is only 

limited by computational power that forces a restriction of the simulation area to ~ 115 of 

the experimental array size. However, is should be noted that the GMT simulations well 

captures the physical picture behind the formation of dark-field scattering images in these 

large systems, and indicate that these effects are robust with respect to the total number of 

particles in the spirals. 

8.1.5 Angular Momentum in Plasmonic Vogel Spirals 

It is interesting to note that the dark-field images of Vogel spirals shown in 
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Figures 8.6 and 8.7 are consistent with the formation of a vortex-like intensity 

distribution spiraling towards the center of the images. In order to rigorously demonstrate 

that circularly-symmetric scattering resonances in Vogel spirals can indeed carry orbital 

angular momentum, a more detailed GMT analysis of the scattered fields is performed. In 

particular, the spatial distributions ofthe scattered electric field intensity are calculated at 

different vertical positions from the array plane. Additionally, the azimuthal components 

of the electromagnetic linear momentum, which directly conveys information of the 

angular momentum, are calculated (Andrews, 2008). The analysis is performed on a ~4-

spiral with geometric parameters as in Figures. 8.5 and 8.6 (i), as this particular spiral has 

been previously investigated in relation to planar diffraction. For this reason, the 

calculations are carried out at 480 nm and 650 nm, previously utilized as pumping and 

fluorescent wavelengths in the fluorescence diffraction experiment. In what follows, only 

the results corresponding to the 650 nm excitation will be shown in the interest of 

conciseness. However, we notice that a similar physical picture also emerged from the 

simulations performed at 480 nm. In Figures 8.8(a-c) the scattered intensity profiles 

calculated at 1~-tm, 3~-tm, and 1 0~-tm from the plane of the array are plotted. In each case, 

the array was homogeneously excited at normal incidence by a plane-wave. 
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Figure 8.8: Analytical GMT simulations of an P4-spiral. Simulation consists of 1500 Au 
spheres of diameter 200 nm excited with a plane wave 'A = 650 nm. Scattered intensity 
profiles calculated at (a) 1 f.!m, (b) 3 f.!m, and (c) 10 f.!m from the plane of the array. (d) 
magnitude of the azimuthal-component of the linear momentum density of the scattered 
electromagnetic field .at 10 f.!m above (time average Poynting vector normalized to c2

). 

It is evident from Figures 8.8(a-c) that the scattered intensity patterns rotate 

clockwise as they propagate away from the array plane. The interaction of the incident 

plane wave with the spiral structures transfers net orbital momentum to the scattered 

radiation. This effect is demonstrated in Figure 8.8( d) where the azimuthal component 

p r/1 of the linear electromagnetic momentum density is plotted. The linear momentum 

density is obtained by calculating the ratio of the time-averaged Poynting vector S with 

the square of the free-space velocity of light (Andrews, 2008). It is known that the p r/1 

component of the linear momentum density is directly related to the angular momentum 

density of a free beam that propagate along the vertical z axis (the spiral arrays lie in the 

horizontal x-y pane) by the linear relation (Andrews, 2008): 
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J =rp z rp (8.1) 

where r is the position vector. The results shown in Figure 8(d) provide a rigorous 

justification to the angular momentum transfer associated to the excitation of the 

circularly-symmetric scattering resonances in nanoplasmonic spirals. It is worth 

mentioning that phase plates with spiral patterns have been previously utilized for the 

generation of free-space Laguerre Gaussian modes at millimeter-wave frequencies 

(Turnbull et al. , 1996). No prior reports, to the best of our knowledge, of compact 

plasmonic nanostructures capable of encoding orbital angular momentum at optical 

frequencies onto a transmitted plane wave have been reported. The engineering of optical 

vortices in miniature-size chips is another exciting feature of aperiodic nano-spirals that 

can result in compact polarization devices for on-chip nanoplasmonics and optical 

trapping applications. 

8.2 Thin-film Solar Cell Enhancement 

In this section, a brief review of photovoltaics will be provided, leading to 

motivation for the reduction of active absorbing materials used and the need for novel 

light-trapping schemes. Nanoplasmonic Vogel spiral arrays will be presented as 

possessing unique scattering properties that make them ideal structures for the broad-

band performance enhancement of thin-film solar cells. The segments of the following 

section have been adapted from the 2012 Optics Express publication titled Plasmonic-

photonic arrays with aperiodic spiral order for ultra-thin film solar cells and can be 

found here (Trevino, Forestiere, et al. , 2012) 
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8.2.1 Photovoltaic Principles 

Photovoltaics (PV) is the conversion of incident radiation to an electrical current 

in a material. PV power generation utilizes a number of solar cells containing these PV 

materials, fixed together to create large solar panels. Solar cell technology has long been 

championed as the most feasible route for reduction of nomenewable power consumption 

and minimization of the carbon footprint of power generation. Si has long been the most 

widely used material for PV cells. Over the last half decade, commercial Si PV has 

reached sunlight to electricity conversion efficiencies of approximately 25% (Kazmerski 

and Margolis, 2010). However, large-scale implementation is currently not economically 

feasible because of the high cost as compared to traditional power sources. One of the 

primary sources of cost for Si PV cells is the starting Si wafer, which requires extensive 

purification and relatively thick absorbing layers (100J..lm-300J..lm) to maintain reasonable 

performance (Atwater and Polman, 2010). As a result, much effort has recently been 

made to reduce the material quantity requirements and in parallel, to find alternative PV 

materials which can be mass produced at a lower cost. 

Photovoltaic energy conversion is the production of electrical energy in the form 

of current and voltage directly from electromagnetic radiation. The term photovoltaics 

can literally be translated as light-electricity, originating from the Greek word (phos) for 

light and volt, referring to the unit of electro-motive force. The first step of PV energy 

conversion involves the absorption of photons, causing a transition in a material from a 

ground state to an excited state. The cross section of a simple Si PV cell, Figure 8.9a, 
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along with its corresponding band diagram m Figure 8.9b 1s shown to illustrate this 

process. 
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Figure 8.9: (a) The basic scheme of a crystalline Si solar cell. (b) Band diagram of the 
photovoltaic effect in a p-n junction device, where a photon generates a photon-hole pair 
which is swept out due to the presence of an electric field. 

If the photon absorbed possessed sufficient energy, the excited state is converted 

into a free negative- and positive-charge carrier pair. A discriminating transport 

mechanism, in this case a p/n junction induced electric field or "built-in" electric field, 

causes the resulting free negative-charge carriers to move in one direction towards a 

cathode and the free positive-charge carriers to move in another towards an anode. The 

negative-charged carriers arrive at the cathode, resulting in electrons that are free to travel 

through an external electrical circuit. Along the path, their energy can then be used at an 

electrical load, such as a light bulb or energy storage device. Lastly, they return to the 

anode where they recombine with positive-charged carriers, thus returning the absorber to 

the ground state. 

At its present state, PV cells can be broken into two categories: crystalline Si ( c-

Si) and thin-film. The c-Si category is commonly referred to as the first-generation PV, 
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included monocrystalline and multicrystalline PV cells, which dominate the current PV 

market. The thin-film, called second generation PV, includes cells consisting of 

extremely thin layers of semiconductor material such as a-Si, copper gallium indium 

diselenide (Cu(ln,Ga)Se2) or CIGS, cadmium telluride (CdTe) and Gallium arsenide 

(GaAs). A third-generation of PV cells has recently gained strong interest from the 

research and industry communities, consisting of dye-sensitized, organic and quantum 

dot based materials. 

8.2.2 Plasmonics for Thin-film Enhancement 

As previously mentioned, the current solar cell market is predominantly based on 

crystalline silicon (c-Si) wafers with absorbing layer thickness in-between 100t-Lm-300t-Lm 

to guarantee complete light absorption and effective carrier collection. The main 

disadvantage of this technology is high production costs, resulting from a requirement of 

large amounts of highly purified silicon feedstock and significant processing costs. To 

make photovoltaics competitive with fossil-fuel technologies, the cost oftraditional solar 

cells must be reduced by a factor of2-5 (Atwater and Polman, 2010). These factors have 

driven recent work in second and third generation solar cell technologies, such as thin­

films of non-crystalline Si (amorphous or poly-crystalline) (Nelson and Ratner, 2004; 

Green, 2003) and nanocrystalline Si (Si-nes) structures (Song et al., 2008). These 

materials can be fabricated with strongly reduced thermal budgets, costs and with much 

larger volumes compared to traditional Si wafers. However, their shorter diffusion 

lengths (limited by defects and grain boundaries) restrict the active cell thicknesses to a 
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few hundreds of nanometers, severely decreasing the probability of photon absorption. 

This has recently motivated the search for advanced photon recycling and light-trapping 

schemes capable of increasing the optical paths of photons, and therefore the absorption 

probability, in ultra-thin film solar cells (< 200 nm-thick) (Nelson and Ratner, 2004; 

Ferry et al., 2009). 

Very promising approaches have been developed including the incorporation of 

metal-dielectric nanostructures into or atop ultra-thin film solar cells for a more efficient 

coupling of incident solar radiation or to achieve resonant enhancement of absorption 

cross-sections. Engineered nanostructures for enhanced absorption have recently been 

investigated in several different configurations, including nanoparticles, nanowires, 

photonic crystals, and random texturing (Kelzenberg et al. , 2010; Ferry et al., 2008; 

Biswas et al. , 2010; Haase and Stiebig, 2007). In particular, recent studies have shown 

that metal nanostructures can lead to effective light trapping into thin-film solar cells 

improving the overall efficiency due to the enhancement of optical cross-sections 

associated to the excitation ofLSP modes (Ferry et al., 2010). 
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Figure 8.10: Plasmonic light-trapping schemes for thin-film solar cells. (a) Light 
trapping by scattering from metal nanoparticles at the surface of the solar cell. (b) Light 
trapping by the excitation of localized surface plasmons in metal nanoparticles embedded 
in the semiconductor. (c) Light trapping by the excitation of surface plasmon polaritons at 
the metal/semiconductor interface. 

Figure 8.10 illustrates the three most common light-trapping techniques utilized in 

thin-film solar cells as illustrated by Atwater and Polman in a seminal review article 

(Atwater and Polman, 2010). Figure 8.10a show a configuration where the plasmonic 

particles are placed at the surface of the solar cell, utilizing multiple and high-angle light 

scattering preferentially into the semiconductor thin-film and causing an increase in the 

effective optical path length in the cell (Stuart and Hall, 1998; Beck, Polman and 

Catchpole, 2009). Second, metallic nanoparticles are used as sub-wavelength antennas in 

which the plasmonic near-field is coupled to the semiconductor, increasing its effective 

absorption cross-section (Figure 8.10b). Lastly, shown in Figure 8.10c, a back metallic 

surface of cell is patterned to couple light into propagating SPP modes supported at the 

metal/semiconductor interface as well as guided modes in the semiconductor slab. 

This plasmonic-enhanced light absorption effect has been demonstrated using 

periodic arrays of Au or Ag nanoparticles, which give rise to best enhancement in the 

spectral regions where evanescent diffraction grating orders spectrally overlap the 

broader LSP resonances characteristic of metallic nanoparticles. However, polarization 
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sensitivity and the narrow frequency range for effective photonic-plasmonic coupling in 

periodic grating structures inherently limit these approaches. In order to broaden the 

spectral region of enhancement, it is crucial to engineer aperiodic nanoparticle arrays 

with a higher density of spatial frequencies without resorting to uncontrollable random 

systems, which have only limited engineering appeal. To overcome these limitations, 

recent studies have proposed to utilize plasmonic arrays with aperiodic quasicrystal 

structures, such as Penrose lattices, which exhibit non-crystallographic rotational 

symmetries (Ostfeld and Pacifici, 2011; Ferry et al., 2011). Such arrays, by virtue of their 

higher degree of rotational symmetry as compared to traditional periodic structures, give 

rise to enhanced scattering along multiple directions and over a broader wavelength 

range. 

In this study, periodic and GA-spiral arrays of Au nanoparticles are designed and 

fabricated for the enhancement of an ultra-thin-film Schottky photo-detector. In 

particular, the spatial frequencies of GA spiral arrays are engineered to obtain large-angle 

and broadband light scattering and experimentally demonstrate that these novel 

plasmonic structures produce larger photocurrent enhancement in the 600nm-950nm 

spectral range compared to optimized nanoparticle gratings. The experimental results are 

supported by calculations of radiation diagrams based on the CDA and by absorption 

enhancement numerical analysis based 3D FDTD simulations. 

8.2.2 Plasmon-enhanced Large-Angle Scattering 

As previously shown m Chapters 6, the GA-spiral's distinct scattering nng 
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corresponds to the dominant spatial frequencies of the structure (Trevino, Cao and Dal 

Negro, 2011; Pollard and Parker, 2009). Additionally, it has been detailed that the 

scattering ring in a GA-spiral scales approximately one-to-one with the average center-to­

center interparticle separation in the array (Trevino, Cao and Dal Negro, 2011 ; Pollard 

and Parker, 2009). This simple linear scaling law is critical to engineering the spectral 

location of planar omnidirectional diffraction in GA-spirals for increased photonic­

plasmonic coupling. A simple scalar Fourier optics picture already suggests that 

polarization-insensitive large-angle scattering of incident radiation should occur in GA­

spiral arrays at frequencies matching the radial position of the scattering ring in 

reciprocal space (Trevino, Cao and Dal Negro, 2011). 

The relation between the spatial Fourier spectrum of GA arrays of Au 

nanoparticles and the large angular distribution of scattered radiation in the forward 

scattering hemisphere is now discussed. This will be accomplished by rigorously 

calculating the angular radiation diagrams within the CDA. In our formulation (C. 

Forestiere et al. , 2009), the numerical method considers the particles of the array as 

ellipsoidal particles described by a single electric dipole contribution whose polarizability 

is a function of the ellipsoidal axis. The CDA is particularly suited to efficiently treat 

large-scale plasmonic systems made of small and well separated nanoparticles, and it has 

been previously validated against semi-analytical multiple scattering methods (Carlo 

Forestiere, Giovanni Miano, et al. , 2009) used to describe complex nanoparticle 

arrangements (Carlo Forestiere, Gary F Walsh, et al. , 2009). In this study, all calculations 

are performed assuming Au nanoparticles with metallic dispersion modeled according to 
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Johnson-Christy data (Johnson and Christy, 1972). All nanoparticles were modeled by 

oblate spheroids with 100 nm diameter and a height of 30 nm. Moreover, the arrays are 

embedded in Si and are excited by a linearly polarized plane wave normally incident on 

the array. 

The parameter of interest for the understanding of angular scattering in complex 

plasmonic arrays is the differential scattering cross section (Bohren and Huffman, 1998; 

Lee et al. , 2011), which describes the angular distribution of electromagnetic power 

density scattered at a given wavelength within a unit solid angle centered around an 

angular direction ( S, <p) per unit incident irradiance. In the case of arrays composed of 

dispersive metal nanoparticles, the power scattered from a particular structure is in 

general a function of both the geometrical parameters of the array and the wavelength of 

the incident radiation. Full information on angular scattering is thus captured by 

calculating the averaged differential scattering cross section, where the average is 

performed on the azimuthal angle cp and the scattered intensity is normalized to the 

maximum value (i.e. , forward scattering peak). By plotting the azimuthally averaged 

differential scattering cross-section versus the inclination angle, we obtain the radiation 

diagrams of the arrays. In Figures 8.11(a,b) we show the calculated radiation diagrams 

for periodic and GA arrays at three different wavelengths A.s=480 nm, A.o=550 run and 

AR=610 nm (i.e corresponding to the blue, green, and red colors), respectively. 
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Figure 8.11: Calculated radiation diagrams as a function of the inclination angle (Theta) 
for a periodic array with N=3505 (a) and a GA-spiral with N=1810 (b) for three different 
wavelengths, namely 480 nm (Blue), 520 nm (Green), and 650 nm (Red). The periodic 
array has a lattice spacing of 300 nm, the GA-spiral features an averaged minimum inter­
particle separation of 420 nm. (The interparticle separations in both cases results from the 
experimental optimization performed in 8.2.5) 

The radiation diagrams are plotted in dB scale for a periodic array (Figure 8.11a) 

and a GA-spiral (Figure 8.11 b) of the same linear dimension D = 20 f.!m. The periodic 

array contains N = 3505 nanoparticles with 300 nm lattice spacing, while the equivalent-

size GA-spiral has N = 1810 with 420 nm averaged minimum inter-particle separation. 

The results in Figure 8.11(a) illustrate how the radiation diagram of the periodic 

nanoparticle array is dominated by coherent interactions (Bragg scattering) along certain 

well-defined scattering directions corresponding to the grating orders of the grating. On 

the other hand, the angular scattering of GA arrays (Figure 8.11 b) is significantly 

broadened at large angles (i.e. >30°) for all the investigated wavelengths, demonstrating 

the large-angle scattering. We expect that the phenomenon of plasmon-enhanced 

broadband large-angle scattering demonstrated for GA-spiral arrays should redirect a 

larger fraction of the incident radiation into the absorbing Si substrate, thus effectively 

increasing the optical path of photons in the photodetector, and also enhance the coupling 
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to LSPs in the array plane. This picture will be fully supported by the experimental 

results discussed in the following sections. 

8.2.3 Array Parameter Design for Photocurrent Enhancement 

In this section, the design of the geometrical parameters of a periodic array of 

nanocylinders to enhance light absorption inside the Si substrate is presented. Numerical 

simulations of periodic arrays of nanoparticles were performed in order to estimate the 

absorption enhancement, using a 3D FDTD method in the LUMBRICAL software 

package. Unfortunately, due to the large amount of nanoparticles involved, a similar 

analysis for GA-spiral structures cannot be performed due to their lack of translational 

symmetry. Therefore, GA-spirals have been fabricated and tested with a large range of 

interparticle separations, including the ones overlapping with the optimized parameters 

identified here for periodic gratings. Consequently, the better performances 

experimentally demonstrated for GA-spiral arrays in Section 8.2.5 result from an 

experimental optimization of array parameters (i.e. , interparticle separation) and those 

results should not be regarded as the theoretical limit of absorption enhancement 

achievable in Si with GA-spiral arrays. 

In the case of periodic arrays, the modeling of the plasmon-enhanced 

photodetector is obtained by considering the three-dimensional unit cell shown in Figure 

8.12(a). This cell is composed of a silicon substrate in air with a cylindrical Au 

nanoparticle directly on top. Periodic boundary conditions have been imposed on the 

lateral sides of the simulation box (blue dashed lines) while PML boundary conditions 
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were used on the top and at the bottom sides (red dashed lines). The nanocylinder 

dimensions have been optimized with a 100 nm radius and 30 nm thickness, using 

realistic dispersion data for Au (Palik, 1998). The device is excited from the air side by a 

linearly polarized plane wave propagating at normal incidence. The absorption of light 

inside the metallic nanoparticles is obtained by calculating the net power flux through a 

closed box surrounding the particle in Figure 8.12(a) (Mokkapati et al., 2011). On the 

other hand, the absorption of light in the Si substrate was determined by the difference 

between the input and output power flows in a 50 nm-thick absorbing layer (black dashed 

lines). The net absorption enhancement due to the presence of the metal nanoparticle 

array is finally calculated by dividing the fraction of absorbed light into the 50nm-thick 

silicon substrate in the presence of the plasmonic particles and the absorption into the 

silicon layer in the absence of the plasmonic particles. 
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Figure 8.12: (a) Schematic cross section (not to scale) of the performed FDTD 
simulations. The red and blue dashed lines indicate the limits of the simulation box where 
PML boundary conditions and periodic boundary conditions are enforced, respectively. 
The black dashed lines are the monitors where power fluxes are calculated. (b) Fraction 
of the incident power absorbed into a periodic array of gold nanocylinders (D=lOOnm, 
h=30nm) and on a 50nm tick Silicon substrate, calculated with FDTD. Predicted 
absorption enhancement within a 50nm tick Si substrate due to a periodic array of gold 
nanocylinders (D=lOOnm, h=30nm) with respect to the bare substrate (c) and the 
correspondent integrated enhancement factor (d). 

In Figure 8.12(b) the fraction fabs of the incident power absorbed, as a function of 

wavelength, everywhere inside the photodetector (i.e., in the Si layer and inside the metal 

particles) for several values of lattice spacing is shown. This absorbed power fraction 

features a distinct resonance in the spectral region around ~ 700 nm, which originates 

from the excitation of LSPs in the arrays of nanocylinders. As we decrease the lattice 

spacing, we can observe that fabs increases. In particular, for very short lattice spacings, 
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i.e. 150, 200, we appreciate a sharp increase in fabs due to the significant contribution of 

metallic absorption losses expected for high-density arrays. Therefore, in order to identify 

the respective roles of metallic losses versus dielectric absorption, Figure 8.12(c) plots 

the absorption enhancement Uenh limited to the 50 nm-thick Si layer calculated in the 

presence/absence of the periodic array of gold nanocylinders. This enhancement, 

restricted to the Si absorbing region, is the most relevant parameter for the photodetector 

design. We can now notice in Figure 8.12(c) that, for any value of lattice spacing, there 

exist two separate regimes of enhancement. In particular, for wavelengths shorter than the 

LSP resonance 'A <700 nm, the plasmonic nanoparticle array degrades the absorption 

efficiency compared to the one of a bare Si substrate (i.e. , without nanoparticles) due to 

significant absorption losses inside the metallic particles. On the other hand, for 

wavelengths that are longer than the LSP resonance, a significant absorption 

enhancement in the Si layer can be obtained. In particular, at the shortest lattice spacing a 

= 150 nm, we found a very significant absorption degradation (i.e. , a enh less than one) in 

the short wavelength regime compared to the base Si case, since a large fraction of the 

incident power is absorbed inside the metal that covers in this case 35% of the Si surface. 

On the other hand, a small value of Uenh is achieved for wavelengths longer than the LSP 

resonance. As we increase the interparticle spacing to a = 200 nm, Uenh features the 

highest peak among all the investigated cases. However, since the metal filling fraction is 

still high (20%), the absorption is still significantly decreased with respect to the bare Si 

substrate at shorter wavelengths. Therefore, a careful tradeoff between metal losses at 

short wavelengths and absorption enhancement at longer wavelengths must be obtained. 
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It was found that the array with a = 250nm provides the best solution, which can be 

appreciate by considering the integrated absorption enhancement factor IF enh, shown in 

Figure 8 .12( d). The IF enh is defined as the average absorption enhancement ratio between 

Amin=300 run and "-max=950nm, namely: 

(8.2) 

As the lattice spacing is further increased in the array, we see in Figures 8.12( c,d) that the 

absorption enhancement converges to one for wavelengths shorter than the LSP 

resonance, and it steadily decreases for wavelengths longer than the LSP resonance, 

reducing the corresponding IFenh· 

8.2.4 Device Fabrication 

To explore the potential of the GA-spiral geometry for enhancing absorption and 

photocurrent in ultra-thin film solar cells, GA-spirals and periodic Au nanoparticle arrays 

are fabricated onto a thin-film stack that mimics a solar cell device. Representative SEM 

of fabricated periodic and GA-spiral Au nanoparticle arrays on Si are shown in Figures 

8.13(a,b), respectively. 
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Figure 8.13: Representative SEM micrographs of a (a) periodic and (b) GA-Spiral array 
of Au nanoparticles with lattice spacing 300nm and average center to center spacing of 
425nm respectively. The cylindrical particle diameters are 1 OOnm, while the entire array 
geometry has a 100f.lm circular diameter. 

The light absorption enhancement m the samples is quantified usmg the 

reflection-based technique discussed in (Ostfeld and Pacifici, 2011) for the 

characterization of ultra-thin films organic solar cells. Since this experimental technique 

requires an optically transparent and highly reflective substrate in order to eliminate 

transmission losses, we fabricated a specific set of samples for these measurements, with 

cross sectional geometry shown in Figure 8.14(a). In this case, a 300 nm-thick reflecting 

aluminum (Al) film is first deposited by electron beam evaporation onto a Si chip. A 50 

nm-thick absorbing amorphous Si (a-Si) layer is then deposited by RF magnetron 

sputtering and Au nanoparticle arrays are fabricated atop using an EBL and a 

metallization process detailed in Chapter 4. The metallic particles are cylindrical in shape 

with a circular diameter of 100 nm and thickness of 30 nm. All arrays are fabricated 

within a circular frame region with identical diameter of 100 f.tm. Finally, a 40 nm-thick 

conductive and optically transparent indium tin oxide (ITO) film is deposited via RF 

magnetron sputtering. Sample reflectance measurements are performed using an un-
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polarized broadband light source coupled through an objective with high numerical 

aperture (50x, NA = 0.5) as shown in Fig. 8.14(b). The reflected light intensity is 

collected through the same objective and is spatially filtered to guarantee collection only 

from the area of a single 1 OOnm-diameter spiral/periodic array. The spatially filtered light 

is then spectrally resolved through a monochromator coupled CCD detector (Ocean 

Optics QE65000 spectrometer). Spectral reflection measurements are performed on the 

patterned structure (Rarray(A.)), on an unpattemed area of the chip (Rret(A.)), as well as on a 

section of the same chip where only the Au reflecting layer is present (RAu(A.)). The 

fraction of absorbed energy in the presence (Aarray(A.)) and in the absence (Aret(A.)) of the 

array is then calculated by the simple equations listed below. 

{

Ammy(A) = 1- Rarray (A,)j RAu(A) 

Aref (A) = 1-Rref (A,)j RAu (A) 

a e"" (A-)= Aarray(A-)j A,.ef (A-) 

(8.3) 

The absorption enhancement aenh(A.) is then calculated as the ratio of Aarray(A.) and 

Aret(A.), shown in equation (8.3) . The experimental configuration assumes all scattered 

light is collected by the high N.A. objective. To ensure confidence in the measurements, 

we repeat the experiment under a 20x (N.A. = 0.4) objective and find our results to be 

consistent. 

The set of samples used for photocurrent enhancement characterization were 

fabricated onto the surface of an SOl Schottky photodetector, as shown in the cross-

section of Figure 8.14( c). Device fabrication begins with a p-type silicon on 

insulator (SOl) substrate, possessing a top Si layer thickness of 50 nm. The Au 
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nanoparticle arrays are fabricated using the same EBL and metallization process used to 

produce the samples for absorption quantification and have the same particle and array 

dimensions. Five 100 j.lm diameter arrays are fabricated in each active area ( 400 j.lm x 

400 j.!m) of the photodetectors, as shown in the top-down microscopy image of a 

fabricated structure in Figure 8.14(d). Conductive and optically transparent ITO films (40 

nm-thick) are fmally deposited via RF magnetron sputtering followed by electron beam 

evaporation of 300 nm-thick Al contacts. Both ITO and Al layers are defined by a 

standard photolithography and lift-off processes. A single chip was fabricated containing 

several periodic and GA-spiral device cells, spanning in lattice spacing a large range 

between 120 and 680 nm. Adjacent to each device cell, an empty reference cell (i.e. , 

without the particle array) is present to provide direct comparison for the enhancement 

estimation, as discussed in the next section. 
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Figure 8.14: (a) Device cross-section of stack used to quantify absorption enhancement. 
(b) Experimental reflection measurement configuration used calculate absorption 
enhancement. Reflection of a broadband white light source was measured by a CCD 
detector through excitation and collection of a 50x objective (NA = 0.5). (c) Device 
cross-section of the SOl Schottky photo-detector with plasmonic arrays integrated onto 
the absorbing surface. (d) Bright-field microscope image of the device with five 100 Jlm 
diameter GA-spirals integrated into the active device area. 

A monochromatized broadband xenon lamp source was collimated and focused 

onto the active device area through a lens (f = 100 mm). Electrical probes contacting the 

Al pads were biased with 1 V and generated photocurrent was measured with a Keithley 

2400-LV SourceMeter controlled by a computer via Lab VIEW as a function of 

wavelength. All enhancement values calculated were derived by dividing the 

photocurrent spectrum for each device by its nearest neighbor empty reference cell. 

8.2.5 Absorption and Photocurrent Enhancement Results 

In this section, the enhanced absorption and photocurrent spectra for a large 

number of periodic and GA-spiral devices with varying interparticle separations are 
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characterized. First the experimental results on light absorption enhancement are 

discussed. To this regard, it is important to notice that the previously discussed reflection­

based technique does not allow for distinction between the two absorption contributions 

originating from Si on one hand, and the metallic nanocylinders on the other hand. In 

Figure 8.15(a) a few representative examples of experimentally measured absorption 

enhancement spectra obtained for a GA-spirals (solid lines) and for periodic arrays 

(dashed lines) are plotted with varying interparticle separations (reported in the legend) 

ranging from 120 nm to 680 nm. The presence of a plasmon-enhanced resonance around 

700 nm separating two separate enhancement regimes (for A.<700 nm or A.>700 nm, 

respectively) is clearly visible in Figure 8.15(a), as predicted based on the numerical 

simulations shown in Fig. 8.12(b). The absorption enhancement spectra in Fig. 8.15(a) 

are influenced by both the light absorbed in the a-Si thin film as well as the one absorbed 

inside the metallic nanoparticles. Therefore, as previously discussed in relation to Figures 

8 .12(b,c ), the metallic losses will dominate the total absorption at wavelengths shorter 

than the LSP resonance, while for longer wavelengths the absorption in the a-Si thin film 

can be enhanced. The total absorption enhancement spectral data shown in Figure 8.15(a) 

follow closely the trends with respect to interparticle separations predicted by the 

numerical simulations shown in Figure 8.12(b) for periodic array. 
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Figure 8.15: (a) Experimental absorption enhancement for GA-spirals (solid lines) with 
average center to center spacing of 120 nm, 425 nm, and 680 nm and periodic arrays 
(dashed lines) with lattice spacing of 150 nm, 300 nm, and 525 nm. (b) Integrated 
absorption enhancement ratio for GA-spirals (red, solid) and periodic (black, dashed) 
arrays of various interparticle spacing. Enhancement ratios are calculated by the ratio of 
the integrated measure with the nanopattemed device verses the integrated measure 
without nanopatteming. 

In Figure 8 .15(b) the integrated absorption ratio is plotted for all the investigated 

arrays as a function of center-to-center particle spacing. The integrated absorption 

enhancement ratio is defined as the ratio between the integrated absorption spectra 

measured on the patterned structure and on a reference unpattemed area of the chip. We 

notice in Figure 8.15(b) that for arrays with comparable center-to-center spacing, periodic 

structures always appear to produce larger values of integrated absorption enhancement. 

However, this result simply reflects the differences in Au nanoparticle densities for 

devices. In fact, for arrays of the same particle spacing, the GA-spiral structures are 

approximately 50% less dense in metal nanoparticles than periodic structures. Therefore, 

as we will also confirm by direct photocurrent measurements, the integrated absorption 

enhancement data shown in Figure 8.15(b) are dominated by the metallic losses of the 

more dense periodic arrays. 
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A definitive picture that demonstrates the full potential of the GA-spiral geometry 

for enhancing the absorption into thin Si films can be obtained by comparing directly the 

photocurrent generated in periodic and GA-spiral array Schottky photodetectors as a 

function of wavelength. Figure 8.16(a) and 8.16(b) show the measured photocurrent 

spectra for the best performing periodic and GA -spiral photodetectors. The dashed lines 

are the reference photocurrent spectra measured on the unpatterned devices in the nearest 

reference cells, respectively. The best results were obtained for periodic arrays with 300 

nm particle spacing while the best GA-spiral performances have been measured for 425 

nm average interparticle separation. 
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Figure 8.16: (a) Periodic array photocurrent spectrum with lattice spacing of 300 run 
(solid) and empty neighbor reference cell (dashed). (b) GA-spiral array photocurrent with 
average center to center spacing of 425 run (solid) and empty neighbor references cells 
(dashed). (c) Spectral photocurrent enhancement spectra for GA-spiral arrays (red, a = 

425 run) and periodic arrays (black dashed, a = 300 run). (d) Integrated photocurrent 
enhancement ratio for GA-spiral (red) and periodic (black dashed) arrays of different 
center to center particle spacing. 

In Figure 8.16(c) the spectral photocurrent enhancement is plotted, obtained by 

considering the ratio of the array and the corresponding reference measurements. Values 

below the dotted line of value one in Figure 8.16( c) indicate a global reduction in 

photocurrent compared to an unpattemed device area. The presence of nanoplasmonic 

arrays was found to substantially affect the photocurrent measured in the devices across 

the investigated wavelength spectrum. As observed in the data in Figure 8.16(a-c), the 

patterned cells show significant photocurrent enhancements for wavelengths in the 600 

run to 950 run region, which are around or longer than the LSP resonance wavelength 
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measured in Figure 8.15(a). On the other hand, for shorter wavelengths we observe a 

clear decrease in absorption compared to the reference Si cell for the periodic arrays 

(Figure 8.16(c)), consistently with the predictions based on our numerical modeling 

(Figure 8.12(c)). We also notice from Figure 8.16(c) that the GA-spiral arrays do not 

deteriorate the absorption in Si but introduce only negligible metallic losses due to the 

50% reduction in array filling fraction. Since the GA-spiral diffracts a larger fraction of 

light into high angles directions (Figure 8.11) than periodic arrays, less metal particles are 

required to obtain comparable scattered power into the Si substrate. The maximum 

photocurrent enhancement of approximately a factor of 3 is measured for the GA -spiral at 

950 nm. This increased photocurrent results from the interplay of plasmonic-photonic 

effects in GA-spirals, which contribute to the overall enhancement as follows: by 

providing better coupling of incident radiation into the thin Si layer due to photonic large 

angle scattering (Figure 8.11 ); by enhancing the intensity of the nanoparticle near-fields 

at the Si interface owing to better LSP coupling in the plane of the array as compared to 

periodic structures (Ferry et al. , 2010; Mokkapati et al., 2011). 

Additionally, it is important to note that, in varying degrees, all structures with 

incorporated nanoplasmonic particles feature a reduced photocurrent in the blue part of 

the solar spectrum below the LSP resonance, as predicted by simulations in Figure 8.12. 

This reduction is caused by both the onset of metallic losses in the nanoparticles near the 

LSP resonance as well as by destructive Fano interference induced by plasmonic 

scattering below the surface plasmon resonances (Beck, Polman and Catchpole, 2009; 

Nakayama, Tanabe and Atwater, 2008). 
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In Figure 8.16(d) the integrated photocurrent enhancement ratio IS plotted, 

calculated by the ratio of the integrated photocurrent spectrum of the device with and 

without the plasmonic arrays. The ratios falling below the dotted line indicate devices 

with overall reduced performance when compared against their neighboring empty 

reference cells. We see in Figure 8.16(d) that both GA-spiral and periodic arrays exhibit 

an optimization trend with respect to the interparticle spacing, yielding maximum 

integrated enhancements of 8% and 31% over reference cells, respectively. The periodic 

array with highest integrated enhancement corresponds to a lattice spacing of 300 nm, 

which is in good agreement with the predicted performance shown in Figure 8.12(d) 

based on calculated absorption enhancement. The increased enhancement observed for 

GA-spirals follows from their circular Fourier space inducing the large-angle scattering 

effect discussed and modeled in Fig. 8.11. 

Finally, it is noted that the observed 31% integrated enhancement measured for 

GA-spiral arrays has been demonstrated with only 25% of the active photodetector device 

area covered by spiral arrays (Figure 8.14d). This highlights the potential for even greater 

enhancement in the limit of complete device area coverage using GA-spirals. While this 

study has focused on enhancing thin-film Si Schottky photodetectors, the unique 

plasmonic-photonic behavior of GA-spiral arrays presented here are generally scalable to 

other solar cell material platforms and wavelength regimes. Moreover, a large class of 

deterministic aperiodic spiral arrays with divergence angles different from the GA 

remains to be explored, promising even more flexibility in Fourier space while 
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maintaining almost ideal circular symmetry in multiple scattering rings (Trevino, Cao and 

Dal Negro, 2011). 

8.3 Nonlinear Properties ofPlasmonic Vogel Spirals 

In this section, the near-field and second harmonic generation (SHG) properties of 

plasmonic Vogel spiral arrays will be investigated. The results will be compared against 

plasmonic periodic and Fibonacci arrays of comparable densities. 

8.3.1 Enhanced 2nd Harmonic Generation with Vogel Spiral Arrays 

The following section has been adapted from the 2012 Optics Express publication titled 

Multipolar second harmonic generation from planar arrays of Au nanoparticles and can 

be found here (Capretti et al., 2012). 

In this section, multipolar SHG from tightly spaced periodic, Fibonacci, and GA­

spiral arrays of Au nanocylinders is investigated. In order to investigate the respective 

roles of near-field plasmonic and long-range photonic coupling, the interparticle 

separations are varied systematically in these arrays from 60 nm to distances comparable 

to the pump wavelength. Moreover, it is shown that that the SHG is maximized by 

arranging Au nanoparticles in GA-spiral arrays. The possibility of engineering multipolar 

SHG in planar arrays of metallic nanoparticles paves the way to the development of novel 

optical elements for nanophotonics, such as nonlinear optical sensors. 

Recently, a number of studies have examined the origins of SHG from metal 

nanoparticles (Butet et al. , 2010; Bachelier et al., 2010). It has been shown that SHG 
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from nanoparticles comes from independent contributions from the local surface and the 

non-local bulk nonlinear source. For noble metals, the local bulk source is absent due to 

the material ' s centrosymmetry, leaving only the surface contribution (Walsh, 2013). The 

local surface contribution to the SHG is due to symmetry breaking at the particle's 

interface with the embedding medium (Agarwal and Jha, 1982; Dadap et al., 1999). The 

relative magnitudes of the non-local bulk and local surface SHG contributions depend 

generally on the shape of the nanoparticles and on the optical properties of the metal at 

the fundamental and SHG wavelengths (Guyot-Sionnest, Chen and Shen, 1986; Guyot­

Sionnest and Shen, 1987). 

The SHG is investigated from periodic, Fibonacci and GA-spiral arrays of Au 

nanocylinders 30 nm in height with a diameter of 200 nm. The arrays are fabricated by 

the standard EBL, metal evaporation and liftoff process on a fused silica substrate 

described in Chapter 4. Using single particle T-matrix calculations, the size of the 

nanocylinders was designed to maximize linear scattering at the pump wavelength (i.e., 

780 nm) in the absence of interparticle coupling (Capretti et al., 2012). In order to explore 

both the short-range plasmonic and long-range photonic coupling regimes we consider 

arrays with edge-to-edge interparticle separations L ranging from 60 nm to 650 nm. For 

periodic and Fibonacci arrays, the interparticle separation is defined as the minimum 

edge-to-edge particle separation, while for the GA-spirals it is defined as the average 

nearest neighbor edge-to-edge separation. Figure 8.17 shows SEM micrographs of 

representative (a) periodic, (b) Fibonacci, and (c) GA-spiral arrays with interparticle 

separations of 60 nm. 
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Figure 8.17: SEM micrographs ofperiodic (a), Fibonacci (b) and GA-spiral (c) arrays of 
200nm-diameter cylindrical gold nanoparticles with a particle separation of 60 nm. 

The SHG from the three array geometries is characterized by excitation at 780 nm 

with an ultrafast Ti:Sapphire laser (Mai Tai HP, Spectra Physics) , with a pulse width of 

1 00 fs and repetition rate of 80 MHz, which is reduced to 10 MHz by an electro-optic 

pulse picker (Conoptics 360-801). The excitation beam is steered with ultrafast mirrors 

(Newport) preserving its temporal width. Utilizing a specular reflection configuration, the 

excitation is obliquely incident on the sample surface at an angle <p= 45° and the reflected 

SHG signal is collected. The beam is focused onto the array by an 85 mm focal length 

spherical lens. The time average power prior to the lens is 40 mW. Full experimental 

details can be found in the following references (Walsh, 2013; Capretti et al. , 2012). 

The intensity of the SHG signal is plotted as a function of the interparticle 

separation L for all the arrays in Figure 8.18(a). A clear dependence of the SHG signal on 

the interparticle distance is observed, and the largest L produces the weakest SHG 

response for each array geometry. Moreover, we notice that GA-spirals give rise to the 

strongest SHG signals for all the investigated values of interparticle separations. On the 

other hand, for Fibonacci arrays, the SHG is the lowest for all separations. This can be 
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attributed to the lower particle-filling fraction of Fibonacci arrays. The variation in the 

particle-filling fraction of all the arrays as a function of the interparticle separation is 

shown in the inset of Figure 8.18(a). Furthermore, we notice that the superior 

performances of GA-spirals over periodic arrays cannot simply be explained by the 

difference in particle filling fractions, as these are comparable across the 

investigated range of separations. Therefore, the enhanced SHG is attributed to the 

asymmetric spatial near-field distribution in the GA-spiral array, which is a consequence 

of their distinctive aperiodic order. The importance of the near-field intensity distribution 

at the pump wavelength for the SHG optimization was already pointed out by Canfield et 

al in the case of asymmetric metal nanoparticles (Canfield et al., 2007). 
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Figure 8.18: (a) Intensity of the collected SHG as a function of interparticle separation 
for periodic (red squares), Fibonacci (green triangles) and GA-spiral (blue circles) arrays; 
(a inset) Filling fraction of Au for the arrays following the same coloring scheme. (b) 
Correlation diagram between SHG and pump collected signals. 

In Figure 8.18(b) the correlation between the intensities of the SHG signal and of 

the scattered pump at 780 nm is plotted. A direct dependence of SHG signal on the 

fundamental is demonstrated, showing that the SHG is mainly driven by the optical 
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behavior of the NP arrays at the pump frequency. In general, the SHG process depends 

also on the NP array field distribution at the hannonic frequency, but in this case the 

strong absorption of Au at the SHG frequency makes this dependence negligible. In order 

to better understand the role of the asymmetry of the spatial distributions of the pump 

field over the NPs, the calculated near-field patterns at 780 nm is plotted in Figure 8.19, 

obtained by GMT (Xu, 1995). The pump fields are calculated in the plane of the arrays 

for all the array geometries and for two particle separations ( 60 nm, 611 nm) 

characteristic ofplasmonic near-field coupling and photonic coupling, respectively. 

Figure 8.19(a) and 18.19(c) show that periodic arrays display a very regular 

distribution of near-field around each NP, and the local field intensity is reduced as the 

NPs are separated. Moreover, we notice that the field is strongly oriented along the 

direction of polarization ofthe pump beam. The highly symmetric nature ofthe near-field 

pump distribution in periodic plasmonic arrays reduces the SHG signal due to destructive 

interference (Boyd, Yu and Shen, 1986; Lamprecht, Leitner and Aussenegg, 1999). In 

Figure 8.19(b) and 8.19(d), the near-field distributions in GA-spiral arrays are plotted for 

the photonic and plasmonic coupling regimes, respectively. The GA-spiral geometry 

couples all the particles in the array but, differently from periodic structures, a very 

asymmetric near-field distribution results from the distinctive aperiodic order. This 

asymmetry of the pump fields in the GA-spirals prevents destructive interference effects 

in the SHG for all interparticle separations, resulting in a stronger SHG signal, as 

experimentally demonstrated over a large range of particle separations. 
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Figure 8.19: Near-field distribution at the pump frequency over periodic (a) and GA­
spiral (b) arrays with interparticle separation L = 60 nm. Near-field distribution at the 
fundamental frequency over periodic (c) and GA-spiral (d) arrays with interparticle 
separation L = 611 nm. All the near-field maps are plotted in logscale. 

In this Section, the role of the aperiodic array geometry on the SHG from Au 

nanoparticles has been investigated. The SHG in the GA-spiral geometry was found to be 

more efficiently produced when compared to the periodic one, and over a large range of 

particle separations. The behavior is explained by the asymmetric near-field distribution 

of the GA-spiral at the pump wavelength. These results are important for the 

development of novel optical elements for nonlinear nanophotonics applications, such as 

switchers, frequency converters and nonlinear optical sensors on a planar chip. For more 

details and further characterization of the SHG from these arrays, the author suggests 

reviewing the following publication (Capretti et al. , 2012). 
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8.4 Conclusions 

In conclusion, the scattering properties of the three main types of Vogel spiral 

arrays of Au nanoparticles have been investigated by experimental dark-field scattering, 

imaging, and fluorescence spectroscopy in partnership with rigorous electrodynamics 

calculations. The presence of a diffuse and rotationally symmetric Fourier space has been 

experimentally measured in plasmonic Vogel spirals, as well as a demonstration of 

polarization-insensitive planar diffraction. Moreover, it was shown that far-field 

diffractive coupling in these structures leads to the formation of circular symmetric 

scattering resonances and scattered fields carrying OAM. 

Additionally, ultra-thin SOl Schottky photo-detector cells coupled to GA-spiral 

and periodic Au nanoparticle arrays were experimentally explored for efficient light 

trapping. Photo-detector devices coupled to optimized GA-spiral geometries where 

shown to enhance the spectrally integrated photocurrent by 31%, as compared to only 8% 

observed in periodic arrays. The resulting enhancement has been related to the distinctive 

properties of GA-spirals, which give rise to strong photonic high-angle scattering 

behavior, increasing the coupling into the thin-film absorbing Si layer. Furthermore, 

localized plasmonic resonances atop the absorbing region occur at significantly reduced 

metallic particles densities compared to periodic array. 

Lastly, the multipolar SHG from tightly spaced periodic, Fibonacci, and GA­

spiral arrays of Au nanocylinders were investigated. A more intense SHG signal from 

GA-spiral arrays was measured, as compared to periodic and Fibonacci arrays over a 

large range of particle separations. The behavior was found to be a result of the 
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asymmetric near-field distribution of the GA-spiral at the pump wavelength. The 

engineering of plasmonic nanoparticle arrays with aperiodic spiral geometry can lead to 

the fabrication of novel optical · devices that benefit from polarization insensitive, 

enhanced light-matter coupling on planar surfaces, such as thin-film solar cells, 

plasmonic photodetectors, optical biosensors, and novel polarization devices. 
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Chapter 9 

9 Radiation-enhanced Plasmonic Coupling 

Sections of this chapter have been adapted from articles submitted for publication 

entitled Photonic-Plasmonic coupled Nanoantennas for Polarization-controlled 

Multispectral Nanofocusing and Photonic-Plasmonic Coupling of GaAs Single 

Nanowires with Nanoantenna Arrays, referenced (Trevino, Walsh, et al., 2013) and 

(Trevino, Alberto, et al. , 2013) respectively. 

Plasmonics has become a mature technology for nanoimaging and bio( chemical) 

sensing, and holds high promise for implementation of chip-scale information processing 

networks (Biagioni, Huang and Hecht, 2012). Recently, plasmonic nanoantennas have 

been shown to concentrate incident light to length scales much smaller than the 

diffraction limit at optical frequencies (Bharadwaj, Deutsch and Novotny, 2009). 

Additionally, optical nanoantennas have been utilized for the enhancement of molecular 

fluorescence (Bakker et al. , 2008), nonlinear optical processes (Navarro-Cia and Maier, 

2012), optical bio sensing (Anker et al. , 2008; Adato et al. , 2009), and photovoltaics 

(Atwater and Polman, 2010). 

9.1 N anoantennas for Multispectral N anoscale Focusing 

In this section, a polarization-controlled photonic-plasmonic nanoantenna array, 

which concentrates near-IR radiation to a single subwavelength spot at multiple 

wavelengths, is designed and demonstrated. The design concept builds on the previous 
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work by Boriskina et al (Boriskina and Dal Negro, 2010), where multiple-periodic 

plasmon grating structures were shown to efficiently funnel optical radiation into a 

nanoparticle dimer by the de-radiative coupling of surrounding metallic nanospheres. In 

this configuration, the resonant wavelength of the antenna can be switched between two 

well-defmed spectral locations by the incident light polarization. This type of device has 

potential to be used for multiplexed nonlinear sensing, near-field imaging, and to 

resonantly enhance both the pumping and the emission efficiency of sources (e.g., 

fluorescence, Raman, broadband nonlinear processes). 

Independently two different periodic chains of Au nanocylinders are designed to 

diffractively couple the incident field into a centrally located double bow-tie antenna 

(DBA), as shown in Figure 9.l(a,b). The DBA supports a broadband plasmonic 

resonance, while the linear particle gratings provide frequency selective diffractive 

coupling through narrow-band photonic resonances. In order to strongly enhance the 

intensity of the plasmonic near-fields as well as to accurately control their frequency 

spectrum, we designed the nanoparticle chains to produce strong Fano-type photonic­

coupling at the designed wavelengths (i.e., spectral overlap of photonic and plasmonic 

resonances). The particle sizes a1 ,2 and particle diameters d1,2 in the chains were 

optimized using three dimensional finite difference time domain (3D FDTD, Lumerical 

Solutions, Inc.) to produce the maximum near-field enhancement at the DBA central 

location when excited with a normally incident plane wave at 780 nrn and 860 nrn with 

the polarization direction indicated in Figure 9.1 ( a,b ). The Au nanoparticles, which are 

situated on a fused silica substrate, are 30 nm-tall and are designed using experimentally 
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measured material dispersion (Johnson and Christy, 1972). The tips of triangles in the 

DBA have been rounded in the FDTD simulation to better describe the experimental 

situation, which is limited by the resolution of our nanofabrication process. The 

calculated electric near-field distributions of the grating-coupled plasmon resonances are 

visualized within the marked dashed regions of in Figure 9.1 (a) and (b) for an excitation 

wavelength of 780 nm and 860 nm, respectively. Figure 9.1(c) shows the calculated 

maximum near-field enhancement spectra of the antennas probed at the center of the 

DBA region for three different situations: (i) when an isolated DBA is excited (black); 

(ii) when the DBA is coupled to the chains designed to resonate at 780 nm (blue); (iii) 

when the DBA is coupled to the chains designed to resonate at 860 nm (red). The chains 

are excited with the polarizations indicated by the arrows in the figure. It is well known 

that diffractive coupling between nanoparticles in linear gratings is maximized when both 

polarization and wave vector of the incident plane wave are perpendicular to the grating 

axis (Zou and Schatz, 2004 ). 
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Figure 9.1: (a) Antenna chain designed for near-field enhancement at 780 nm and near­
field calculation of the electric field distribution in the dashed area at that wavelength. (b) 
Antenna chain designed for near-field enhancement at 860 nm and near-field calculation 
of the electric field distribution in the dashed area at that wavelength. (c) Maximum near­
field enhancement spectra in the DBA region for (black) DBA only, (blue) DBA and 
linear grating optimized for 780 nm (configuration 9.1a), and (red) DBA and linear 
grating optimized for 860 nm (configuration 9.1 b). 

As can be observed in the near-field plots in Figure 9.1 , the single Au cylinders of 

the chains support dipolar resonances that are designed to spectrally overlap the DBA 

plasmon resonance, thus enhancing its nanoscale near-field intensity response in a 

tunable fashion (Zhang et al. , 2009). 

Based on the described concept, the two linear chains of Au nanoparticles are 

combined to produce a single multi-wavelength nanoantenna device shown in Figure 
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9.2(a). The optimized lattice constants and particle diameters for the chain oriented at 0° 

are a 1 = 540 nm, d1 = 160 nm, and for the chain oriented at 90° they are a2 = 600 nm, d2 = 

185 nm. Figure 9.2(b) shows the DBA dimensions used, optimized for broadband near-

field enhancement over the wavelengths of interest. An SEM of the fabricated antenna 

arrays on a fused silica substrate is shown in Figure 9 .2( c) and a close-up of the DBA is 

visible in Figure 9.2(d), matching the dimensions used in the FDTD simulations. The Au 

nanoparticles were fabricated using an EBL process, described previously in Chapter 4. 

An array of periodically spaced multi-wavelength nanoantennas was fabricated, covering 

an area 100 llm by 100 jlm. The antennas were spaced sufficiently far apart (lattice 

constant= 16 j.!m) to avoid diffractive coupling of adjacent devices . 

(a) 
• • • • :r6oo nm 

• • • 540 nm • 160 nm 
H H 

··········+·········· • • (b)1~m 185nmre 

• ~~~ • 
90' • • • Lo· • • H 

• 60 nm 

Figure 9.2: (a) Optimized multi-wavelength nanoantenna array geometry. (b) Double 
bow-tie antenna (DBA) at center of antenna array. (c) SEM micrograph of EBL 
fabricated gold nanoantenna array. (d) Close up SEM micrograph of DBA. 

In order to characterize the near-field resonant properties of the fabricated 

structure, we performed second harmonic excitation (SH-E) spectroscopy. The technique 

has recently been shown to be an effective probe ofphotonic-plasmonic Fano coupling in 
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arrays of metallic nanoparticles by Walsh et al (Walsh and Dal Negro, 2013). The 

generation of enhanced electromagnetic fields by excited plasmon resonances drives 

nonlinear harmonic generation from the metal nanoparticles (Chen, DeCastro and Shen, 

1981 ). SHG, as described in Chapter 2, is a nonlinear process where a medium is excited 

by two photons at a fundamental frequency coo and emits a single photon at twice that 

frequency 2coo. 

The experimental setup utilized for the SH-E characterization of the antenna 

arrays is sketched in the inset of Figure 9(a). Laser pulses are generated by a tunable 

mode locked Ti-Sapphire laser with 150 fs pulse duration and 82 MHz repetition rate. 

The excitation beam is focused on the array by a 20x microscope objective. A 700 nm 

long pass filter located before to the sample removes any SH signal produced by the 

optical components. The SHG is then collected in transmission with a 50x, 0.5 NA 

objective. The signal is detected with a photon multiplier tube (PMT) coupled to a lock-in 

amplifier after passing through a monochromator. The excitation beam is removed with a 

670 nm short pass filter prior to the monochromator. The sample is aligned with an 

imaging system consisting of a reflection microscope with a CCD camera, as shown. A 

removable mirror is placed in front of the camera to direct the SHG signal to the detector. 

The time averaged excitation power is kept constant at 20 m W. The pump polarization is 

controlled by a half-wave liquid crystal variable retarder (Thorlabs LCC1111-B). 
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Figure 9.3: (a) Pump 0-w =760 run) power dependence of SH signal (f..2w =380 run) from 
representative array. (Inset) Diagram of SH-E experimental setup. (b) Experimentally 
measured SH-E spectra ofthe antenna arrays as a function of the polarization angle. (c) 
FDTD calculation of the spatially averaged near-field enhancement of the nanoantenna 
arrays for plane wave excitation with a polarization angle of oo (red) and 90° (black). 

In Figure 9.3(a) the pump power dependence of the SHG signal is shown, 

detected at 380 run for a representative array excited at 760 run. The slope of the log-log 

plot demonstrates almost quadratic scaling ( m = 2.1) of the signal with the incident 

intensity, consistent with the SHG process. 

Figure 9.3(c) shows the spatially averaged field enhancement in the DBA antenna 

feedgap calculated using 3D FDTD. To ensure the reproducibility of the simulated 

spectra, the area over which the field is spatially averaged was varied, resulting in no 

spectral changes, but only modifications in relative magnitude were observed. The 
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antennas were excited with two orthogonal polarization states (0° and 90°). Notice that 

the resonance wavelength is controlled solely by the incident polarization. The 

experimentally measured SH-E spectra of the antenna as a function of the polarization 

state are reported in Figure 9.3(b). Data are normalized for the system response and for 

the pumping photon flux. Note that when the antenna is excited using a polarization angle 

of0° (top panel), the SH-E spectrum peaks between 740 to 800 nm. A much weaker peak 

is detectable at longer wavelengths (850 - 950 nm). As the polarization direction is 

changed, the relative intensity of the two peaks becomes comparable. At a polarization 

angle of 90° (bottom panel), the first peak almost disappears, while the resonance on the 

right side of the spectrum is dominant. These results are consistent with the simulated 

average near-field enhancement and match the designed resonance wavelength for each 

polarization. We notice that in the experimental situation the arrays are excited using a 

focused laser beam, which has a range of k-vector components not present in the 

numerical calculations. Therefore, despite the agreement with FDTD calculations can 

only be considered qualitatively, our data demonstrate polarization control over the 

spectral position of local field enhancement of radiatively-coupled plasmon 

nanoantennas, as directly probed by their nonlinear SHG properties. These results could 

be further extended to longer wavelengths as demonstrated in the IR by Blanchard et. al 

(Blanchard et al., 2011). 

In summary, a grating-assisted nanoantenna geometry has been demonstrated that 

is polarization selective and allows for multi-wavelength focusing into a subwavelength 

spot, in good agreement with full-vector FDTD simulations. The selective spectral 



221 

response of such nanoantennas has been experimentally demonstrated usmg SH-E 

spectroscopy. These structures could potentially open new paths for molecular linear and 

nonlinear spectroscopy, Raman spectroscopy, and near-field optical lithography with 

polarization controlled and spectral selectivity of hot spots. 

9.2 Coupling ofGaAs Nanowires with Nanoantenna Arrays 

The optical properties of semiconductor nanowires (NWs) and plasmonic 

structures are currently at the center of an intense research effort due to their potential 

applications in a number of nanoscale optoelectronic devices, such as tunable and 

enhanced light sources (Shegai et al. , 2011 ), solar cells and photodetectors (Muskens et 

al., 2008; Tsakalakos et al. , 2007; Rosfjord et al. , 2006), optical switches (Kind et al., 

2002), non-linear devices and modulators (Nakayama et al. , 2007). 

NWs with engineered composition, size and morphology offer the possibility to 

control the electronic structure and the linear and non-linear optical properties of 

semiconductor materials. Recently, the engineering of metal-dielectric NWs that support 

structural resonances, such as the ones predicted by the classical Mie theory, has been 

proven as a convenient pathway to enhance light matter coupling (Wang and Leu, 2012). 

Moreover, resonant metallic nanostructures supporting travelling or localized SPPs have 

been thoroughly investigated as a powerful approach to manipulate optical radiation at 

the sub-wavelength scale (Maier, 2007). Plasmonic nanoparticle arrays and nanoantennas 

have shown the ability to strongly concentrate and increase the intensity of local 

electromagnetic fields over engineered nanoscale spatial domains and spectral 
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bandwidths (Bharadwaj, Deutsch and Novotny, 2009). However, while a significant 

amount of work has been devoted to understand and manipulate the optical responses of 

semiconductor NWs and plasmon systems independently, little is currently known about 

their optical coupling regime and synergistic properties. 

Recently, hybrid optical waveguides consisting of dielectric nanowires coupled to 

plasmonic structures has been proposed as a novel way to approach truly nanoscale 

semiconductor-based plasmonics and photonics (Oulton et al. , 2008). The combination of 

the mature semiconductor NW platform with the emerging nanoplasmonics technology 

could enable applications that leverage strongly confined optical fields for the 

engineering of optical cross-sections of resonant semiconductor nanostructures. In 

particular, the study of semiconductor NWs optically coupled to plasmonic nanoantennas 

with lithographically defined morphologies may result in the basic building-blocks for 

future high-efficiency solar cells, ultrafast optical switches and modulators with 

dramatically reduced energy consumption (Muskens et al. , 2008; Nakayama et al. , 2007). 

In this section, by combining Gallium Arsenide (GaAs) NW growth with EBL 

nanofabrication, we demonstrate plasmonic arrays of Au nanoantennas optically coupled 

to individual GaAs NWs. The optical resonances of these coupled nanostructures are 

modeled using 3D FDTD and experimentally probed using SH-E spectroscopy (Walsh 

and Dal Negro, 2013). 

9.2.1 Fabrication and design of antenna coupled GaAs NWs 

Thanks to the recent advancements in semiconductor NW growth and processing 
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technologies, large arrays of semiconductor NW s can be fabricated with excellent control 

of the morphology and doping concentration (Dufouleur et al., 2010; Casadei et al. , 

2013). In this study, all NW growth and nanofabrication was carried out at Ecole 

Polytechnique Federale de Lausanne (EPFL) in collaboration with the group of Prof. 

Anna Fontcuberta i Morral. The synthesis of GaAs NWs was carried out on Si(lll) un­

doped substrates (Russo-Averchi et al., 2012) by the Ga-assisted method in a DCA P600 

solid source MBE system. The NW s were grown under a rotation of 7 rpm, a flux of Ga 

equivalent to a planar growth rate of 0.3 A/s, a substrate temperature of 640°C and a 

V /III beam equivalent pressure ratio of 50, leading to a NW diameter of ~ 50 nm and a 

length of 12 Jlm. After the growth of the NW core, 4 nm AlxGa1-xAs and 3 nm intrinsic 

GaAs shells are grown via vapor-solid-solid deposition, leading to an overall NW 

diameter of ~ 65 to 70 nm. The concentration of Al(x) in the AlGaAs shell is around 

30%. This passivation layer avoids the detrimental effect of non-radiative surface trap 

states on the GaAs NW, offering opportunities to investigate the intrinsic properties of 

the material (Casadei et al., 2013). 

After the synthesis, the NWs were removed from the substrate by placing the 

sample in isopropanol and a 1 minute of ultrasound bath. A few drops of this NW filled 

solution were released onto a fused silica substrate where a detailed pattern map has been 

previously realized with optical photolithography. An optical microscope was utilized to 

locate the NW position on the wafer. The nanoantennas have been designed around the 

NW s using custom-made fitting software. The pattern encodes the relative position on the 

wafer and uses circular shapes for deep sub-micron alignment. The position is determined 
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via shape recognition algorithms leading to an accuracy of approximately 50 nm. EBL 

was then used to position the nanoantennas in close proximity to the NW surface along 

its axis. Before the exposure, a methyl methacrylate (MMA) and PMMA resist layers 

were spin coated on the substrate, followed by an evaporation of 40 nm of Cr to reduce 

charging effects during the EBL process. The Cr was then wet etched away and the resist 

was developed. Finally, 5 nm of Ti and 30 nm of Au were evaporated, followed by a lift-

off procedure to remove excess metal. 

Figure 9.4: (a) Schematic of GaAs nanowire coupled to nanoantenna. SEM micrographs 
of NW coupled nanoantennas with lattice spacing a = 840 nm and nanocy linder edge to 
NW edge distanced of (b) 215 nm, (c) 65 nm, (d) 15 nm, (e) 10 nm. 

Figure 9.4a displays a schematic of the plasmonic antenna-coupled NW 

configuration investigated in this study. The individual nanoantennas consist of dimers of 
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Au cylindrical nanocylinders with 210 run diameter and 30 run height. The edge-to-edge 

separation of the nanocylinders (i.e. the nanoantenna feed-gap region) contains the 

individual NW s. The spacing of the dimer nanoantennas along the length of the NW s 

(i.e., the array grating constant, a) is kept fixed at 840 run, designed for maximum 

radiative field coupling among the nanoantennas. The radiative coupled field arising from 

the grating is designed to optimize near-field intensity concentration within their 

respective feed-gap regions. 

In order to demonstrate the near-field coupling of plasmonic nanoantennas with 

GaAa NWs, the study is focused of the optical response of coupled systems that consist 

of Au nanodimers with feed-gap regions of 90, 100, 200 and 500 run, resulting in 

antenna-NW separations d of approximately 10, 15, 65, and 245 run, respectively. SEM 

micrographs of the fabricated antenna coupled NWs are show in Figures 9.4(b-e). 

9.2.2 Modeling of antenna coupled GaAs NWs 

To model the antenna-coupled NW structures, 3D FDTD analysis is carried out 

usmg the commercial software package Lumerical FDTD Solutions. The material 

dispersion parameters of Au nanocylinders are modeled using data from Johnson and 

Christy (Johnson and Christy, 1972) while the optical dispersion parameters of the GaAs 

NWs and the fused silica substrate are derived from Palik (Palik, 1998). The simulation 

grid size surrounding the Au nanoparticles and the NW is 2 run in all three dimensions. 

Plane wave excitation at normal incidence was used with the electric field oriented 

perpendicular to the nanowire axis (i.e., x-direction, as labeled in Figure 9.4a). PML 
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boundary conditions were used to ensure perfect absorption of electromagnetic radiation 

at the simulation boundaries. 
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Figure 9.5: 3D FDTD calculated scattering cross-section for isolated NW and antenna 
coupled NW s, as labeled in the figure. 

In Figure 9.5 the FDTD calculated scattering cross-sections are plotted for the 

isolated NW, as well as the antenna coupled NW s. Each cross-section plotted is the 

summed product of two calculations carried out with incident light longitudinally and 

transversely polarized with respect to the nanowire to give the total scattering response. 

We notice in Figure 9.5 that in the case of an isolated NW, two resonances are present 

around A = 450 nm and A = 950 nm. The resonance at 450 nm corresponds to the 

excitation of strongly scattering Mie resonances of NWs, as previously discussed in the 

literature (Wang and Leu, 2012; Muskens et al. , 2009; Muskens et al. , 2008), while the 

second peak is attributed to longitudinal resonances of the wire. Upon coupling the 

nanoantennas to the NW, additional resonances become evident in the scattering 

spectrum. In the case of d = 215 nm, we notice a dominate peak at A= 855 nm. To better 

understand the origin of this resonance, the electric near-field distribution in the 
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horizontal plane of the array is plotted in Figure 9.6 for the case of d = 215 run at A= 855. 

The field is plotted for (a) longitudinal and (b) transverse polarization with respect to the 

wire, as labeled in the figure by the white arrows. 
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Figure 9.6: Calculated electric near-field distribution of the nanoantenna coupled NW 
system with d = 215 run, plotted in the horizontal plane of the array (half-way up the 
cylinder in the z-dir) at A = 855 run. The field is plotted for (a) longitudinal and (b) 
transverse polarization with respect to the wire, as labeled in the figure by the white 
arrows. 

In both the longitudinal and transverse case, we notice field is weakly quasi-

statically coupled to the NW. At a distance of215 run, strong quasi-static coupling is not 

possible. However, as evident in both polarizations, the antenna is still capable of 

radiatively funneling light to wire. The scattering resonance at A= 855 nm is dominated 

by the plasmonic response of the antennas, only slightly perturbed by the presence of the 

nanowire. To examine the resonances observed for the case of d = 10 nm, the electric 

near-field distribution in the horizontal plane of the array are plotted in Figure 9. 7. 
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Figure 9.7: Calculated electric near-field distribution of the nanoantenna coupled NW 
system with d = 90 nm, plotted in the horizontal plane of the array (half-way up the 
cylinder in the z-dir). The field is plotted at A = 735 nm for (a) longitudinal and (b) 
transverse excitation and at A= 1150 nm for (c) longitudinal and (d) transverse excitation. 
The magnified region denoted by the dashed box in panel (d) is plotted in panel (e). 

Figure 9.7(a,b) plots the near-field distribution (d = 10 nm) at the first scattering 

resonance located at A = 735 nm for both polarizations. The electric field profile now 

demonstrates strong near-field coupling of the NW resonance with the Au nanoantennas. 

The increased coupling serves to reduce the nanoantenna scattering as more energy is lost 

to the high field concentrations in the Au nanocylinders and resulting absorption. This 

phenomenon is clearly observable in the scattering spectra plotted in Figure 9.5. As the 

dimer gap is closed, the resonance peak attributed to the antenna scattering is seen to 

decrease and blue-shift as the coupling increases. 

The second peak, located in the near-IR, arises from even more intense quasi-

static coupling. Figure 9.8(c,d) plot the near-field distribution located at A= 1150 nm for 

both polarizations. We notice the maximum field amplitude between the nanocylinder 

and NW is enhanced approximately 19 times for the transvers polarization in Figure 

9.8(d). Figure 9.8(e) plots a magnified view of the region denoted by the dashed box in 
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Figure 9.8(d) for clarity. Additionally, we note that the NIR resonance is only present for 

the separations of 1 0 nm and 15 nm, supporting the theory that the origin of the 

resonance is founded in strong quasi-static coupling. 

To further examine the near-field properties of the nanoantenna coupled NWs, the 

cross-sectional (z-y plane) spatially averaged and maximum electric field enhancement 

values inside the region of the NW is plotted verses wavelength in Figure 9.8. 
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Figure 9.8: Cross-sectional average (red) and maximum (black) electric field 
enhancement values inside the region of the NW are plotted for the case of (a) isolated 
NW, (b) isolated dimer pair with d = 10 nm, (c) antenna coupled NW with d = 215 nm, 
and (c) antenna coupled NW with d = 1 0 nm. Insets are electric field cross-sections, 
plotted at 1165 nm in log-scale for each configuration. 
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For the case of the isolated NW (Figure 9.8a), both the averaged and maximum 

field values inside the NW are lower than the pump fields, as expected, given the high 

index of refraction of GaAS (n:::: 3.4 in the NIR). For the weakly coupled system (Figure 

9.8c), we notice the average field is still lower than the pump fields; however small 

enhancements on the order of 50% are observed near the surface of the NW. In the case 

of the strongly coupled system (Figure 9.8d), the maximum field inside the NW rises to 

almost 6 times that of the pump fields. For qualitative comparisons, Figure 9.8b plots the 

isolated dimer pair with the same spacing in Figure 9.8d. While direct comparisons are 

not possible due to the index differences with and without the NW, it is important to note 

that coupling is not only between the dimer pairs, but between the NW and the 

nanocylinders. Even in the presence of a higher index medium, the antenna coupled 

system is able to produce a higher maximum enhancement than that of the isolated dimer 

pmr. 

These results demonstrate that the designed nanostructures offer the possibility to 

flexibly tailor the electromagnetic coupling between NWs and the confined modes of 

plasmonic nanoantennas, resulting in nanoscale regions with controllable and strongly 

enhanced near-field intensity. 

9.2.3 SH-E Spectroscopy of Antenna Coupled GaAs NWs 

To experimentally support the predicted near-field coupling of NWs and dimer 

plasmon antennas, SH-E spectroscopy is performed. This technique, introduced in section 

9.1, provides a powerful tool to experimentally probe and analyze the near-field 
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resonances m metallic nanoparticles (Walsh and Dal Negro, 2013). In the SH-E 

experiment, ultrafast laser pulses are generated by a tunable mode locked Ti-Sapphire 

laser with a pulse duration of 1 00 fs and a duty cycle of 82 MHz. The beam is modulated 

at 67 Hz by a mechanical chopper with a 50% duty cycle and is steered with Ag mirrors. 

A 700 run long pass filter prior to the sample removes any SHG signal produced by the 

optical components. Additionally, the linearly polarized beam is passed through a 

quarter-wave plate, creating a circularly polarized beam to allow for consistent pumping 

conditions regardless of the nanowire's orientation on the substrate. The excitation beam 

is then focused on the nanostructure to a spot size of approximately 5 f.Lm by a SOx 

objective (NA 0.5) from the backside of the sample. The SHG is then collected in 

transmission mode with a 1 OOx objective (NA 0.8) and is detected with a photon 

multiplier tube (PMT) and a lock-in amplifier (Oriel Merlin) after passing through a 

monochromator (Cornerstone 260 114m, 1200 lines/mm, 500 run blaze). This defines an 

acceptance angle of+/- 30°, which enables the collection of intense SHG signal in our 

experimental configuration (Walsh and Dal Negro, 2013). The excitation beam is 

removed with a 670 run short pass filter prior to the monochromator. A CCD coupled to a 

reflection microscope is used for alignment. A removable mirror is placed in front of the 

camera to direct the SHG signal to the detector. The time averaged excitation power is 

kept constant at 5 m W for all measurements. 

Figure 9.9 illustrates a schematic of the experimental setup utilized for the SH-E 

analysis. The second harmonic spectra are collected for varying pumping wavelengths 

and are shown in Figure 9.9b for the case of the antenna coupled NW with d = 10 as an 
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example. In Figure 9.9c the peak wavelengths of the measured SHG spectra are plotted as 

a function of the pump wavelength. The linear fit to these data features a slope of exactly 

0.5, as expected for the SHG process. 
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Figure 9.9: (a) Diagram of SH-E experimental setup. (b) Pump (A.w =760 nm) power 
dependence of SH signal (A.2w = 380 nm) from representative array (d = 10 nm). (c) The 
peak wavelengths of the measured SHG spectra are plotted as a function of pump 
wavelength, resulting in a slope of 0.5. 

The SH-E spectra measured for the investigated samples are plotted in Figure 

9.10. Notice that the SH-E spectrum of the isolated nanowire features a prominent peak 

around 880 nm. The measured resonance arises from the transverse Mie resonance 

supported by the NW, which spectrally overlaps with the SHG resonance. In fact, 

previous studies have reported SHG signal from GaAs NWs of comparable s1zes, 
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supported by Mie resonances in the same spectral region as our study (Grange et al., 

2012). 
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Figure 9.10: Experimentally measured SH-E spectra from NW only and NW-coupled 
antennas with d = 215 nm, d = 65 nm, d = 15 nm and d = 10 nm, as labeled in the figure . 

As the weakly coupled antennas (d = 215 nm and 65 nm) are probed by SH-E 

spectroscopy, we notice a slight blue-shift of the NW resonance, which is attributed to the 

Mie resonances of the cylinder being perturbed by the increasing presence of the 

nanocylinders. Moving to the strongly coupled regime ( d = 15 and 1 0 nm), new spectral 

features arise in the NIR. FDTD near-field simulations of Figure 9.8 predict high near-

field concentrations on the surface and inside of the GaAs NW, peaked at 1165 nm for 

the case of d = 10 nm. This strong enhancement of the fields directly coincides with the 

SH-E peak measured on the same array, demonstrating the ability to couple near-fields to 
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NW s through nanoplasmonic arrays. 

In examining the absolute intensities of the SH signal, we notice a global decrease 

as the antennas become strongly coupled (see y-axis scales for each device). The current 

study is still ongoing as open questions still remain about some of the measured 

phenomenon. The decrease in SH absolute intensities can possibly be explained by a 

reduction of scattering through enhanced near-fields and thus increased metallic 

absorption. While this could account for some of the reduced intensity, further studies are 

potentially still needed for confirmation. Additionally, a complete understanding of a 

third peak in the SH-E spectra (A.= 950) for the strongly coupled case is still outstanding. 

These resonances could be potentially induced by surface defects in the NW. Currently, 

further characterization of the NW quality and dispersion is ongoing at EPFL. While 

these few questions remain open, the results are still significant. The study has 

successfully demonstrated the near-field coupling of plasmonic nanoantenna arrays to 

NWs through SH-E spectra for the first time. 

9.3 Conclusion 

In this chapter, a polarization selective, grating-assisted nanoantenna has been 

designed and experimentally demonstrated, that allows for multi-wavelength focusing 

into a subwavelength spot. These structures potentially open new paths for molecular 

linear and nonlinear spectroscopy, Raman spectroscopy, and near-field optical 

lithography. Additionally, by combining the bottom- up fabrication ofNWs with the top­

down fabrication of plasmonic nanoantennas, arrays of Au nanocylinders have been 
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optically coupled to individual GaAs NWs. The optical resonances of these coupled 

nanostructures have been investigated experimentally by SH-E spectroscopy and found to 

be in good qualitative agreement with 3D FDTD simulations. These studies have 

advanced the possibility of engineering novel metal-dielectric resonant nanostructures, 

which could enable the realization of high-efficiency solar cells, detectors and nonlinear 

optical devices with dramatically reduced footprints and energy consumption. 
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Chapter 10 

10 Aperiodic SERS Substrates 

In this chapter, deterministic aperiodic arrays of metal nanoparticles are utilized in 

combination with a multilayer dielectric/metallic stack to create reproducible surface 

enhanced Raman scattering (SERS) substrates. This multilayer structure combines LSPs 

supported by the nanoparticles with SPPs excited on a buried Au film. Stack and cylinder 

parameters are optimized using 3D FDTD for maximum field enhancement at the pump 

wavelength of the Raman experiment. Experimental results will show SERS 

enhancement factors as high as 1.1 x 10 7 for these engineered substrates. 

10.1 Surface Enhanced Raman Scattering 

Raman scattering occurs during inelastic collision of photons with molecules 

(Raman and Krishnan, 1928). In this scattering process, photons will either gain or lose 

energy from the interacting molecules. The change in photon energy implies a change in 

frequency ~v = M /h, resulting in scattered photons hvs with a shifted frequency relative 

to the excitation photons hvL by the energy of characteristic molecular vibrations hvM 

(Kneipp et al. , 1997). Therefore, a Raman spectrum comprising several different Raman 

peaks generated by scattering from different molecular vibrations provides a vibrational 

signature or "fingerprint" of a molecule. 

The frequency shifts can occur in two ways. The first occurs when the photons 

interact with a molecule in its vibrational ground state and the photon loses energy upon 
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scattering. This effect is known as Stokes scattering. The second possibility comes in the 

form of an anti-Stokes interaction. Here the photons interact with a molecule in an 

excited state and can gain energy, resulting in a shifted peak on the high-energy side. The 

Stokes and anti-Stokes frequencies of these Raman bands are then, respectively, 

represented as: 

(10.1) 

(10.2) 

Generally, the scattering is dominated by the Stokes type due to the fact that only a small 

fraction of molecules, determined by the Boltzmann population, is in an excited 

vibrational state and able contribute to anti-Stokes Raman scattering. The scattering 

signal power Ps(vs) of a Raman line depends on excitation intensity J(vL), the number of 

Stokes-active scattering centers N and the Raman cross-section rJRs, where rJRS is 

determined by the polarizability derivative of the molecular vibration. The relation 

follows as: 

(10.3) 

Figure 10.1 depicts the Stokes and anti-Stokes scattering described here, as well 

as the florescence process. The figure displays scattering energy level pictures and 

representative spectra for each process. Of note, is the shape difference in resulting 

spectra from the two mechanisms. The florescence process has broad spectral features 

due to non-elastic electron relaxation to the lower edge of the excited level; however 
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Raman transitions are much sharper (Maier, 2007). These sharp features are what enable 

the detailed analysis ofthe molecules under study. 
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Figure 10.1: Schematic depiction of (a) fluorescence and (b) Raman scattering energy 
level pictures and representative spectra. Image modified from (Kneipp et al. , 2002). 

Typical Raman scattering cross-sections <>Rs are usually more than ten orders of 

magnitude smaller than those of a fluorescent process, depending on whether the 

scattering is non-resonant or resonant (Maier, 2007). To enhance the inherently low 

signal of the Raman scattering, nanoplasmonic structures are employed. When the 

Raman-active molecule is within the near-field of metallic nanostructures, the response 

can be greatly enhanced. This process is known as Surface Enhanced Raman 

Spectroscopy or SERS. The enhancement of the Raman signal Ps can be driven by two 

effects. The frrst, in which the Raman cross-section is increased ( <>sERS > <>Rs) due to the 
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change in the local environment of the molecule, is called the chemical or electronic 

contribution. The theoretical maximum enhancement due to this change in cross-section 

is of the order of 100 (Maier, 2007). 

The second and more dominate possible contribution to the total enhancement, is 

the increased electromagnetic field due to the excitation of LSPs and the crowding of 

electric field lines (lightning rod effect) at the metal interface (Kerker, Wang and Chew, 

1980; Gersten and Nitzan, 1980). These phenomena lead to an enhancement of both the 

pump and emitted light fields, expressed by 

(10.4) 

where \Etoc \the local is field amplitude at the Raman active site and L(u) is the 

electromagnetic enhancement factor. The total power of the Stokes beam under the SERS 

condition is then 

(10.5) 

As the difference in frequency ~u = uL -us between the incoming and scattered 

photons is generally much smaller than the line-width of a LSP mode, the magnitudes of 

the two electromagnetic enhancements are approximately equivalent ( \L( uL )\ ~ \L( us)\) 

(Maier, 2007). This approximation leads to the key result that the electromagnetic 

contribution to the total SERS enhancement is proportional to the fourth power of the 

field enhancement factor or equivalently stated by the commonly used expression for the 

enhancement ofthe power of the Stokes beam (Kerker, Wang and Chew, 1980): 
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(10.6) 

Through the past 20 years, SERS has become a very powerful analytical 

spectroscopy technique. SERS has been successfully utilized in label-free chemical and 

biological sensing (Moskovits, 1985; Kneipp et al. , 1995; Willets and VanDuyne, 2007), 

protein binding events (Delfino, Bizzarri and Cannistraro, 2005), tissue imaging (Feng et 

al. , 2009), and other molecular detection down to single molecule sensitivity (Kneipp et 

al. , 1997; Xu et al. , 1999; Xu et al., 2000). 

Several different approaches to created SERS substrates with large enhancements 

have been explored. One effective technique is found in hot spot engineering, utilizing 

closely spaced plasmonic particles to enhance local fields between the structures 

(Gunnarsson et al. , 2001 ; Liu et al., 2008; Talley et al., 2005). Alternatively, LSP 

resonances of individual metallic nanoparticles on planar substrates can generate high 

Raman enhancements (Freeman et al. , 1995; Oldenburg et al., 1999; Jackson and Halas, 

2004 ). While such techniques prove to be viable, most SERS substrates utilized random 

"roughening" of metal surfaces for large Ramen enhancements. This typically is achieved 

by etching or by colloidal synthesis of nanoparticles, resulting in aggregates statistically 

described by fractal morphologies (Shalaev, 2002; Wang et al., 2003). While these 

roughened surfaces have led to successful applications in single molecule spectroscopy 

(Kneipp et al. , 1998), this technique lacks reproducibility and engineering design rules 

for deterministic optimization. 
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To combat the issue of engineerability in complex and disordered systems, 

Gopinath et al proposed and experimentally demonstrated the use of deterministic 

aperiodic (DA) arrays of Au nanoparticles as a novel approach for the design and 

implementation of engineered SERS substrates (Gopinath, Boriskina, Reinhard, et al. , 

2009; Gopinath, Boriskina, Premasiri, et al. , 2009). In particular, DANS have been 

shown to enable the engineering of plasmonic arrays with large spectral flatness and 

particle filling fractions necessary to achieve a high density of electromagnetic hot spots 

over a broader frequency range and large area (Carlo Forestiere, Gary F Walsh, et al. , 

2009). Gopinath et al, demonstrated aperiodic arrays of Au nanocylinders with Ramen 

enhancement values of ~5x10-5 , and ~5x10-7 with the implementation of aperiodic arrays 

of Au nanotriangles (Gopinath, Boriskina, Reinhard, et al. , 2009). Additionally, by 

adding bottom-up fabrication technique on top of DANS arrays of Au nanocylinders, a 

hybrid multi-scale aperiodic nanostructure was created, resulted in enhancement factors 

of -108 (Gopinath, Boriskina, Premasiri, et al. , 2009). 

10.2 Coupled SERS System Design 

To further build upon the nanoplasmonic aperiodic platform for SERS substrates, 

this study aims to couple DA arrays of nanocylinders to a Au film buried in a thin layer 

of Si02 (see Figure 10.2). Recent studies have investigated this configuration in the 

context of coupling between the LSP of Au nanoparticles and SPP supported by the 

buried Au film (Chu and Crozier, 2009; Chu, Banaee and Crozier, 2010). 
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Figure 10.2: Schematic ofplasmonic double layer coupled SERS substrate. The structure 
consists of Au nanocylinders arrays fabricated onto a thin Si02 spacer on top of a 
continuous and optically-thick Au film. 

Coupling between LSPs and SPPs have been found to enhance the local field intensity, 

leading to double-resonate features in the extinction spectra of the multiple-layer 

structures. The SERS enhancement for the double-resonance structure was found to be 

more than 2 orders of magnitude higher than that of Au nanocylinder arrays on a glass 

substrate (Chu, Banaee and Crozier, 2010). Furthermore, the coupling with a periodic 

lattice has been modeled as a classical coupled oscillator and the effects of the particle 

density, the particle size and the Si02 spacer thickness on the coupling strength have been 

investigated (Chu et al. , 2011). It has been shown that in tuning the geometrical 

parameters of the double resonance substrate, the resonance frequencies can be tailored 

for maximum SERS enhancement. 

In this study, 3D FDTD simulations are utilized for optimizing the nanocylinder 

diameter d and Si02 spacer thickness fox for maximum field enhancement on the surface 

of the nanoparticle. In all simulations the nanocylinder height is kept a constant 30 nm-

tall, while dispersion data from Johnson and Christy (Johnson and Christy, 1972) is used 

for Au and Palik (Palik, 1998) is used for SiOz. The simulation grid size surrounding the 
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Au nanocylinders is 2 run in all three dimensions. Plane wave excitation at normal 

incidence to the substrate was used with the electric field oriented parallel to the surface 

of the substrate. PML boundary conditions were used to ensure perfect absorption of 

electromagnetic radiation at the simulation boundaries. Field monitors are placed on the 

surface of the nanocylinders to extract a maximum electric field intensity enhancement 

value for each simulation. 

Prior to investigating the double layer configuration, a series of calculations 

where performed for the case of a Au nanocylinder on Si02 substrate, shown in Figure 

10.3a. The cylinder size was varied from 130 nm to 200 run in order to optimize the 

resonance of a single nanocylinder at the pump wavelength of A.o = 785 run, to be used in 

proceeding SERS experiments. Figure 1 0.3a shows the maximum field enhancement 

occurring at d =175 run, confirming the experimental results measured by Gopinath et al 

(Gopinath, Boriskina, Reinhard, et al., 2009). 

Figure 10.3: Maximum intensity enhancement spectra calculated on the surface of a 
single Au nanocylinder by 3D FDTD. (a) Calculated for a Au cylinder on a Si02 

substrate with d= 130, 150, 175, and 200 run. (b) Calculated for a Au cylinder (d= 150 
nm) on top of a Si02 with varying thickness of 20, 30, 40, 50, and 70 nm on top of an 
optically thick Au layer. 
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For the case of the double layer configuration, several calculations where made 

under varying combinations of d and f ox to find an optimal configuration at A-0 . Figure 

10.3b plots the maximum intensity enhancement for a series of simulations carried out 

with d = 150 nm and varying tox· We notice that as the film thickness is decreased, 

coupling between the Au cylinder and Au film increases, boosting the maximum intensity 

enhancement. Additionally, the peak intensity enhancement is observed to red-shift as the 

coupling increases, shifting further into the near IR for the smallest fox values. Results of 

two additional simulation sweeps are shown in Figure 10.4(a,b). Figure 10.4a plots the 

maximum intensity enhancement values for varying d at a constant fox = 10 nm, while 

Figure 1 04b plots the same for varying d at a constant fox = 30 nm. The two cases 

presented in Figure 10.4, represent two parameter spaces that yield maximum field 

enhancement at the desired pump wavelength 785 nm. 
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Figure 10.4: Maximum intensity enhancement spectra calculated on the surface of a 
single Au nanocylinder by 3D FDTD. (a) Calculated for a Au cylinder with d = 80, 90, 
100, 110, and 120 nm on top of a Si02 layer f ox = 10 nm-thick on top of an optically-thick 
Au layer. (b) Calculated for a Au cylinder with d = 100, 120, 130, 140, and 150 nm on 
top of a Si02 layer f ox =30 nm-thick on top of an optically-thick Au layer. 
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Figure 10.4 displays that for a given fox spacing (within limitations), d can be used to tune 

the resonance, as is the case with a glass substrate. In analyzing several combinations of d 

and f 0 x, the optimal condition was found to be for f ox = 30 nm and d= 130 nm, resulting in 

a maximum intensity enhancement value of ~1300. The value can further be enhanced by 

coupling the normally incident pump to SPPs more efficiently in the utilization of 

diffractive coupling (Chu, Banaee and Crozier, 2010; Chu et al., 2011). 

Figure 10.5 plots the calculated cross-sectional electric field plots at A.0 for the 

optimized Au nanocylinder (a) on quartz with d = 175 nm and (b) on a spacer/Au stack 

with d = 130 nm and fox = 30 nm-thick. Figures 1 0.5a and 1 0.5b are plotted on the same 

log-scale shown to the right of the figure. Figure 1 0.5a displays the well-known dipolar 

resonance of the single plasmonic nanocylinder, slightly perturbed by the presence of the 

Si02 film. In the case ofthe double layer configuration, the field is dramatically enhanced 

by coupling between the nanocylinder and Au film. We notice enhanced field confined 

inside the spacer layer, on the surface of the Au nanocylinder, as well as enhanced 

scattered field radiating outward from the cylinder. 

(b) 

Figure 10.5: 3D FDTD calculated cross-sectional field plots (log scale) at A.= 785 nm for 
the optimized Au nanocylinder (a) on quartz (d = 175 nm) and (b) on a spacer/Au stack 
with d = 130nm and fox = 30 nm-thick. Polarization orientation as noted in (a). Cross­
sections plotted on the same scale shown to the right of (b). 
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The simulated results predict significant field enhancement for an engineered 

double layer plasmonic structure, ideal for SERS enhancement at 785nm. The optimized 

parameters are now transferred to physical samples for subsequent SERS experiments. 

10.3 Experimental SERS 

The two mam components that determine the bandwidth and near-field 

enhancement of plasmonic arrays are the line-width of the LSP near-field resonance and 

the availability of spatial frequencies matching the Rayleigh cut-off condition over the 

entire bandwidth of the LSP quasi-static response (Dal Negro and Boriskina, 2011). By 

construction, DA arrays of metal nanoparticles offer a high density of spatial frequencies 

and are ideally suited to feed into multiple LSP resonances (Gopinath et al. , 2008). 

Recently, Gopinath et al demonstrated that far-field diffractive coupling is crucial to 

account for the broad plasmonic bands, originating from photonic-plasmonic scattering 

resonances in DA arrays (Gopinath et al. , 2008). Additionally, it has previously been 

shown that the engineering of dense arrays, characterized by large values of spectral 

flatness in the Fourier space, is necessary to achieve a high density of electromagnetic hot 

spots (Carlo Forestiere, Gary F Walsh, et al. , 2009; Dal Negro and Boriskina, 2011). 

In this study, four arrays where chosen for their high field enhancement 

capabilities in combination with their large spectral flatness and filling fractions. These 

arrays are the Fibonacci, Rudin-Shapiro, co-prime, and Galois (Dal Negro and Boriskina, 

2011). In fact, Au nanocylinder arrays on quartz of all four types have previously been 

shown to be effective SERS substrates with enhancements on the order of 105 (Gopinath, 
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Boriskina, Reinhard, et al., 2009; Gopinath, 2010). The Fibonacci and Rudin-Shapiro 

have previously discussed in Chapter 5 and have been plotted along with their calculated 

Fourier space in Figures 5.3. The direct and reciprocal Fourier spaces of the Co-prime 

and Galois arrays are now shown in Figure 10.6(a,c) and 10.6(b,d), respectively. 
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Figure 10.6: Direct space representations of(a) co-prime array and (b) Galois array. First 
pseudo-Brillouin zone plotted, as calculated by DFT, for the (c) Co-prime array and (d) 
Galois array. 

The co-prime array IS obtained by positioning metal nanoparticles in 

correspondence to each co-prime pair of integers in the two-dimensional plane (Carlo 

Forestiere, Gary F Walsh, et al., 2009). Since the co-prime array is symmetric about the 

45° diagonal, so is the Fourier transform. Additionally, since the magnitude of the DFT is 

plotted, the -45° diagonal appears as a symmetry axis as well (Carlo Forestiere, Gary F 

Walsh, et al., 2009). The Galois array is generated from finite Galois fields, producing 

binary valued periodic sequences with pseudo-random properties (Schroeder, 2009). The 
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Galois arrays diffraction spectra has a high density of spatial frequencies, theoretically a 

flat measure for infinite-size arrays (Dal Negro and Boriskina, 2011). 

1 0.3 .1 SERS Fabrication and Sample Preparation 

Two sets of samples were fabricated for SERS experiments. Each set contains 50 

llm x 50 llm Au nanocylinder Fibonacci, Rudin-Shapiro, co-prime, and Galois arrays of 

varying minimum inter-particle separations. The minimum separations tested were 25, 

35, 50, 100, 150 and 300 nm. The first sample consists of Au nanocylinders on a quartz 

substrate, with the optimized d = 175 nm and height of 30 nm. All nanoplasmonic 

cylinders were fabricated using the standard EBL process detailed in Chapter 4. The 

second set of plasmonic arrays are fabricated on a Si02/ Au stack, with the optimized d = 

130 nm, cylinder height of 30 nm, and fox = 30 nm. Fabrication for the dual layer sample 

begins with the thermal evaporation of 200 nm-thick Au layer on a Si chip. A 30 nm­

thick layer, as measured by ellipsometry, is then deposited via RF magnetron. The Si02 

was sputtered from a bulk Si02 target with 450 W, 10 seem of Ar, and a pressure of 0.45 

kPa, resulting in an approximate deposition rate of 15 nm/min. Figure 10.7 plots 

representative SEM micrographs of the four array types fabricated on quartz. Figure 10.8 

plots representative SEM micrographs ofthe four array types fabricated on the dual layer 

substrate. 
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Figure 10.7: SEM micrographs of Au nanocylinder (d = 175 run) fabricated on a quartz 
substrate in a (a) Co-prime array, (b) Galois array, (c) Rudin-Shapiro array, and (d) 
Fibonacci array, with minimum edge-to-edge separation of25 run for all arrays shown. 

Figure 10.8: SEM micrographs of Au nanocylinder (d = 130 run) fabricated on a 
Si02/Au stack with d = 130run and f ox = 30 run-thick in a (a) Co-prime array, (b) Galois 
array, (c) Rudin-Shapiro array, and (d) Fibonacci array, with minimum edge-to-edge 
separation of 25 run for all arrays shown. 
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It is relevant to note the morphology of the two different samples prior to Ramen 

experiments. Figure 10.9 plots a high magnification SEM micrograph of (a) the Au on 

quartz sample and (b) the Au on Si02/Au. We notice the increased surface roughness in 

the stacked sample (panel b), which will have an effect on the Raman signal. As 

mentioned previously, roughened metallic films are ideal for SERS substrates, as these 

small perturbations in the film will act to enhance local fields along the edges of the 

roughness. 

The source of the roughness is from grain formation during the Si02 sputter 

deposition. The growth kinetics are controlled by the mobility of the impinging atoms on 

the surface before they condense and become entrapped in the film. This mobility can be 

enhanced by inputting energy to the system such as increasing deposition temperature or 

supplying impact energy through ion bombardment (Bhatt and Chandra, 2007). The 

roughness in the underlying SiOz is then transferred to the Au nanocylinders as evident 

by Figure 1 0.9b. In this study, the morphology will only boost the SERS signal; however 

for comparisons between the two samples, this additional roughness should be noted. 

Figure 10.9: High magnification SEM micrographs ofnanocylinders (a) shown in Figure 
1 0.5d and (b) shown in Figure 1 0.6d. 
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Although several analytes exist for Raman spectroscopy, pMA (para­

mercaptoaniline) was chosen for this study, which has Stokes modes at 390, 1003, 1077, 

1180 and 1590 cm-1 (Jackson and Halas, 2004). SERS samples are first cleaned in a 

plasma asher for 10 minutes in 300 seem 0 2 and 300 W RF power. Substrates are then 

incubated for 12 hours in a 10 mM solution of pMA dissolved in ethanol (200 proof) to 

form a self-assembled monolayer over the sample surface. The samples are then rinsed in 

ethanol and dried with N2. 

10.3.2 Experimental SERS Measurements 

The measurement setup utilizes a beam splitter to measure the scattered Raman 

signal in reflection and is described fully in the following reference (Pasquale, 2012). A 

CW diode laser is used as a pump (A.o = 785 nm) which has a FWHM < 0.15 nm, with a 

maximum output power of350 mW. The laser power focused through the objective on all 

measured samples was 20.0 m W. The backscattered signal is collected by a 40x objective 

(NA 0.65) and directed to an electrically cooled (-75°C) CCD (Andor DU401-BR-DD) 

via an Andor Shamrock 303i grating spectrometer. The pump laser is filtered out in 

reflection using a 785 nm notch filter. The grating used has 600 lines/mm blazed at 750 

nm. Spectra were taken from a measured rectangular area of 8.05 ~m x 64.4 ~m, 

determined by the slit size and pixel selection on the CCD detector. The laser spot filled 

the entire collection area. All spectra are averaged over 5 measurements using a 0.2 

second integration time, for background signal reduction. Frequency calibration of the 

grating is first performed using Si, which has a known Stokes shift of 520 em -t. 
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Figure 10.1 Oa shows the complete Raman spectra for pMA molecular mono layers 

deposited on top of the Au nanocylinder Fibonacci arrays on a quartz substrate. Figure 

10.10b plots the same for the case of Fibonacci arrays on the dual layer stack. Only the 

Fibonacci spectra are shown here for brevity; however measurements were taken on all 

four geometries and are summarized in Figure 1 0.11. The two dominant Stokes modes 

(1077 cm-1
, 1590 cm-1

), arising from bending and stretching modes in the benzene rings 

of the pMA molecule, can clearly be distinguished in all the spectra. The intensity of the 

background signal varies for different arrays, in accordance with their respective filling 

fractions. In qualitatively comparing the two results, is clear the double layer SERS 

substrate possesses a higher signal-to-noise ratio than the quartz sample. 
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Figure 10.10: Experimental stokes SERS spectra of pMA on (a) Fibonacci array of Au 
nanocylinders on quartz (d = 175 nm) with minimum inter-particle separations listed in 
the figure. Experimental stokes SERS spectra of pMA on (b) Fibonacci array of Au 
nanocylinders on a spacer/Au stack with d = 130 nm and fox = 30 nm-thick and with 
minimum inter-particle separations listed in the figure. 

In order to quantify the SERS enhancement factor for the different arrays and 

substrates, the Raman peak at 1077 cm-1 of the spectra is monitored. After background 
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subtraction, the SERS enhancement factor can be estimated from the experimental data 

by following the procedure discussed in (Jackson and Halas, 2004). Removal of the 

background contribution is done by using a polynomial fit (4th order) of the Raman 

spectrum. The fit will follow the background of the spectrum with little influence from 

the sharp Raman peaks. The value of the fit at 1077 cm-1 is subtracted from the measured 

Raman signal, leaving a background corrected value for the Raman signal. 

The experimentally measured SERS enhancement is given by the ratio of Raman 

signal per molecule measured on the engineered substrates and the reference Raman 

signal per molecule originating from the pMA bulk crystal (Jackson and Halas, 2004). 

The SERS enhancement GsERS is then represented by 

(10.7) 

where RS En is the measured enhanced Raman signal from the nanocylinder arrays and 

NEn is the estimated number of molecules on the array which contribute to the measured 

signal. The number of molecules contributing to the SERS effect NEn can be estimated as 

the ratio of the total Au surface illuminated by the laser beam and the geometrical cross-

section of the individual pMA molecules (0.3nm2 per molecule) (Mohri et al., 1998). 

Additionally, the RSR and NR are the analogous quantities measured from the reference 

pMA sample in the absence of the SERS substrate. The latter quantity is calculated using 

the following formula: 
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(10.8) 

where B)s the optical excitation volume (8.05f..!m x 64.4!-!m x 3.72!-lm), DpMA is the 

density of pMA (1.05 g/cm3
) in the reference bulk crystal, A is Avogadro's number, and 

MpMA is the molecular weight of pMA (125.19 AMU). The excitation volume is 

estimated as the product of the laser spot (8.05 !liD x 64.4!-!m) and the depth of focus 

D ~ 2/t I (NAi, where A.= 785 nm, NA = 0.65. 

The Raman enhancement factors calculated at 1077 cm-1 from the experimental 

spectra by using Equation (10.7) are shown in Figure 10.11 for arrays of different 

morphologies, inter-particle separations and the two different substrates. The results in 

Figure 10. 7a, for the case of Au nanocylinders on a quartz substrate, display a clear 

growth of the Raman enhancement with decreasing inter-particle distances in case of all 

the arrays. This is due to the exponential increase in the near-field coupling between the 

nanoparticles as they become less separated, which in turn increases the field 

enhancement and also the associated SERS enhancement factor (Maier, 2007). The 

values are comparable with those published by Gopinath et al for the same geometries 

(Gopinath, Boriskina, Reinhard, et al., 2009; Gopinath, 2010), validating the 

measurement techniques. 



255 

4.5x10' .,----;--.,....-------------, 1.4X107 
.,---------------, 

4.0x10' -~ 3.5x10' 
E 
Q) 

g 3.0x10' 
c:G 

.s::: &i 2.5x10' 

1ii 2 OX10' E . 
c:G 
0::: 1.5x10' 

(a) 
--coPrime 

~A~: . ·---- . ·--. 
1.0x10' -f-~.,--~r--.---,,---.---.~--.~---.---4 

0 50 100 150 200 250 300 

Minimum lnter-partide Separation (nm) 

1.2X107 

]j 1.0X107 

E 
~ 6.0x10' 
c 
~ S.Ox10' 
c 
w 
c 4.0x10' 
c:G 

& 2.0X10' 

0.0 

(b) --CoPrime 
• \ • A._, -•- Fibonacci . ~z.0: --Rudin shapiro 

v· =~~ 
• 

--Galois 

0 50 100 150 200 250 300 

Minimum Inter-particle Separation (nm) 

Figure 10.11: Enhancement factors calculated from experimental data by using Eq. 2 for 
aperiodic arrays of Au nanocylinders (a) on quartz (d = 175 nm) and (b) on a Si02/Au 
stack with d = 130 nm and fox = 30 nm-thick. 

For the case of the Au nanocylinders on the Si02/Au stack, shown in Figure 

10.11 b, a strong super linear growth is again measured for decreasing inter-particle 

separations; however now the Raman enhancement factors reach values on the order of 

10-7
, almost 2 orders of magnitude greater that the optimized arrays on quartz. 

Enhancement values of 10-7 are evidence to enhanced near-field coupling between the 

nanocylinder arrays and the Si02 buried Au films predicted by 3D FDTD simulations. It 

is important to note that these studies only access the spatially average SERS 

enhancement over the broad distribution of enhancements present within the volume of 

the SERS-active sample probed by the excitation beam (Gopinath, 2010). The 

experimental values are therefore considered a lower bound for hot-spot SERS 

enhancement on these chips (Moskovits, 1985). 

10.4 Conclusions 

By combining 3D FDTD calculations and experimental data, spatially averaged 
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SERS enhancement values on the order of 10-7 have been demonstrated, utilizing DA 

arrays of Au nanocylinders coupled to a Au film through a thin Si02 layer. The 

incorporation of a double layer moves the field of aperiodic SERS closers to 

enhancement factors capable of single molecule detection in designed nanostructures. 

Steps to go beyond enhancement factors of 10-7 are within reach with the introduced DA 

double-layered approach. By combining the double layer approach with other previously 

investigated DA array schemes, namely the utilization of nanogalaxies (Gopinath, 

Boriskina, Premasiri, et al., 2009) or by replacing the cylinders with a triangular 

geometry, even higher orders of magnitude enhancement could be readily achieved. 
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Chapter 11 

11 Conclusions and Future Prospects 

11.1 Summary of Results 

In this thesis, aperiodic Vogel spiral arrays have been presented as a novel 

platform for engineering enhanced photonic-plasmonic coupling and increased light­

matter interaction over broad frequency and angular spectra for planar optical devices. A 

systematic study of the Vogel spiral's generation and geometric properties reveal the 

array is highly tunable and diverse in its complexity. The ability to deterministically 

encode numerical sequences in well-defined azimuthal components has been shown to be 

a powerful tool in engineering both scattered fields carrying several OAM values, as well 

as band-edge modes carrying the well-defined angular momenta. 

Numerical studies have comprehensively explored the photonic density of states 

and bandedge modes of dielectric Vogel spiral arrays. It was shown that the rich 

structural complexity of Vogel spirals results in a multifractal photonic mode density and 

isotropic bandedge modes with distinctive spatial localization character. Additionally, 

designed Vogel spiral arrays of dielectric nanopillars were fabricated and characterized, 

displaying experimentally measured optical properties of a large photonic band gap. 

Several dielectric structures, including PMMA/laser dye doped films embedded in 

nanopillar arrays and silk laser dye doped films with air holes, have been fabricated with 

ongoing experiments towards lasing in Vogel spiral arrays. 
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The application of the Vogel spiral geometry to nanoplasmonics was also 

explored in this thesis. The experimental confirmation of a diffuse rotationally symmetric 

Fourier space was carried out, as well as an experimental demonstration of polarization 

insensitive planer diffraction. An experimental study of ultra-thin Schottky photo­

detector cells coupled toGA-spiral and periodic Au nanoparticle arrays was also detailed. 

The broad high-angle scattering behavior of GA-spirals, along with their localized 

plasmonic resonances occurring at significantly reduced particles densities, allowed for a 

31% spectrally integrated photocurrent enhancement, as compared to only 8% periodic 

arrays. Lastly, GA-spiral arrays of tightly spaced nanocylinders were found to generate 

more intense SHG signal when compared with periodic and Fibonacci arrays over a large 

range of particle separations. The behavior was attributed to the asymmetric near-field 

distribution of the GA-spiral at the pump wavelength. 

In the latter half of the dissertation, the engmeenng of radiation-enhanced 

plasmonic coupling was explored. The design of a plasmonic grating-assisted 

nanoantenna was implemented, experimentally demonstrating polarization selective, 

multi-wavelength focusing into subwavelength spots. Additionally, by combining the 

bottom-up fabrication ofNWs with the top-down fabrication ofplasmonic nanoantennas, 

arrays of Au nanocylinders have been optically coupled to individual GaAs NW s. The 

optical resonances of these coupled nanostructures have been investigated experimentally 

by SH-E spectroscopy and found to be in good agreement with 3D FDTD simulations. In 

the final chapter of this thesis, DA arrays of Au nanocylinders where designed for maxim 

coupling with a Si02 buried Au film. Spatially averaged SERS enhancement values on 
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the order of 10"7 have been demonstrated. The results raise the aperiodic SERS platform 

closer to enhancement factors capable of single molecule detection in designed 

nanostructures. 

11.2 Future Prospects 

This research presented in this thesis has revealed a number of results and 

principles that may be applied to future nanophotonic devices and applications. Much of 

the initial efforts of this thesis focused on linking the dynamic range of structural 

characteristics of Vogel spirals to their photonic properties for arrays generated with 

varying angles. Prior to this work, most all studies focused on the photonic properties of 

the GA-spiral. In fact, upon revisiting Enrique Macia Barber's classification matrix 

(Figure 5.2), revisions may be necessary based on the LDOS study carried out in Chapter 

7. As previously noted, the spectral character of the LDOS spectrum can be dramatically 

tuned by adjusting the divergence angle. The energy spectrum of the spiral lattice may 

not solely be limited to absolutely continuous spectral components, as suggested by 

Barber, but rather dependent upon the choice of divergence angle. Based on the fmdings 

of this thesis, I propose the following modification Barber's classification matrix, shown 

in Figure 11.1. Additionally, fractal structures have been added to the matrix as well as 

the larger category of aperiodic crystals, which spans the energy spectrum from pure 

point to singularly continuous. 
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Figure 11.1: Proposed modification to the classification of aperiodic systems according 
to the spectral measures of their Fourier transform and their Hamiltonian energy spectrum 
(Barber, 2008). 

As discussed in Chapter 7, several efforts to produce experimental lasing in a 

Vogel spiral array are currently in progress. At the time of this thesis, samples have been 

shipped to Tufts University (lab of Prof Fiorenzo Omenetto) and Yale University (lab of 

Prof Hui Cao ). The goal of these experiments is not only to display lasing action in a 

spiral array, but to couple into one of the several unique band-edge modes predicted by 

numerical studies in this thesis. Potentially, these lasing modes could carry OAM and, to 

the best of my knowledge, would be the first demonstration of such a lasing mode 

generated on-chip. Additionally, further study of the transport mechanisms in Vogel 

spirals is needed. NSOM studies performed in this thesis showed interesting photonic 

coupling along parastichies lines, a feature which could be very useful for on-chip optical 

routing. In fact, within the past month of this thesis being written, our collaborators at 
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Yale University have shown the control of spatial vectors available for out-of-plane 

scattering in a spectrometer based on multiple light scattering by utilizing at GA-spiral 

array (Redding et al., 2013). The work could lead to a new approach to building 

miniature spectrometers for applications such as lab-on-a-chip spectroscopy 

In this thesis, the Vogel spiral has been shown to be an ideal platform for light-

trapping in thin-film solar cells. While this has been demonstrated for the case of a simple 

Schottky photo-detector, the application of the spiral array to a photovoltaic cell has yet 

to be achieved. Figure 11.2 illustrates a proposed configuration for a plasmonic Vogel 

spiral integrated into the back reflector of a thin-film p-i-n solar cell. 

Plasmonic spiral array 

• a-Si (p-i-n) 

• AI Au orAg 

ITO • ZnO:AI 

Figure 11.2: Proposed thin-film solar cell integrated with plasmonic Vogel spiral back 
reflector. 

Additionally, the metallic spiral could be replaced with a dielectric array to reduce 

absorptive losses. The ability to fabricate reliable p-i-n junction solar cells and measure 

their quantum efficiencies at Boston University has limited progress in realizing this 

design. Through a potential collaboration with a solar cell focused group or time invested 

at Harvard CNS, this project could potentially be moved forward. 
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As these structures' diffuse rotationally symmetric Fourier space make them ideal 

for in-plane coupling, it also makes them a highly efficient geometry for light extraction. 

Using GA-spiral geometries, we have already demonstrated the enhanced omnidirectional 

light extraction and coupling of 1.55 )lm radiation using optically pumped light emitting 

materials (Lawrence, Trevino and Dal Negro, 2012). The next logical step in this line of 

research is to incorporate Vogel spiral arrays (plasmonic or dielectric) into electrically 

pumped light emitting diodes. The engineerability of the spiral Fourier space allows for 

this to be possible at wavelengths ranging from the UV to the NIR. 

In conclusion, the ability to generate scattered radiation with programmable OAM 

sequences is a property of Vogel spirals that has a vast application space. With our 

colleagues in Prof. Sergienko's laboratory here at Boston University, we have proposed 

the use of Vogel spiral arrays as a unique type of entangled-photon source, as well as a 

entangled quantum key distribution protocol for efficiently sharing keys (Simon et al., 

2013). The experimental demonstration of this protocol should continue to be highly 

pursued. Additional device applications within the fields of secure optical 

communication, classical cryptography, and quantum cryptography should also be 

explored. 
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