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Abstract

The deposition of ultrasonic energy in tissue can cause tissue damage due to local heating. For pressures above a critical threshold, cavitation will occur in tissue and bubbles will be created. These oscillating bubbles can induce a much larger thermal energy deposition in the local region. Traditionally, clinicians and researchers have not exploited this bubble-enhanced heating since cavitation behavior is erratic and very difficult to control.

The present work is an attempt to control and utilize this bubble-enhanced heating. First, by applying appropriate bubble dynamic models, limits on the asymptotic bubble size distribution are obtained for different driving pressures at 1 MHz. The size distributions are bounded by two thresholds: the bubble shape instability threshold and the rectified diffusion threshold. The growth rate of bubbles in this region is also given, and the resulting time evolution of the heating in a given insonation scenario is modeled. In addition, some experimental results have been obtained to investigate the bubble-enhanced heating in an agar and graphite based tissue-mimicking material. Heating as a function of dissolved gas concentrations in the tissue phantom is investigated. Bubble-based contrast agents are introduced to investigate the effect on the bubble-enhanced heating, and to control the initial bubble size distribution.
The mechanisms of cavitation-related bubble heating are investigated, and a heating model is established using our understanding of the bubble dynamics. By fitting appropriate bubble densities in the ultrasound field, the peak temperature changes are simulated. The results for required bubble density are given. Finally, a simple bubbly liquid model is presented to estimate the shielding effects which may be important even for low void fraction during high intensity focused ultrasound (HIFU) treatment.
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Chapter 1
Introduction

1.1 Background and motivation

Sound is a wave phenomenon. In the present usage, the term “sound” implies not only the phenomena in air responsible for the sensation of hearing, but also whatever else is governed by analogous physical principles [1]. Sound which can be heard by the human ear has a frequency of about 5-20000 Hz. Neither higher nor lower frequency sound can be heard by our ears. Propagating pressure vibrations are called infrasound when the sound frequency is lower than 5 Hz and ultrasound when the frequency is higher than 20000 Hz. Ultrasound has several unique advantages in modern medicine, such as low cost, noninvasive, etc. Ultrasound diagnosis and therapy are two of the critical applications for scientists in this area. Ultrasound diagnosis involves imaging techniques, including traditional fundamental frequency imaging and Doppler imaging, as well as novel imaging techniques in development, such as subharmonic and higher harmonic imaging. In some complex situations, micro-bubble based contrast agents may be used to get clear images [2]. Compared to the routinely used ultrasound imaging techniques, ultrasound therapy is still in development [3][4][5][6]. Unlike ultrasound diagnosis, which usually has no effect on tissue, ultrasound therapy is a technique that utilities the high intensity energy carried by ultrasound to damage the tissue in a certain region. Compared to traditional therapy methods, ultrasound therapy has a big advantage: it is noninvasive. Also compared to other noninvasive methods, ultrasound therapy is free of ionizing radiation, low cost and easy to operate. All of these make ultrasound therapy very attractive to clinicians.
In general, ultrasound absorption is the basic heating mechanism for ultrasound. Human tissue is a dissipative material, and energy carried by ultrasound will be dissipated in human tissue when ultrasound propagates through the tissue. A temperature rise in the local area will be induced [7][8][9]. This local temperature rise can be used to achieve therapeutic purposes. To induce the desired temperature rise, high intensity ultrasound is required. To achieve high intensity while maintaining the noninvasive character, a focused ultrasound source is used, which was first introduced by Lynn et al. [10][11] Low intensity ultrasound is generated at the surface of the transducer, and the rays of sound are focused either mechanically or electronically at the focal region. The whole mechanism is similar to using a magnifying glass to produce a hot spot of sunlight. Therefore, out of the focal region, the sound intensity is low and not harmful to the tissue. High intensity is obtained only in the focal region.

When High Intensity Focused Ultrasound (HIFU) is applied to tissue, the temperature rise caused by ultrasound can be predicted by the Bioheat Transfer Equation (BHTE) [12] which is presented below in axially symmetric form:

\[
\frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial z^2} - \frac{\rho C}{\kappa} \frac{\partial T}{\partial t} + Q = 0
\]  

where \( T \) is the temperature, \( \rho \) the density of tissue, \( C \) the heat capacity of tissue, \( \kappa \) the thermal conductivity of tissue, \( r \) and \( z \) are the radial and axial location respectively, and \( Q \) is the power deposition per unit volume and a function of time and location, which can be related to the sound field with [1]

\[
Q = \frac{2\alpha}{\rho c \omega^2} \left( \frac{\partial p}{\partial t} \right)^2
\]

for a plane wave of constant angular frequency, where \( \alpha \) is the absorption coefficient, \( c \) is the sound speed, \( \omega \) is the driving frequency and \( p \) is the sound pressure. This model yields good
predictions at low intensity ultrasound if the sound properties of tissues can be measured precisely [13]. In reality, tissues are complex mixtures of many proteins and living cells, so the determination of the sound properties may become very complicated.

Another problem related to ultrasound therapy is cavitation, which may happen when high intensity ultrasound is used. Cavitation is usually induced by the negative pressure swing of the ultrasound field. A mechanical index is usually used to indicate the relative likelihood of adverse bioeffects during exposure to ultrasound [14]. During the tension phase of the ultrasound field, the existing cavitation nuclei (usually stabilized gas pockets [15]) grow and become oscillating micro-bubbles, which will change the local sound properties and cause the redistribution of the sound field. The occurrence of cavitation has a threshold value and this is one of the main features of cavitation heating in ultrasound therapy. The temperature field is going to change as well due to the redistribution of the sound field. Figure 1.1 is an example of the measured peak temperature in a tissue phantom with an ultrasound frequency of 1 MHz. For the temperature measurement, one can find the details in Chapter 4. The x-axis is the peak negative focal pressure amplitude. (Throughout this dissertation, unless otherwise indicated, all the pressures we will refer to are negative pressures). In Figure 1.1, at low driving pressures, the peak temperature rises are very smooth and has relatively small error-bars. When the driving pressure increases to around 2.3 MPa, erratic temperature jump is observed, and the temperature measurement becomes less repeatable. As the driving pressure further increases, a large peak temperature jump is observed with corresponding large error-bars. Finally, the peak temperatures drop again at even higher pressures. In this measurement, the temperature jump corresponds to the inertial cavitation threshold. One observes a significant peak temperature rise after cavitation occurs. The eventual peak temperature drop is due to the shielding effect of cavitation, which will
be discussed in Chapter 5. From this example, the features of heating behavior when cavitation is present can be summarized as:

1. Threshold dependent;
2. Erratic heating (large error bars);
3. High peak temperature rise;
4. Shielding effect at high driving pressures.

None of these features can be easily explained just by equation 1.1 and 1.2. Some researchers tried to explain this behavior by using nonlinear sound propagation models [16][17][18] or taking account the change of the sound properties in tissue at different temperatures [19]. They can not, however, explain all the features we mentioned above. Cavitation becomes the only possible mechanism to explain this phenomenon. New models are needed to understand and predict this phenomenon as ultrasound becomes a more and more powerful and widely used therapeutic tool all over the world.

Most often, ultrasonic cavitation is considered dangerous and should be avoided [20] in clinical use due to the erratic behavior of cavitation, with a few exceptions [21][22]. However, this physical phenomenon has the potential to improve ultrasound therapy. The presence of micro-bubbles in the target region can improve the efficiency of ultrasound therapy as well as aiding imaging. All of these considerations motivated the current work as an effort towards understanding bubble-enhanced heating and improving ultrasound therapy.

1.2 Review of literature

Scientists have been researching ultrasound therapy for over 70 years. The initial work on the application of high intensity ultrasound to problems in medicine dates back to the 1920s and 30s. Biological, physical and chemical effects due to high intensity ultrasound were reported in
the early days [23][24][25][26][27]. Since then, many experiments have showed that cavitation plays a big role during lesion formation above a threshold pressure. Most of the early work was carried out by Fry et al. at the University of Illinois [28][29][30][31][32]. They reported cavitation activity in frog and cat brain. Lele and co-workers [33] observed bubble-enhanced heating and boiling when cavitation was present. Their results also included the measurement of the acoustic emission from the samples. From the subharmonic and broadband noise emission detected, they concluded that of the boiling or screening is due to the presence of cavitation. Hynynen [34] implemented an in vivo experiment in dog thigh muscle. 1-s CW tone bursts were used at frequencies ranging from 0.246 MHz to 1.68 MHz and a range of pressures. The temperature was measured by a single thermocouple and cavitation was monitored by a focused ultrasound transducer hydrophone with a resonant frequency 0.5 MHz. He found a threshold for thermally significant cavitation, which is indicated by a significant increase in temperature, a loss of smooth temperature rise during the insonation and a significant reduction in the acoustic power transmitted through the tissue. He concluded, however, it was unlikely that the present diagnostic ultrasound units which operated at high frequency and in pulsed mode could cause cavitation in tissues. Clark and ter Haar [35] observed an enhanced heating and sometimes suppressed heating ex vivo in liver and dog prostate. They found at high power level, the temperature rise can cause a local change in tissue properties. This change acts like a barrier to ultrasound energy and may induce a significant temperature rise. They claimed that the barrier could be due simply to an increase in attenuation resulting from denaturization (Bush et al.[19]) or it could be a result of bubbles forming near the focus. They also reported a few bubbles were seen sometimes in the lesions on dissection. Miller and Gies [36] observed indirect evidence for bubble-enhanced heating on mouse intestine. They saw evidence for a high temperature rise and the presence of
bubbles, but they concluded that heating and cavitation appeared to have largely independent roles in vascular bioeffects on mouse intestine.

A hyperechoic region which was speculated to be bubbles has been seen at the HIFU treatment site immediately after HIFU [29][37][38]. Several groups detected subharmonic signals from which they deduced bubbles existed in the hyperechoic region. Vykhodtseva et al. [39] also suggested a potential for cavitation-based ultrasound therapy. Watmough et al. [40] observed enhanced heating in the presence of bubbles artificially introduced via a porous solid inclusion in a gel. Evidence for ultrasonically induced cavitation related heating was also reported by Sanghvi et al.[41] and ter Haar et al. [42].

More recently Bailey et al. [43] studied the effect of overpressure on focused ultrasound lesion shapes in vitro. They found at high intensity levels, lesions formed with no overpressure were tadpole-shaped, but lesions formed with high overpressure remained cigar-shaped. They concluded this result supported the hypothesis that bubbles contributed to the tadpole-shaped lesion distribution.

Holt and Roy [44] observed bubble-enhanced heating in an agar-based tissue-mimicking phantom from focused, MHz-frequency ultrasound. Their findings were characterized by a threshold dependence and erratic heating above the threshold. They concluded the presence of bubbles was the only possible explanation. They also discussed mechanisms for bubble-enhanced heating, including viscous dissipation from bubble oscillations and absorption of the sound emitted by oscillating bubbles. Quantitative estimates for single bubble thermal powers were on the order of 10 mW, compared with ~ 1W from the primary absorption.

Hilgenfeldt et al. [45][46] modeled the energy deposited from bubbles of μm-size and driven by diagnostic ultrasound pulses. They considered the effect of viscous dissipation and acoustic emissions from bubbles. They reported that the strong absorption of the radiation results
in a temperature rise as high as 100 K for driving pressure around 3 MPa at a distance of 1 µm from the bubble surface. Chavrier et al. [47] investigated the emissions from bubbles and the resulting absorption of the sound; a “global attenuation coefficient” is used in their energy equation to account for the presence of the bubble-enhanced heating.

Edson [48] extended the work of Holt and Roy [44] in his Ph. D dissertation. He also used an agar-based phantom, and he used a passive cavitation detector (PCD) to monitor the presence of bubbles. His experimental results showed that the PCD detected (primarily inertial) cavitation and coincided with enhanced heating. In addition, he calculated the bubble-related power deposition in a reasonable parameter space, and, by estimating the bubble numbers in the gel to be on the order of 10-100, he could predict the observed temperature rise in a tissue-mimicking phantom.

Micro-bubble based contrast agents are often used in medicine. Although in most cases the use of contrast agents is for imaging purposes, the bioeffects induced by these micro-bubble sometimes can not be ignored [49][50][51][52]. Wu studied the heating due to a kind of contrast agent using a disk model [53]. Fujishiro et al. [54] investigated the enhanced tissue damage due to micro-bubble based contrast agents in a beef liver. They reported an increase in the measured temperature rise by a factor of 1.7 in the presence of a micro-bubble based contrast agents, as compared to control samples. The authors concluded that contrast agents could be used to enhance the thermal effect of ultrasound.

Acoustically induced cavitation also plays a role in hemostasis [55]. Poliachik et al. [56] investigated the effect of HIFU on platelet activation, aggregation and adhesion to a collagen-coated surface. They found a substantial correlation ($r^2=0.76$) between aggregation and cavitation occurrence. Noble et al. [57] drew the same conclusion in a study of spleen hemostasis using HIFU.
The study of micro-bubbles has become an “old subject”, and one may refer to *The Acoustic Bubble* [15] for a review of the early and linear theories. Lord Rayleigh [58] derived the first equation to explain the collapse of a steam cavity, which is now modified to account for surface tension, viscosity and compressibility of the surrounding medium and known as the Rayleigh-Plesset equation [15][59]. The Keller-Miksis equation [60][61] is another suitable radial equation which can better account for large amplitude oscillation of bubbles. All these bubble models assume a spherical shape bubble. Bubbles oscillating with sufficient amplitude may lose their spherical stability, and their surface evolution is governed by shape oscillation equations [62][63][64][65][66], which may result in break-up of the bubbles. The bubble equilibrium radius is determined by rectified diffusion [67][68] in the sound field. Growth through rectified diffusion has an important effect on bubble dynamics. Eller and Flynn [67] derived an expression for the rectified diffusion threshold; their growth rate results are valid when bubbles are at threshold conditions. Fyrillas and Szeri [69] developed another theory, and they get similar results as Eller and Flynn for the threshold conditions. Their results provide a better prediction for growth rates when bubbles are forced away from the threshold conditions. Shape stability and rectified diffusion will govern the evolution of possible bubble size distributions in HIFU treatment.

The tissue damage caused by cavitation may include mechanical damage and thermal damage [70]. Mechanical damage is caused by cavitation mechanical movement; especially when bubbles break up, the surrounding medium can be torn apart. Thermal damage is due to excess energy deposition when bubbles are present. The thermal energy deposition due to bubbles can be ascribed to three mechanisms: the heat from viscous losses, the bubble’s acoustic radiation which is then absorbed and heat conduction. Using a numerical model, we can calculate the heat from those three mechanisms. For μm size bubbles at MHz frequencies, and MPa driving pressures, most of the heat comes from radiation and viscosity [44][48]. Under the influence of external
acoustic pressure, bubbles will oscillate and as a result, generate heat due to the viscosity of the host medium. In addition, the oscillating bubble acts like a radiation sound source whose energy is absorbed by the medium. Which mechanism is dominant is related to the bubble motion, which in turn is dependent upon bubble size, acoustic and material parameters.

The nature of bubble motion gives rise to two broad classifications [71]: noninertial (or stable) and inertial cavitation activity. Noninertial bubbles can be identified by a relatively repetitive radial motion of the bubble wall, and the motion may last many cycles. For a liquid with the viscosity of water, Prosperetti’s results [72][73] indicated that the damping due to viscous dissipation is smaller than that of acoustic radiation for a superresonant bubble on the order of 10 microns at 1 MHz. (Superresonant bubbles are those bubbles which are larger than the size whose linear resonance frequency is 1 MHz, and we will refer to bubbles which are smaller than the resonant size as subresonant bubbles.) But in the parameter range of importance in the present study, the contribution of viscous dissipation may become more important due to the large viscosity value in the phantom (Edson [48]). Inertial cavitation is marked by an explosive bubble growth followed by a violent collapse. The motion is nonlinear and will not last many cycles or even one cycle. Inertial cavitation occurs at higher acoustic pressures than noninertial cavitation for a given equilibrium radius and liquid properties. At 1 MHz, for subresonant bubbles behaving inertially, radiation becomes more important than viscous dissipation as a means of thermal power deposition. This can be attributed to the broadband emission of sound at the collapse, and the fact that higher frequencies are more efficiently absorbed in tissue or tissue-mimicking materials.

However, to more accurately predict this temperature rise, one needs to know the threshold pressure for bubble oscillations and the time evolution of the bubble size distribution. The threshold tells us where the BHTE equation needs to be modified and the bubble size
distribution allows us to evaluate the heat contribution from bubbles. All the models discussed so far to account for bubble-enhanced heating (Chavrier et al. [47], Holt and Roy [44], Edson [48]) need to estimate the exact number and size of bubbles at the focal region to predict the temperature rise. Chavrier et al. assume different bubble densities to calculate the heating and use the viscosity of water. Edson set a range of 0.5µm to 50 µm for bubble size and 0.0005 kg/m-sec to 0.5 kg/m-sec for viscosity in order to capture all likely bubble behaviour. However, the actual bubble size parameter space may be much smaller than the one he used in his simulations since a much conserved estimate about the parameter space was used.

1.3 The goal of this research

The goal of this study is to investigate bubble dynamics in the HIFU regime, in order to understand the bubble-enhanced heating in a tissue-mimicking material. To begin, we will use a nonlinear bubble dynamics model to investigate the bubble oscillations in the HIFU regime. The goal for this theoretical effort is to place boundaries on the time-dependent bubble size distribution, which is determined by two threshold-dependent phenomena occurring for nonlinearly oscillating bubbles: shape instability and growth by rectified diffusion. The two thresholds will be calculated in this study, and the growth rate of bubbles is also calculated. Before we start to describe the theoretical model, we need to determine the viscosity of the tissue phantom we use. The viscosity has an important effect on the cavitation (Allen, Roy and Church, [74]). The tissue phantom we use exhibits viscoelastic properties, and the viscosity will be strain-rate dependent [44]. Here we will consider a range of viscosities and solve the bubble motion by assuming a Newtonian fluid. We chose the value of viscosity from 0.0005-0.5 kg/(m sec) and the bubble equilibrium radii we investigate are from 0.5-50 microns. From Edson’s experiment, we know the pressure threshold for the onset of bubbles in our tissue-mimicking phantom is about
1.8 MPa under 1 second insonation time. With this in mind, we will choose the acoustic amplitude to be 1 MPa, 1.5 MPa, 2.0 MPa, 2.5 MPa, and 3.0 MPa. This covers the entire range of acoustic amplitude used in Edson’s and Holt & Roy’s experiments. In this study, we will predict the possible bubble size distributions which will in turn bound predictions for bubble-enhanced heating. Also, the thermal energy deposition for these bubbles will be calculated. By assuming appropriate bubble densities and assuming no interaction between bubbles, we can match our simulation to the measurements.

The second part of this study consists of experimental investigations. Bubble-enhanced heating is a very complicated problem. Theoretical investigation alone is not enough to understand this complex problem since it is not quite clear what is really going on. The experimental evidence can serve as verification for the theories or instruct theorists to build a correct model. The experiments are conducted in a tissue-mimicking phantom. Tissue phantoms possess homogenous sound properties. A uniform tissue phantom can allow us to predict the primary sound field and focus on the effect of cavitation. In addition, the use of tissue phantoms is less expensive than in vivo experiments. We will present the bubble-enhanced heating results for different dissolved gas concentrations, and will include acoustic emission measurements. For some experiments, we used contrast agents to control the initial bubble size distribution in the tissue phantom. The peak temperature results are presented with and without contrast agents. Passive cavitation detector (PCD) experiments help us to distinguish inertial cavitation from noninertial cavitation. By matching the peak temperature rise in the measurements to our theoretical model, we can infer the bubble densities in the tissue phantoms.
Figure 1.1 An example of measured temperature rise by a thermocouple in a tissue phantom at frequency of 1 MHz for a 1-s CW tone burst insonation.
Chapter 2

Bubble Dynamics

Before we begin to discuss the problem of enhanced heating due to cavitation, it is important to understand the cavitation behavior in the regime where we are going to work. Bubble oscillations involve the interaction of two-phase fluids in which the bubble itself is a nonlinear oscillator. In the region of HIFU, the strong driving pressure applied to the bubble will result in strong nonlinearity, yielding at times period doubling and chaos. This chapter is devoted to bubble dynamics encountered in HIFU applications. Numerous pioneers have made significant contributions to bubble dynamics in general, and a whole set of theories about bubbles has been developed. No new theory is going to be developed in this chapter. An existing bubble dynamic theory is going to be chosen to investigate the strong nonlinear oscillations of bubbles in our current working regime. The frequency we are going to use is 1 MHz, which is the same as we are going to use in our experiments. A Newtonian fluid bubble dynamic model is assumed. The tissue phantom actually is a viscoelastic material, which has a shear strain rate dependent viscosity. However, the Newtonian fluid assumption simplifies the problem greatly. We integrate the Newtonian model over a large viscosity range, from 0.001 kg/m/s to 0.5 kg/m/s. The choice of a large range of viscosity is to supplement this Newtonian fluid assumption since in reality the real viscosity is covered by this range. Only spherical oscillation is considered for stable oscillating bubbles in our simulation. Nonspherical shape oscillations will either cause the bubble to break up or be suppressed and finally decay away. Two important thresholds are going to be presented in this chapter: one is the bubble shape instability threshold, which determines whether
the oscillation of a spherical bubble is going to be stable; the other is the rectified diffusion threshold, which determines the bubble equilibrium radius and whether bubbles are going to grow or dissolve. Taken together, these two thresholds together will define an allowed bubble size distribution region. The bubble growth rate also will be calculated in this region, and will be important to the cavitation-related heating in later chapters.

2.1. Radial Motion equation

For a spherical bubble, the dimension of a bubble depends on the bubble radius. The task of bubble dynamics is to determine how the radius changes in response to the applied pressure. Several bubble models with spherical symmetry have been developed since 1917 which Lord Rayleigh [58] published the first theory to deal with cavitation in an inviscid, incompressible liquid. After that, models which could account for viscosity and the compressibility of a Newtonian liquid were developed. A discussion of the effect of different models on our results is presented in Appendix A.

Throughout this work, the radial equation of motion we use is the so-called Keller-Miksis equation which was first derived by Keller and Miksis in 1980 [60][61], and has the form,

\[
\left(1 - \frac{\dot{R}}{c_L}\right) R \ddot{R} + \frac{3}{2} \left(1 - \frac{1}{3} \frac{\dot{R}}{c_L}\right) \dot{R}^2 = \frac{1}{\rho} \left(1 + \frac{\dot{R}}{c_L} + \frac{R}{c_L} \frac{d}{dt} \right) p_B - \frac{1}{\rho} \left(1 + \frac{\dot{R}}{c_L}\right) \left(p_\infty - p_s \left(t + \frac{R}{c_L}\right)\right)
\]

where dots denote time derivatives, \( R \) is the bubble radius, \( c_L \) is the speed in the surrounding medium, \( \rho \) is the density of surrounding medium, \( p_\infty \) is the ambient pressure, \( p_s(t) \) is the applied acoustic field pressure and \( p_B \) is the pressure on the surrounding medium side of the interface between the medium and the bubble. \( p_B \) is related to the internal pressure \( p \) of bubble by the following formula:
\[ p = p_B + \frac{2\sigma}{R} + 4\mu \frac{\dot{R}}{R} \]  \hspace{1cm} (2.2)

where \( \sigma \) is the surface tension coefficient, and \( \mu \) the shear dynamic viscosity. The sound field we chose in this study is sinusoidal:

\[ p_s(t) = p_a \cos \omega t \]  \hspace{1cm} (2.3)

with \( p_a \) the acoustic amplitude and \( \omega \) the driving angular frequency. Our model is not limited to sinusoidal forcing, but experimental [44] and numerical [48] results show that with our experimental material parameters, all sound fields are very weakly nonlinear at most, therefore the harmonics of \( \omega \) are unimportant.

**Internal pressure**

To solve the above radial equation, the internal pressure of bubble is needed. An ideal gas law is often assumed for the behavior of the internal gas of bubble and then a polytropic relation between the internal pressure and the radius of bubble is used in many studies. This has the following form,

\[ \frac{p}{p_0} = \left( \frac{R_0}{R} \right)^\eta , \]  \hspace{1cm} (2.4)

where \( \eta \) is the polytropic index and \( p_0 \) is the pressure inside the bubble at equilibrium. The use of the polytropic relation requires knowledge of the polytropic index \( \eta \), for air which is 1 if the oscillations are isothermal and 1.4 if they are adiabatic, and otherwise some value in between. The temperature and the pressure inside the bubble are assumed to be uniform. The limiting cases of isothermal or adiabatic oscillations are seldom true for a real oscillating bubble. Prosperetti *et al.* [75] suggested a new model to better account for the thermal damping. They solved for a nonuniform temperature distribution inside the bubble with the temperature at the bubble wall the
ambient temperature. The results from this model showed good agreement with experimental results in a single bubble sonoluminescence study [65][76][77][78].

**Prosperetti’s internal pressure model**

A model for the internal pressure of the bubble is described in detail in Prosperetti et al.[75], Kamath et al. [79]. This model accounts for heat transport by convection and conduction to and from the surrounding medium. The model was derived by assuming an ideal gas and spatial uniformity of the gas pressure inside the bubble. The internal pressure $p$ can be found by integrating:

$$\dot{p} = \frac{3}{R} \left[ (\gamma - 1) K \frac{\partial T}{\partial r} - \gamma p R \right]$$  \hspace{1cm} \text{(2.5)}

where $\gamma$ is the ratio of the specific heats of the gas and $K$ is the gas thermal conductivity. The gas temperature field $T(r,t)$ is obtained from

$$\frac{\gamma}{\gamma - 1} \frac{p}{T} \left( \frac{\partial T}{\partial t} + \nu \frac{\partial T}{\partial r} \right) = \dot{p} + \frac{1}{r^2} \frac{\partial}{\partial r} \left( \kappa r^2 \frac{\partial T}{\partial r} \right)$$  \hspace{1cm} \text{(2.6)}

with

$$\nu = \frac{1}{\gamma p} \left[ (\gamma - 1) K \frac{\partial T}{\partial r} - \frac{1}{3} r \dot{p} \right]$$  \hspace{1cm} \text{(2.7)}

where $\nu$ is the radial velocity of the gas inside of the bubble. The temperature boundary condition for a relatively cold liquid, such as water at normal ambient temperature, is,

$$T[r = R(t),t] = T_\infty,$$  \hspace{1cm} \text{(2.8)}

where $T_\infty$ is the undisturbed liquid temperature.

**Numerical method developed by Kamath and Prosperetti**

The solution of this set of equations of motion (2.5)-(2.8) requires numerical integration. Kamath and Prosperetti developed a Galerkin spectral method [79] which we are going to use in
this work and be described following. For numerical work, it is convenient to use the following transformation.

\[ y = r/R(t) \]  \hspace{1cm} (2.9)

\[ \tau = \int_{T_0}^{T} K(\theta) d\theta . \]  \hspace{1cm} (2.10)

For the thermal conductivity, a linear relation \( K(T) = AT + B \) is used, with numerical values \( A = 5.528 \times 10^{-5} \) W/m K\(^2\) and \( B = 0.01165 \) W/m K\(^2\) for air in the range 200K-3000K and \( A = 3.2 \times 10^{-5} \) W/mK\(^2\) and \( B = 0.009 \) W/mK\(^2\) for argon (Hao et al. [65]). The following nondimensional variables are defined,

\[ R = R_0 / r_0 \text{, } t = t_0 / \omega \text{, } p = p_0 / p_\infty \text{, } T = T_\infty / T_0 \text{, } \tau = D_0 / p_0 \text{, } D = D_0 / D_\infty \]  \hspace{1cm} (2.11)

\( R_0 \) and \( p_0 \) are the values of radius and internal pressure at equilibrium,

\[ p_0 = 2\sigma / R_0 + p_\infty , \]  \hspace{1cm} (2.12)

\( p_\infty \) is the ambient pressure, \( \omega \) is the frequency and \( D_0 \) is the equilibrium value of thermal diffusivity which for a perfect gas, is given by,

\[ D_0 = [(\gamma - 1) / \gamma] \frac{K(T) T / p}{p} . \]  \hspace{1cm} (2.13)

With these new variables, the pressure and temperature equations have the following form, where asterisks are omitted for clarity:

\[ p' = \frac{3}{R} \left( \frac{\gamma - 1}{R} \frac{\partial^2 \tau}{\partial y^2} \right) \]  \hspace{1cm} (2.14)

\[ \frac{\partial \tau}{\partial t} + \frac{\gamma - 1}{\gamma} \frac{\chi}{pR^2} \left( \frac{\partial \tau}{\partial y} \right) \frac{\partial \tau}{\partial y} \bigg|_{y=1} \frac{\partial \tau}{\partial y} - Dp' = \frac{\chi D}{R^2} \nabla^2 \tau \]

where "'" means derivative with respect to dimensionless time and,

\[ \overline{U} = R' \]  \hspace{1cm} (2.15)

The parameter \( \chi \) is defined by
\[ \chi = \frac{D_0}{\omega R_0^2} \]  

(2.16)

which is the square if the ratio of the thermal diffusion length to the bubble radius. Small values of \( \chi \) correspond to a nearly adiabatic bubble, while large values of \( \chi \) indicate a nearly isothermal behavior of the gas.

In terms of \( \tau \), the boundary condition (9) becomes,

\[ \tau(1, \tau) = 0 \]  

(2.17)

With the linear relation used for the thermal conductivity, the dimensionless temperature \( T \) is,

\[ T = \left( \frac{1}{\alpha} \right) \left( 1 + 2\left[ (\gamma - 1)/\gamma \right] \alpha \tau \right) \left( \frac{1}{2} + \alpha - 1 \right) \]  

(2.18)

and

\[ D = \left( \frac{1}{p} \right) \left[ \alpha T^2 + (1 - \alpha)T \right] \]  

(2.19)

where \( \alpha = AT_\infty / K(T_\infty) \).

With these new variables and omitting asterisks, the radial equation becomes,

\[
\left( 1 - \frac{\bar{U}}{c_s} + \frac{Z M}{R c_s} \right) R U' + \frac{3}{2} \left( 1 - \frac{\bar{U}}{3c_s} - \frac{2ZM}{3Rc_s} \right) R^2 U^2 = Z \left[ \left( 1 + \frac{\bar{U}}{c_s} \right) \left( p - p_c \left( t + \frac{R}{c_s} \right) \right) - \frac{W + M \bar{U}}{R} \right] \\
+ \frac{R}{c_s} \left( p' + \frac{W \bar{U}}{R^2} \right) 
\]

(2.20)

where,

\[ Z = \frac{p_0}{\rho \omega^2 R^2}, \quad W = \frac{2\sigma}{R_0 P_0}, \quad M = \frac{4\mu \omega}{p_0}, \quad c_s = \frac{c_L}{\omega R_0} \]  

(2.21)

Kamath et al. [79] used the Galerkin spectral method to solve this problem. To apply the Galerkin spectral method, the temperature terms are expanded in terms of Chebyshev polynomials,
\[ \tau_N = \sum_{k=1}^{N} a_k (t) \phi_k (y) \]  

(2.22)

where \( a_k \) are the coefficients of the expansion, \( \phi_k \) are the shifted Chebyshev polynomials [80],

\[ \phi_n = T_{2n} - T_0, \]  

(2.23)

and \( T_n \) are the Chebyshev polynomials. With these basis functions, the temperature equation reduces to,

\[ \sum_{n=1}^{N} (\phi_k, \phi_n) \frac{da_n}{dt} = (\phi_k, N(\tau_N)) + \frac{\gamma - 1}{\gamma} \frac{p \omega^{2}}{R^2} \frac{\partial \tau}{\partial y} \bigg|_{y=1} \left( \phi_k, L \tau_N \right), \]  

(2.24)

for \( k = 1, 2, \ldots, N \), where \((\ , \ )\) indicates the scalar product and

\[ L \tau_N = y \frac{\partial \tau_N}{\partial y}, \]  

(2.25)

Furthermore,

\[ (\phi_k, N(\tau_N)) = 2 \sum_{j=1}^{N} \omega_j \phi_k (y_j) \]

\[ \times \left\{ \frac{\gamma - 1}{\gamma} \left( \frac{\partial \tau_N}{\partial y} \right)_{y=y_j} \right\} \]

\[ \int \phi_k (y) \phi_m (y) \frac{1}{\sqrt{1 - y^2}} \, dy = \frac{\pi}{2} \delta_{mn} + \pi \]  

(2.26)

(2.27)

and

\[ \int \phi_n (y) \phi_m (y) \frac{1}{\sqrt{1 - y^2}} \, dy = \frac{\pi}{2} \delta_{mn} + \pi \]  

(2.28)

where \( e_n \) and \( d_n \) are given in the Appendix in the paper of Kamath et al. [79]
\[ e_n = 4 \sum_{k=n}^{N} ka_k \]  
\hspace{1cm} (2.29)

and

\[ d_n = b_n + 2g_n \]  
\hspace{1cm} (2.30)

where

\[ \nabla^2 \tau = \frac{\partial^2 \tau}{\partial y^2} + \frac{2}{y} \frac{\partial \tau}{\partial y} = \sum_{n=0}^{N} b_n T_{2n} + 2 \sum_{n=0}^{N} g_n T_{2n} \]  
\hspace{1cm} (2.31)

and

\[ f_n g_n = 8 \sum_{k=n+1}^{N} ka_k, \]  
\hspace{1cm} (2.32)

\[ f_n b_n - b_{n+1} = 2(2n + 1) e_{n+1}, \]  
\hspace{1cm} (2.33)

and \( b_N = 0 \). Here,

\[ f_n = \begin{cases} 0 & \text{if } n < 0, \\ 2 & \text{if } n = 0, \\ 1 & \text{if } n \geq 1. \end{cases} \]

If we set

\[ y \frac{\partial \tau_N}{\partial y} = \sum_{n=0}^{N} c_n T_{2n}, \]  
\hspace{1cm} (2.34)

then,

\[ (\phi_k, L \tau_N) = (\pi/2)(c_k - 2c_0), \]  
\hspace{1cm} (2.35)

where

\[ c_k = \frac{1}{2} (f_k e_k + e_{k+1}). \]

In the numerical integral, the Gauss points \( y_j \) and weights \( \omega_j \) can be chosen as

\[ y_j = \cos[\pi (2j - 1)/4N], \quad \omega_j = \pi/2N \]  
\hspace{1cm} (2.36)
for $j=1,2,\ldots, N$.

All derivatives have been described in detail by Prosperetti et al. [75] and Kamath et al. [79]. With the above transformation, the original partial differential equation (PDE) will be reduced to a set of ordinary differential equations (ODEs). The ODE solver ODE15s in MATLAB was used to solve the resulting set of ODEs. A relative error tolerance of 1e-6 and an absolute error tolerance of 1e-7 are used in the simulation to assure the convergence of the solution. The results for different tolerances are shown in Figure 2.1.

2.2 Stability of the spherical bubble

An oscillating spherical bubble can also develop shape oscillations. An instability to wavy surface perturbations will cause shape oscillations of a spherical bubble. Plesset [62], Eller et al. [81], Prosperetti [64], Hilgenfeldt et al. [66] and Hao et al. [65] have modeled the stability of a spherical surface using spherical harmonics to describe the perturbations. Consider a small axisymmetric distortion of the spherical interface $R(t)$,

$$r = R(t) + a_n(t)P_n(\theta)$$  \hspace{1cm} (2.37)

where $P_n$ is the Legendre polynomial of degree $n$, $a_n(t)$ is the amplitude. The shape distortion consists of a superposition of surface oscillations whose amplitudes are given by $a_n(t)$. The problem is to determine how the $a_n(t)$ behave.

Holt and Gaitan [82] and Gaitan and Holt [83] have reported experimental observations of the onset of shape instability for a bubble in water. A comparison of those experimental results with predictions (Hao and Prosperetti [65]; Prosperetti and Hao [78]) shows quantitative agreement regarding mode $n$ observed and dependence on bubble size for all models of bubble oscillation. The degree of quantitative agreement increases with increasing model accuracy in both the radial equation and the shape-mode coefficient equations (By using a lower tolerance,
we actually got better agreement than Hao and Prosperetti). For the radial mode used in the present dissertation, and with the following approximation, Hao & Prosperetti document that good quantitative agreement can be expected in the single bubble sonoluminescence range, where the driving frequency is around 20 kHz and driving pressure is 0.8-1.4 atm. The equation governing the time evolution of the $a_n(t)$ is:

$$\ddot{a}_n + B_n(t)\dot{a}_n - A_n(t)a_n = 0$$

(2.38)

with

$$A_n(t) = (n - 1)\frac{\ddot{R}}{R} - \beta_n\frac{\sigma}{\rho R^3} + \frac{2\nu\dot{R}}{R^3}\left[ -\beta_n + n(n + 2)(n - 1)\frac{1}{1 + 2\delta/R} \right]$$

(2.39)

$$B_n(t) = \frac{3\ddot{R}}{R} + \frac{2\nu}{R^3}\left[ -\beta_n + \frac{n(n + 2)^2}{1 + 2\delta/R} \right]$$

(2.40)

where $\beta_n = (n - 1)(n + 1)(n + 2)$, $\nu$ is the kinematic viscosity, $a_n$ is the amplitude of the $n$-th surface mode, and the boundary layer thickness $\delta$ is approximated by (Prosperetti, [63], Brenner et. al. [84], Hilgenfeldt et al [66])

$$\delta = \min\left(\frac{\nu}{\omega}, \frac{R}{2n}\right)$$

(2.41)

$R(t)$ is obtained from the numerical solution of the equation of motion (2.1). The ordinary differential equation (2.38) can then be solved numerically using numerical values of $R$, $\dot{R}$, and $\ddot{R}$ from (2.1).

A suitable method for investigating parametric instability for periodic solutions is Floquet analysis (Nayfeh and Mook, [85]). Parametric instability occurs whenever the magnitude of the maximal eigenvalue of the Floquet transition matrix $F_n(t)$ of Equation (2.38) is larger than one. The Floquet transition matrix is defined by
\[
\begin{pmatrix}
a_n(T_p)
\end{pmatrix}
= F_n(T_p)
\begin{pmatrix}
a_n(0)
\end{pmatrix}
\text{ (2.42)}
\]

where \( T_p \) is the period. In our study, unfortunately, we found for some of the parameter regions that Floquet analysis cannot be applied because of chaotic oscillations of the bubble radial motion [86][87].

The chaotic range is from about 2 \( \mu \)m to more than 20 \( \mu \)m for our working space at 1 MHz, at the pressure range of 1 MPa-3 MPa. All the results presented here for bubble shape instability come from observing the \( R(t) \) curve and \( a_n(t) \) curves as they were calculated combined with Floquet analysis. In the chaotic region, a small fluctuation (<1 nm) is given as the initial distortion, and the following approximation criterion is used for instability:

\[
\max \left( \frac{|a_2(t)|}{R(t)} \right) \geq 1, \quad (2.43)
\]

We solve the \( R(t) \) curves for as many cycles as it takes to reach steady state, and observe the \( a_n(t) \) curves. For periodic bubble oscillation, we still use Floquet analysis as well as observe the \( R(t) \) and \( a_n(t) \) curves to monitor the Rayleigh-Taylor instability. Thus our results actually can account for both Rayleigh-Taylor instability (governed by the \( \dot{R} \) term in \( A_n \) (2.39)) and parametric instability (governed by the \( \ddot{R} \) term in \( B_n \) in (2.40)). We integrate the equation for a sufficient number of bubble oscillation cycles, e.g., 300 cycles for a 20-\( \mu \)m bubble, to see if the oscillation of the bubble is stable or unstable. The above method worked well for subresonant bubbles, which is bubbles whose sizes are less than the size \( R_{res} \) which would be resonant at the driving frequency (Linear \( R_{res} \) is about 3.3 \( \mu \)m for 1 MHz). For bubbles above the resonant size, the radial response becomes small and nearly linear. For this case, the mode which resonantly couples (\( \omega_n = \omega_j/2 \), i.e. 500 kHz) to the spherical oscillation will be the most unstable.
2.3 Rectified diffusion

The shape instability threshold is not enough to give us the bubble size. For a shape-stable bubble, its equilibrium radius may change because of rectified diffusion (Eller and Flynn [67]). In an acoustic field, bubbles may grow or shrink and give a larger or smaller contribution to bubble-enhanced heating, depending on the relative importance of the bubble damping mechanisms. The rectified diffusion threshold, at which the cycle-average diffusion of gas into bubbles is zero, may arrest the growth of some bubbles. Other bubbles may have a lower threshold, and so may grow until they reach the shape instability threshold and then break up into smaller bubbles; such bubbles may repeat the process of growth and subsequent break up.

A gas bubble will gradually dissolve (Epstein and Plesset [68]) and disappear as gas diffuses from the bubble into the surrounding liquid in the absence of a sound field due to the excess internal gas pressure required to balance the surface tension pressure of $2\sigma/R$. However, oscillations of the bubble caused by a sound field may cause “rectified diffusion”, that is, gas may enter the bubble during a cycle and cause the bubble to grow. There are two elements that contribute to the so-called rectified diffusion: an ‘area effect’ and a ‘shell effect’. While the bubble radius is less than the equilibrium radius, the gas pressure inside the bubble is greater than the equilibrium value and thus the gas will diffuse out of the bubble. Conversely, when the bubble radius is greater than the equilibrium radius, the gas inside is at a lower pressure than the equilibrium value and thus the gas diffuses from the liquid into the bubble interior. The net flow rate of gas, however, is not zero since the area of the bubble wall is different during the expansion and compression of the bubble. There will be a net influx of gas because the area of the bubble wall is larger during expansion. This is known as the area effect. The shell effect occurs because the rate of diffusion of gas in the liquid is proportional to the gradient of the concentration of the dissolved gas. As the bubble oscillates, a spherical shell of liquid surrounding the bubble will
change volume and so the gas concentration in that volume will also change. While the bubble expands, this shell becomes thinner and thus the gradient of the gas concentration will become higher. The rate of diffusion of gas into the bubble becomes higher. When the bubble contracts, the liquid shell becomes thicker and the gradient of gas concentration becomes smaller, and this will slow down the rate of diffusion of gas into the liquid from the bubble interior. These two effects combine to favor growth over dissolution for oscillating bubbles and give rise to the term “rectified diffusion” To give a complete description of the general diffusion problem for a gas bubble, we need an equation of motion, a diffusion equation and a heat-conduction equation in the bubble and the liquid.

2.3.1 Eller-Flynn’s solution

Eller and Flynn [67] developed a solution to the rectified diffusion problem. They started from Rayleigh-Plesset equation and the diffusion equation they used was Fick’s law of mass transfer,

\[
\frac{dc}{dt} + \nabla \cdot \mathbf{\nabla} c = D_g \nabla^2 c, \tag{2.44}
\]

where \( c \) is the concentration of gas in the liquid, \( \nabla \) is the velocity of the liquid at a point, and \( D_g \) is the diffusion constant. By assuming the temperature to be constant in time and uniform in space, they were able to eliminate the heat transfer equation. Under the assumption of a high-frequency limit, to first order, they obtained a solution to the equation (2.44):

\[
\frac{dn}{dt} = 4\pi R_0 D_g \left[ A + R_0 \left( \frac{B}{\pi D_g} \right) \right] c_s \left( \frac{c_i}{c_s} - \frac{A}{B} \right), \tag{2.45}
\]

with \( c_s = c_0 \left[ 1 + \left( 2\sigma / R_0 P_\infty \right) \right] \) and \( A = \frac{1}{T_b} \int_{0}^{T_b} \frac{R}{R_0} dt \quad B = \frac{1}{T_b} \int_{0}^{T_b} \left( \frac{R}{R_0} \right)^4 dt \),
where \( n \) is the number of moles of the gas inside the bubble, \( R \) is the bubble radius, \( R_0 \) is the equilibrium bubble radius, \( p_\infty \) is the ambient pressure in liquid, \( T_b \) is the bubble period, \( \sigma \) is the surface tension, \( c_g \) is the saturation gas concentration, and \( c_i \) is the gas concentration in the liquid.

As mentioned previously, the rectified diffusion threshold pressure is the point at which the average diffusion is zero. If the driving frequency is high enough so that the dimensionless quantity \( (D_g/\omega)^{1/2}/R_0 \) is much less than unity (Eller and Flynn [67]), for a given gas concentration \( c_i \) in the liquid, the threshold is given by

\[
\frac{c_i}{c_0} = \left[ 1 + \frac{2\sigma}{R_0 p_0} \right] \frac{A}{B}
\]  

(2.46)

The bubble radius, \( R(t) \) in (2.1) comes from the numerical solution of the equation of motion. \( R(t) \) is solved numerically and substitutes into the above formula to get the threshold pressure. This allows the treatment of fully nonlinear motion.

2.3.2 Fyrillas-Szeri’s solution

Our results so far suggest that bubble activity in our parameter space may be characterized as a process in which bubbles grow, break up, and then grow and break up again, or stay at a constant \( R_0 \). To investigate time-dependent bubble activity, we need to know how fast (or how slowly) bubbles grow. We can then predict the time evolution of an initial bubble size distribution, and then predict the temporal evolution of the bubble enhanced heating.

The well known theory by Eller and Flynn [67] has been investigated by many researchers. Crum [88] reports an extension to the threshold theory of Eller & Flynn, and experimental results of bubble growth rates away from threshold that far exceed the theoretical predictions. Numerical solutions of the convection-diffusion equation for the dissolved gas in the liquid are reported by Kamath and Prosperetti [89]. They claimed that away from saturation
condition, the theory of Eller and Flynn tends to over-predict the threshold driving pressure and under-predict the growth rate. In a 1994 paper, Fyrillas and Szeri [69] developed a new theory by the method of perturbation. Their method is described below.

Again, we start from the convection-diffusion equation. In spherical polar coordinates, the convection-diffusion equation is written as,

\[
\frac{\partial c}{\partial t} + \frac{R^2(t)\dot{R}(t)}{r^2}\frac{\partial c}{\partial r} = \frac{D_g}{r^2}\frac{\partial}{\partial r} \left( r^2 \frac{\partial c}{\partial r} \right) \tag{2.47}
\]

where \( c \) is the mass fraction of the gas dissolved in the liquid, \( t \) is time, \( R(t) \) is the time-dependent bubble radius, \( \dot{R} \) is the bubble wall velocity, and \( D_g \) is the diffusivity of the gas in the liquid.

The boundary condition at the bubble surface is developed by Henry’s law,

\[
c(r = R(t), t) = \frac{p_g}{k} \tag{2.48}
\]

where \( p_g \) is the partial pressure of the gas and \( k \) is the Henry’s law constant. The initial condition and the far field conditions are

\[
c(r, t = 0) = c(r \to \infty, t) = c_i \tag{2.49}
\]

\( c_i \) is the gas concentration in the undisturbed liquid.

The rate of transport of gas across the bubble interface is

\[
\frac{dm_G}{dt} = 4\pi R^2 D_g \frac{\partial c(r = R(t), t)}{\partial R} \tag{2.50}
\]

where \( m_G \) is the mass of the gas in the bubble.

Fyrillas and Szeri used a perturbation method and split the concentration field into two time scales: Fast time, which stands for the oscillation of the concentration field and has a zero time average value; Slow time, which stands for a smooth part of concentration changing slowly with the slow diffusion process. We adopt their work in the following. To start the splitting, following others (Eller and Flynn [67]), first, a convenient new nonlinear time \( \hat{t} \) is defined as,
\[ \hat{\tau}(\tau) \equiv \int_{0}^{\pi} x^4(\theta) d\theta; \quad (2.51) \]

The average of any quantities \( f(U, \tau) \) is,

\[ \langle f(U, \tau) \rangle_{\hat{\tau}} = \frac{1}{\hat{\tau}(T)} \int_{0}^{\hat{\tau}(T)} f(U, \hat{\tau}) d\hat{\tau} = \frac{1}{\int_{0}^{T} x^4(\tau) d\tau} \int_{0}^{T} f(U, \tau) x^4(\tau) d\tau, \quad (2.52) \]

where \( T \) is the dimensionless period of bubble oscillation, \( \tau \) is the dimensionless time defined as \( t = \tau / \omega_0 \), \( \omega_0 \) is the natural frequency of the bubble, \( x \) is the dimensionless bubble radius defined as \( R = xR_0 \) and \( U \) is the dimensionless coordinate defined as \( U = \frac{1}{3} \left( \frac{r^3}{R_0^3} - x^3 \right) \).

Using this average, they split the boundary condition at the surface of the bubble as:

\[ \hat{c}(U = 0, \tau) = c_s \hat{p}_G(\tau) - c_{\infty} = c_s \left[ \hat{p}_G^*(\tau) \right]_{\hat{\tau}} - c_{\infty} + c_s \left[ \hat{p}_G^*(\tau) - \left\{ \hat{p}_G^*(\tau) \right\}_{\hat{\tau}} \right], \quad (2.53) \]

where \( c_s \) is the saturation concentration in the liquid separated from gas within a spherical bubble, \( \hat{p}_G^* \) is dimensionless pressure inside the bubble and is defined by \( \hat{p}_G^* = \frac{1}{2} \rho R_0^2 \omega_0^2 \), and \( c \) is the concentration and has been normalized by dividing it by liquid density and then subtracting the concentration at infinity from the concentration field. Then the whole problem can be split into two parts: the oscillatory problem and the smooth problem. The oscillatory problem is therefore

\[ \frac{\partial \hat{c}_{os}}{\partial \tau} = \frac{1}{P_e} \frac{\partial}{\partial \sigma} \left( 3U + x^3(\tau) \right)^{4/3} \frac{\partial \hat{c}_{os}}{\partial U}, \quad (2.54) \]

where Péclet \( P_e = \frac{R_0^2 \omega_0}{D} \), with the boundary and initial conditions

\[ c_{os}(U = 0, \tau) = c_s \left[ \hat{p}_G^*(\tau) - \left\{ \hat{p}_G^*(\tau) \right\}_{\hat{\tau}} \right] \]
\[ c_{os}(U, \tau = 0) = c_{os}(U \rightarrow \infty, \tau) = 0 \quad (2.55) \]

The smooth problem is defined by

\[ \frac{\partial \hat{c}_{sm}}{\partial \tau} = \frac{1}{P_e} \frac{\partial}{\partial \sigma} \left( 3U + x^3(\tau) \right)^{4/3} \frac{\partial \hat{c}_{sm}}{\partial U}, \quad (2.56) \]
with the boundary and initial conditions

\[
c_{sm}(U = 0, \tau) = c_s \left\{ p_G^* (\tau) \right\}_\tau - c_\infty
\]
\[
c_{sm}(U, \tau = 0) = c_{os} (U \to \infty, \tau) = 0
\]  \hspace{1cm} (2.57)

The sum of the solution to the oscillatory and smooth problems is the solution to the full problem, i.e. \( c(U, \tau) = c_{os}(U, \tau) + c_{sm}(U, \tau) \).

\( (2.58) \)

To solve these two problems, Fyrillas and Szeri employed expansions of forms

\[
c_{os}(U, \tau) = c_{os}^0 (Pe^{1/2} U, \tau) + \frac{1}{Pe^{1/2}} c_{os}^1 (Pe^{1/2} U, \tau) + \cdots
\]  \hspace{1cm} (2.59)

and

\[
c_{sm}(U, \tau) = c_{sm}^0 (U, \tau) + \frac{1}{Pe} c_{sm}^1 (U, \tau) + \cdots
\]  \hspace{1cm} (2.60)

After solving the problem, they found the oscillatory problem hardly contributes to the slow diffusion problem, and the dominant contribution comes from the smooth problem which is reasonable and expected.

Their main result is the expression for the rate of growth of bubbles away from the threshold condition, following Eller [90], which is given by

\[
\frac{dR_0}{dt} = R_0 \omega_0 \frac{R_g T_\infty \rho}{M p_\infty} \left( 1 + \frac{4\sigma}{3R_0 p_\infty} \right)^{-1} \left( c_i - c_0 \left\{ p_G^* (\tau) \right\}_\tau \right) \int_0^\infty \frac{dU}{\left( 3U + x^3 (\tau) \right)^{4/3}}
\]  \hspace{1cm} (2.61)

where \( R_g \) is the universal gas constant, \( R_0 \) is the equilibrium radius of bubble, \( T_\infty \) is the temperature of the surrounding liquid, \( \rho \) the density of liquid, \( M \) the molecule weight of gas inside the bubble, \( p_\infty \) the ambient pressure, \( Pe \) the Péclet number, \( \sigma \) the surface tension, and \( c_0 \) the saturation concentration in the liquid. The validity of this method depends on the Péclet number.
being large, which can be easily satisfied in most cases. The rectified diffusion threshold is given when the growth rate is zero,

\[ c_i - c_0 \left\langle p_{G}^* (\tau) \right\rangle_t = 0, \quad (2.62) \]

which is identical to Eller and Flynn’s result, equation (2.46).

2.4 Results

In the experiment, the viscosity is uncertain. Given this we choose the range of viscosity from 0.0005 kg/m/s to 0.5 kg/m/s for simulations, which covers most of the possible viscosity coefficients encountered in human soft tissue. We investigate a bubble size range from 0.5 µm to 50 µm. The driving frequency using in all the simulations is 1 MHz. Other parameters we used in the simulation are \( c_L = 1600\) m/s, \( \sigma = 0.0725\) N/m, \( T_\infty = 20^\circ\) C, \( p_\infty = 1\) atm, \( \rho = 1100\) kg/m³.

2.4.1 The bubble shape instability

The figures below show the onset of bubble shape instability under an acoustic pressure \( p_a = 1.0\) MPa, 1.5 MPa, 2.0 MPa, 2.5 MPa, 3.0 MPa at excitation frequency of 1 MHz. We first present the results for shape instability regions in this regime. There are three different unstable regimes in this parameter space which can be divided by bubble size at our working pressures. We begin with the region in which the bubble radius is bigger than about 20 µm. This bubble radius is much bigger than the linear resonant size of bubbles at 1 MHz, which is of around 3.3 µm. For these “superresonant” bubbles, we simply calculate a critical value for bubble shape instability for each bubble size, assuming the bubbles oscillating linearly. We assume the Faraday instability [91][92] dominates the shape instability for big bubbles. The most unstable mode can be chosen as follows: We calculate the inviscid mode frequency for each Legendre mode, which
is given by Lamb [93] as \( \omega_n = (n-1)(n+1)(n+2) \frac{\sigma}{\rho R_0^3} \). The most unstable mode has a mode frequency which is exactly one-half of the driving frequency, as required by the Faraday parametric instability, then we chose several modes which are next to this mode to check for critical value for a given \( R_0 \). We finally choose the largest critical value as the threshold point. The critical values of the most unstable modes for all \( R_0 \) comprise the boundary of bubble shape instability. These results are presented in Figure 2.2.

The superresonant bubbles investigated in this study respond linearly. The instability of such bubbles is decided by the parametric Farady instability only. We are able to employ a threshold value to distinguish the stable and unstable region. The region above the threshold is the stable regime, while increasing the pressure will enlarge the unstable region. The increase of viscosity suppresses the instability of bubbles. In Figure 2.3, we show an example of bubble oscillation time series in this regime and an unstable \( a_{15} \) curve for driving pressure \( p_a = 1.5 \) MPa.

If the bubble is smaller, in this case, about 2-20 µm, the bubble oscillation is not linear any more and not even periodic. In this “resonant” size region, for relatively lower viscosity, the bubble oscillation is chaotic. This chaotic oscillation is induced by the strong nonlinearity of bubbles and is not unexpected from the Rayleigh-Plesset equation. But again when the viscosity becomes higher, the nonlinearity will be suppressed and the bubble oscillation becomes linear. In Figure 2.4, the \( R(t) \) curve of a chaotically oscillating bubble is shown. The chaotic oscillation of the bubble does not allow parametric instability to develop, which requires a periodic accumulation over many cycles. Instead, the dominant mechanism for instability for resonant bubbles will be the Rayleigh-Taylor instability, which can happen every time the bubble collapses. A typical unstable \( a_2(t) \) is shown in Figure 2.4. In general, the Rayleigh-Taylor instability has a lower threshold value than the parametric instability threshold.
The third region of shape instability is the region below 2 µm, the “subresonant” regime. In the low viscosity region, the whole region is bounded essentially by a quasi-static Blake threshold (Akhatov et. al.,[94]) which is given by \( p_B = p_\infty + 0.77 \frac{\sigma}{R_0} \) and \( p_L = p_\infty - p_B \), where \( p_L \) is the pressure in the liquid immediately beyond the bubble wall and is defined as

\[
p_L = \left( p_\infty + \frac{2\sigma}{R_0} - p_v \right) \left( \frac{R_0}{R} \right)^{3/2} + p_v - 2\sigma/R.
\]

This also can be used to define a critical radius

\[
R_c(p_B) = \frac{0.77}{p_B - p_0}.
\]

Compared with the whole parameter regime, this is only a small region. However, complex instability phenomena occur in this regime. This is a region just above the Blake critical radius for inertial cavitation, which is a dynamic analogue of the static Blake threshold. The resulting giant response has been dubbed the “Blake resonance” by some researchers. The large expansion is due to the force imbalance across the bubble wall during the negative acoustic half-cycle. Bubbles just larger than some critical radius may expand more than 10\( R_0 \), and collapse inertially. For driving pressures near 1 MPa and 1.5 MPa, subresonant bubbles are strongly periodic and the instability is dominated by the coupling of Rayleigh-Taylor instability and parametric instability together. Figure 2.4 shows some typical cases. Rayleigh-Taylor instability happens every cycle, however, it is not initially strong enough to break up the bubble. The parametric instability increases the amplitude of Rayleigh-Taylor instability cycle by cycle and that eventually breaks up the bubble. As the viscosity increases, the instability is suppressed finally. We still can employ a threshold to distinguish the stable and unstable region.

The stable and unstable regions for higher pressures, i.e. 2 MPa, 2.5 MPa and 3 MPa, are no longer simply connected in this Blake resonant region. For low viscosities, the response of bubble is period doubled. During the negative swing, the bubble expands so large that it can not
collapse completely during the next positive swing, and thus expands again during next acoustic cycle and finally finishes one collapse in two acoustic cycles and then repeats this process again. This is a classic period-doubling[95], which is usually an onset of chaos. For this case Rayleigh-Taylor instability happens only once every two acoustic cycles which is actually one oscillating cycle for the oscillating bubble. Parametric instability drives the amplitude of the Rayleigh-Taylor instability larger and larger and finally the bubble will break up.

When the viscosity increases, the amplitude of the period doubling oscillation is suppressed and decreases. The oscillation finally becomes parametrically stable and the amplitude of the Rayleigh-Taylor instability is suppressed cycle by cycle and decays to zero. The bubble oscillation becomes stable. However, when the viscosity continues increasing, the bubble will start away from the period doubling region and could finish two collapses in two acoustic cycles (Still period doubled, see Figure 2.5c) and eventually complete one collapse in one acoustic cycle (Figure 2.5 d). During this transition, bubbles change from collapsing once to collapsing twice in two acoustic cycles, and the collapse becomes stronger and the parametric instability happens again. Then again, when the viscosity increases, every oscillation becomes stable. Clearly a single shape instability threshold line is not an appropriate way to distinguish the unstable and stable regions. A family of $R(t)$ curves is shown in Figure 2.5, corresponding to the locations shown on Figure 2.7.

Figure 2.6 and Figure 2.7 give the mapping of bubble shape instability for acoustic amplitudes: 2.6a) 1.0 MPa, 2.6b) 1.5 MPa, 2.7a) 2.0 MPa, 2.7b) 2.5 MPa, 2.7c) 3.0 MPa. The dark area is the unstable area and otherwise stable area. As a general observation, for small bubbles, the second mode is the most unstable mode. As the bubble size increases, mode 3 becomes the most unstable mode, and for even larger bubbles, mode 4 is the most unstable mode, and so on and so forth. We calculate modes 2, 3, 4, 5, 6 for the whole parameter range.
The complete shape unstable region consists of all the critical values from all the modes. Comparing the results of the different acoustic pressures shows different trends for subresonant and superresonant bubble sizes. In general, for subresonant bubbles, as the acoustic pressures increase, the shape instability boundary shifts to a smaller bubble size. This means bubbles are more stable under a smaller acoustic pressure for the same viscosity. The trend is opposite for superresonant bubbles. If one traces a single mode, e.g. mode 3 (Figure 2.8), it is interesting to note that in the present parameter space, the critical value for the viscosity increases slowly and then after a certain radius near the fundamental resonance, it drops down as the bubble equilibrium radius increases. For the higher modes, the threshold shifts to bigger radii. The threshold tells us that bubbles below the shape instability boundary are unstable during the excitation of HIFU, and if there were preexisting nuclei with that size, they will simply break up after a very short time. Thus, only bubbles above the threshold will contribute to the temperature rise.

The disconnected shape instability regions in Figure 2.7 are caused by the strong nonlinearity of the oscillating bubbles. In all the simulations, we use the same initial conditions: \( R(0) = R_0 \) and \( \dot{R}(0) = 0 \). For these strong nonlinear oscillating bubbles, different initial conditions may yield different radial motions, i.e., in this case, it is likely there is another coexisting steady state solution (or attractor [87]) if different initial conditions are used.

2.4.2 Threshold for rectified diffusion

We calculated the growth rate via rectified diffusion for gas concentrations \( c/c_0 = 1 \) (saturated), 0.75, 0.5, 0.2, 0.1, 0.01, and 0.001. The rectified diffusion thresholds are the lines where the bubble growth rate is zero. The results for rectified diffusion thresholds are presented in Figure 2.9 and Figure 2.10. All the bubbles above the rectified diffusion threshold (which
corresponds to $[1+2\sigma(R_0P_\infty)A/B < c/c_0$ in Eller and Flynn’s theory) will shrink and bubbles below the threshold will grow (which corresponds to $[1+2\sigma(R_0P_\infty)A/B > c/c_0$) until they hit either the rectified diffusion threshold again or the shape instability threshold. That means after some time, all the shape stable bubbles will be trapped on a threshold boundary; therefore, for a certain viscosity coefficient, the asymptotic bubble size will be decided by these rectified diffusion thresholds.

First, we compare the results for different driving pressures at $c/c_0=1.0$. Figure 2.9 shows the effects of different driving pressures on the rectified diffusion threshold with $R_0$ vs $\mu$ on a logarithmic scale. The shape in each case for each driving pressure is similar and they all have the shape of ‘n’. As the driving pressure increases, this threshold shifts and the growth region becomes larger. There is a cutoff line at the negative slope part, and the rectified diffusion thresholds drop rapidly at this region. This cutoff line corresponds to the critical radius defined by the Blake threshold at each driving pressure. The shape of the rectified diffusion threshold is not unexpected. As we discussed previously, for an oscillating bubble, rectified diffusion in general favors the growth of the bubble. For a strongly nonlinear oscillating bubble, both area effect and shell effect will strongly favor growth. A static bubble, however, will dissolve due to the surface tension. The rectified diffusion threshold will be somewhere in between these two limits, and bubbles should oscillate linearly. This will explain the three parts of the rectified diffusion threshold in the current parameter space. The critical radius defined by the Blake threshold is a threshold for inertial cavitation and this produces the negative slope of the rectified diffusion threshold. As bubble size increases, the responses become linear and so the positive slope of the rectified diffusion threshold enters here. As viscosity increases, bubbles respond more and more linearly and then another part of the rectified diffusion threshold falls into the transition area.
The rectified thresholds actually can be divided into two kinds: the stable threshold and unstable threshold. In the $\mu-R_0$ space, positive threshold slopes represent unstable equilibria and negative threshold slopes represent stable equilibria. If a bubble encounters an ascending portion of the threshold, then a small increase in bubble size will cause the bubble to continue growing. If a growing bubble encounters a descending part of the rectified threshold, any perturbation can not force the bubble to leave the threshold, and it will be trapped there.

Next, we discuss results for different gas concentrations at the same driving pressure. Figure 2.10 shows the threshold for different gas concentrations under a driving pressure of 1 MPa. The right part of the threshold shifts to the lower-left corner in the parameter space for smaller gas concentrations, while the negative slope, which is bounded by the Blake threshold, hardly moves. That means that the stable critical radius for the rectified diffusion threshold becomes smaller at a lower gas concentration. When the gas concentration decreases from 1.0 to 0.1, the threshold does not shift very much, but from 0.1 to 0.01, there is a big jump between the calculated thresholds. The lowest gas concentration we can get in a preparation of the phantom is 0.1. However, for violent enough collapse, sonoluminescence results (Holt and Gaitan [82], Hilgenfeldt et al. [66]) have shown that only the noble gas participates in diffusion, $N_2$ and $O_2$ are dissociated during collapse and chemically bonded in water. This would expand the potential range from 0.1 to 0.001 (which represents the fractional concentration of argon in a phantom prepared with air concentration 0.1).

2.4.3 Which bubbles will contribute?

The main purpose of this study was to investigate, and if possible, bound the bubble size distribution which contributes to the enhanced heating during the HIFU treatment. Finding the thresholds for bubble shape instability and rectified diffusion, we can formulate an answer to this
question. Figure 2.11 shows the two thresholds in the same parameter space for a driving pressure of \( p_a = 2.0 \text{MPa} \) and \( c/c_0 = 0.1 \). The light area is shape stable and the dark area represents shape unstable region. The rectified diffusion threshold is shown at the same plot. For a bubble to enhance heating, first of all it should be shape stable. Therefore, only the light region is possible parameter space for bubble-enhanced heating. The presence of the rectified diffusion threshold further narrows down the possible bubble region since a bubble cannot give much contribution to the heating if it will dissolve in the sound field. In our case, since the bubbles are created from small nuclei and grow up, the rectified diffusion threshold will be the stop points for these bubbles to grow, and we will not consider the dissolution of bubbles.

Bubbles which contribute to heat generation will thus be trapped between the two thresholds. The whole area of possible bubble sizes has a roughly triangular shape in the current parameter space which is in between the two thresholds. Bubbles which will contribute to the heating are in this triangular area. The whole triangular area can be divided into two parts: an upper area and a lower area. In the lower area, bubbles will grow first and then they will hit the shape instability threshold and break up. As a result of this breaking-up, small bubbles may be created and grow again to hit the instability threshold and repeat the cycle. Bubbles in this area will always grow and break up. The heat generated by the bubbles in this region will also be affected by the bubble growth rate. In the upper area, all the bubbles will be trapped on the rectified diffusion threshold after a short time, and these bubbles will stably oscillate at that size.

2.5 Growth Rate Result

Using Fyrillas-Szeri’s solution, we calculate the growth rate of bubbles in our current parameter space. First we compare the growth rate under the same driving pressure but different
gas concentrations in the liquid. Clearly, as the gas concentration in liquid increases, the growth rates of bubbles increase.

The growth rate calculation result agrees very well with the Blake critical radius in the low viscosity region. For the case of driving pressure $p_a=1\text{MPa}$, when the bubble equilibrium radius is below the critical radius, the growth rates are negative. This means the surface tension dominates the bubble dynamics and the bubble cannot grow. Where the bubble equilibrium radius is bigger than the critical radius, the growth rate of bubbles increases explosively, and for small bubbles (on the order of $1\text{e}-8\text{ m}$) in saturated liquid, the growth rate even reaches $100\text{ m/s}$! These results can be seen in Figure 2.12a. Figure 2.12b shows the growth rate for $c/c_0=0.1$. The small plots below these plots show the small details of the growth rate. As the gas concentration in liquid decreases, the bubble growth rates decrease. But small bubbles which are just above the critical radius still have the largest growth rate. As the viscosity increases, this critical radius shifts to larger bubble sizes.

Next, we concentrate on the same gas concentration but different driving pressures. In saturated liquid, as the driving pressure increases from $1\text{ MPa}$ to $3\text{ MPa}$ (Figure 2.13), the growth rates increase and also, as we have seen in last chapter, the rectified diffusion threshold, where the bubble growth rate is equal to zero, shifts to large bubbles. The increase of growth rate is clearly observed at small bubble sizes because the absolute growth rate is very large in that region, which can even reach $1\text{e}4\text{m/s}$ when driving pressure is $3\text{ MPa}$. Beyond the resonance region, the growth rate decreases rapidly to close to zero.

### 2.6 Bubble size evolution

The results for bubble size evolution are shown in Figure 2.14. An array of different initial size bubbles starts to grow by rectified diffusion during the insonation, and the equilibrium
radius is presented as a function of time in the plot. The driving pressure is 2 MPa, and the dissolved gas concentration is 20%. When the viscosity is 0.05 N.s/m², the result shows a big difference between the bubble sizes after 0.002 s. However, as the insonation continues, the difference becomes smaller and smaller. For a 0.01 second insonation, the initial difference between bubble sizes is smoothed out, yielding a negligible final difference between the bubble sizes. When viscosity is 0.005 N.s/m², we actually cannot see any significant difference caused by the rectified diffusion, and the differences between bubble equilibrium radii are negligible after the 0.01 second insonation. The evolution of the $\Delta R_0$ between two bubbles is shown in Figure 2.15 for these two cases. $\Delta R_0$ is the size difference between bubbles and which is defined in the caption of Figure 2.15. When viscosity is 0.05 N.s/m², a large $\Delta R_0$ is observed right after insonation but as insonation continues, $\Delta R_0$ approaches to 0. When viscosity is 0.005 N.s/m², $\Delta R_0$ approaches 0 from the beginning of the insonation.

2.7 Discussion

The preceding chapter’s work allows us to narrow down the possibilities for the dominant heating mechanism for the bubble-enhanced heating in high intensity focused ultrasound discussed in Holt and Roy [44]. As high intensity ultrasound is applied to tissue, the strong negative phase of the ultrasound will initiate cavitation when the intensity of the ultrasound is beyond some threshold value. After cavitation occurs, bubbles interact with the sound field and may grow, continue oscillating at some equilibrium radius or break up due to shape instability and then grow again. During this period, bubbles absorb energy from the sound field, which can cause a local temperature rise and eventually cause tissue damage. Energy deposition due to a single bubble has been well established, so if we can determine the bubble activity during
ultrasound insonation, it is not difficult to determine the temperature rise caused by these bubbles, and then we can evaluate the potential for thermal tissue damage.

To model this problem, now the difficulty is how to get accurate bubble motions during the entire insonation. The nonlinear oscillation of a spherical bubble has been very well studied and for a certain $R_0$, Rayleigh-Plesset equation can give us very good results for the oscillation of the bubble. Eller and Flynn’s theory can tell us the equilibrium size of a bubble for a given pressure. Fyrillas and Szeri’s theory allows us to calculate the bubble growth rate when a bubble is away from its equilibrium size. The whole problem now looks straightforward. But we have to mention: a). The growth rate for small bubbles just above the Blake threshold is dramatically high, b). calculation of the growth rate has used the equilibrium value of bubble oscillation. These facts suggest that a steady-state, time-average, based growth rate cannot be applied to these small bubbles without increasing large errors, because the fast growth keeps that bubbles far away from steady state and such a bubble may not complete even one cycle before its equilibrium radius changes. It also suggests that the oscillatory problem may play a role here. However, for a 1 second insonation time, that means $10^6$ cycles, the contribution from these small bubbles cannot be big since bubbles will grow and pass that region in a matter of a few cycles. Thus these calculations should be valid for pulsed insonation providing the ultrasound pulse width is at least 100 cycles or 100 μs at 1MHz.
Figure 2.1 Examples of different tolerance results. a) Relative tolerance 1e-4 and absolute tolerance 1e-5; b) Relative tolerance 1e-6 and absolute tolerance 1e-7. Driving pressure 1 MPa, and $R_0=0.5 \, \mu m$ at 1 MHz.
Figure 2.2 The bubble shape instability thresholds for big bubbles. Only the results of most unstable modes are shown here. These threshold lines are corresponding to 1.0 MPa, 1.5 MPa, 2.0 MPa, 2.5 MPa, and 3.0 MPa from top to bottom line respectively. The unit of $\mu$ is N.s/m$^2$ and the unit of $R_0$ is m.
Figure 2.3 Typical $R(t)$ and $a_{15}(t)$ curve for a big bubble. $R_0=30 \, \mu \text{m}$, $\mu=0.001 \, \text{N.s/m}^2$ and $p=1.5 \, \text{MPa}$ at 1 MHz
Figure 2.4 Examples of $R(t)$ and $a_2(t)$ curves for periodic and chaotic oscillating bubbles. $P=2.0$ MPa at 1 MHz. $R_0=1 \mu m$ and $\mu=0.01$ N.s/m$^2$ for the top two; $R_0=4 \mu m$ and $\mu=0.06$ N.s/m$^2$ for the bottom two.
Figure 2.5 Examples of $R(t)$ and $a_2(t)$ curves for different viscosities at driving pressure 3 MPa and $R_0=1$ µm. a) 0.001 N.s/m²; b) 0.004 N.s/m²; c) 0.008 N.s/m²; d) 0.03 N.s/m².
Figure 2.6a Shape instability region at driving pressure 1 MPa. The dark area is shape unstable region and the light region is shape stable region. The unit of $\mu$ is N.s/m².
Figure 2.6b Shape instability region at driving pressure 1.5 MPa. The dark area is shape unstable region and the light region is shape stable region. The unit of $\mu$ is N.s/m$^2$. 
Figure 2.7a Shape instability region at 2 MPa and driving frequency 1 MHz. The dark area is shape unstable region and the light region is shape stable region. The unit of $\mu$ is N.s/m$^2$. 
Figure 2.7b Shape instability region at 2.5 MPa and driving frequency 1 MHz. The dark area is shape unstable region and the light region is shape stable region. The unit of $\mu$ is N.s/m².
Figure 2.7c Shape instability region at 3 MPa and driving pressure 1 MHz. The four black dots represent the position of the $R(t)$ and $a_2(t)$ curve we showed in Figure 2.5. From bottom to top corresponding to a), b), c), and d) respectively. The dark area is shape unstable region and the light region is shape stable region. The unit of $\mu$ is N.s/m².
Figure 2.8 The shape instability threshold for mode 3 at 1 MPa. Above the threshold is shape stable region and below the threshold is shape unstable region. The unit of $\mu$ is N.s/m$^2$ and the unit of $R_0$ is m.
Figure 2.9 Rectified diffusion thresholds at 100% gas concentration sample for different driving pressures. \( f = 1 \text{ MHz} \). From top to bottom, the driving pressures are 3.0 MPa, 2.5 MPa, 2.0 MPa, 1.5 MPa, and 1.0 MPa respectively. The unit of \( \mu \) is N.s/m\(^2\) and the unit of \( R_0 \) is m.
Figure 2.10 Rectified diffusion thresholds at 1 MPa for different gas concentrations. $f=1$ MHz.
From top to bottom, $c/c_0=1.0$, 0.75, 0.5, 0.2, 0.1, 0.01, 0.001 respectively. The unit of $\mu$ is N.s/m² and the unit of $R_0$ is m.
Figure 2.11 The overlap of the rectified diffusion threshold on the shape stability mapping at 2 MPa. Gas concentration $c_i/c_0=10\%$, $f=1$ MHz. The dark region represents the shape unstable region and the light region is shape stable region. The line is the rectified diffusion threshold. The three arrows show three paths for bubbles to grow. From top to bottom, viscosities are 0.08 N.s/m$^2$, 0.02 N.s/m$^2$, and 0.002 N.s/m$^2$. The growth times are 1.11s, 3.45s, and 2.6e-11s respectively. All the bubbles start growing from 50 nm. The unit of $\mu$ is N.s/m$^2$. 
Figure 2.12a Bubble growth rate at 1 MPa and gas concentration 100%. The bottom plot shows details by zooming in the top plot. The unit of $\mu$ is N.s/m$^2$ and the unit of $R_0$ is m.
Figure 2.12b Bubble growth rate at 1 MPa and gas concentration 10%. The bottom plot shows details by zooming in the top plot. The unit of \( \mu \) is N.s/m\(^2\) and the unit of \( R_0 \) is m.
Figure 2.13 Bubble growth rate at 3 MPa. The gas concentration is 100%. The bottom plot shows details by zooming in the top plot. The unit of $\mu$ is N.s/m$^2$ and the unit of $R_0$ is m.
Figure 2.14 Bubble size evolutions at 2 MPa for different viscosities. a) (top) 0.05 N.s/m$^2$ and b) (bottom) 0.005 N.s/m$^2$ Dissolved gas concentration 20%.
Figure 2.15 The evolution of the difference between bubble sizes. Here 11 bubbles are chosen initially, the $R_0$ are 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95 nm. The first $\Delta R_0$ indicates the difference between the 45 nm initial size bubble and 50 nm initial size bubble; and the second $\Delta R_0$ indicates the difference between the 50 nm initial size bubble and 55 nm initial size bubble and so on and so forth for the No.3-10 of $\Delta R_0$. Two viscosities are chosen: (top) 0.05 N.s/m$^2$ and (bottom) 0.005 N.s/m$^2$. The driving pressure is 2 MPa.
Chapter 3

Ultrasound Hyperthermia and theoretical model

The evaluation of temperature elevation during the ultrasonic insonation is very important in ultrasound therapy since the lesion is likely formed by thermal damage [7]. The purpose of this research is to investigate the heating behavior of ultrasound with the presence of cavitation, so an accurate temperature estimate is a key point in this work. In this chapter we will consider the heating of the tissue due to high intensity focused ultrasound. As the acoustic wave passes through an absorptive medium, energy will be dissipated. The conservation of energy is the basis of the heating theory. The energy propagating with the sound wave is deposited in the surrounding media and a temperature elevation is consequently induced. To quantify the thermal damage, effort in theory and experiment are both needed. In this chapter, we introduce the theoretical model we used in this work. We concentrate on high acoustic pressures where cavitation-enhanced heating plays a role, and analyze the heating related to cavitation phenomenon.

3.1 General consideration

For the purpose of this research, tissue-mimicking phantoms which lack blood vessels and non-acoustic sources of internal heat generation are considered in experiment and modeling. In general, the temperature prediction includes the heating and cooling effect. To accurately predict the heating effect, we need to know the details of the heating source. The cooling depends on the heat conduction of the medium itself and the initial temperature distribution. The
theoretical model is easy to apply to estimate heating if high intensity ultrasound is propagating in a homogenous medium. However, when cavitation occurs, the heating becomes much more complicated. The occurrence of cavitation in the tissue phantom can change the local material sound property and that actually makes the homogeneous medium inhomogeneous. The ultrasound energy will be re-distributed by the spatial distribution of the cavitation activity. In general, the presence of cavitation in a certain area can serve as a nearly perfect energy sink and enhance the local temperature very efficiently; and this may be very useful in ultrasound therapy. We will use our knowledge of single bubble dynamics, which we described in Chapter 2, to evaluate the heating source arising from cavitation.

3.2 Heating models

3.2.1 Linear heating

We start from a simple linear theory. The temperature change in a medium is going to follow the heat conduction equation, which has the form

\[ \rho C \frac{\partial T}{\partial t} = K \nabla^2 T + Q \]  

(3.1)

where \( \rho \) is the density of the medium, \( C \) the heat capacity, \( T \) the temperature, \( t \) the time, \( K \) thermal conductivity and \( Q \) is a heating source term. The first term in this equation accounts for thermal capacity and the second term accounts for thermal conductivity. The role of acoustic energy is to serve as a source term, which could be a temporal and spatial function. To obtain an analytical estimate, consider the simplified case of a wide sound beam and a low working intensity and short insonation time, so that the thermal conductivity in the radial direction can be ignored. Then the temperature gradient in the sound beam will be very small and can be ignored. Then the thermal conduction equation becomes
\[ \rho C \frac{\partial T}{\partial t} \approx Q \]  

(3.2)

Moreover, if the intensity of ultrasound is constant during the insonation, we can use a time-average of the heating source \( Q \). Then the elevation of temperature will be

\[ \Delta T \approx \frac{Q}{\rho C} \Delta t \]  

(3.3)

In a sound field, the energy dissipation per unit volume is \( Q = 2 \alpha I \), where \( \alpha \) is the absorption coefficient and \( I \) is the local acoustic intensity. This method is called linear heating theory since the temperature rise is assumed linear here. If the temperature rise is measured, then the local absorption coefficient can be evaluated by this result. Fry and Fry [96][97] first used this result to infer the absorption coefficient of a medium.

### 3.2.2 The effect of conduction

In reality, people often use a focused narrow sound beam to achieve high intensity and then high temperature elevation in desired area; in this case the linear heating theory does not give a good estimate any longer, and heat conduction must be taken into account. By adopting the solution for an infinite line source which is given by Lele [98], Parker [99] was able to develop an analytic formulation to describe the temperature after a short pulse, which assumes a Gaussian distribution of the temperature field after a short insonation:

\[ T(r) = T_0 e^{-r^2/\beta} \]  

(3.4)

where \( \beta \) is a measure of the Gaussian distribution of the sound beam and \( T_0 \) is the peak temperature at \( r = 0 \). Following this temperature field, the cooling can be modeled as

\[ T(r, t) = \frac{T_0}{4Dt/\beta + 1} e^{-r^2/(4Dt+\beta)} \]  

(3.5)

If axial conduction is taken into account [100], then the solution is modified as
where $D$ is the thermal diffusivity and $\text{erf}(\cdot)$ stands for the normal error function. If the sound intensity on axis is maintained at a constant value of $I_0$ for a long duration, the observed temperature can therefore be expressed as the convolution of the impulse response of the system with a step input

$$T(r,t) = \frac{T_0}{4Dt/\beta + 1} e^{-r^2/(4Dt+\beta)} \text{erf}\left(\frac{z}{4Dt}\right)$$

(3.6)

At $r=0$, evaluating the convolution integral yields:

$$T(t) = \frac{2\alpha I_0}{\rho C} \left(\frac{\beta}{4D}\right) \ln\left(1 + \frac{4Dt}{\beta}\right)$$

(3.7)

then for short durations, $4Dt/\beta \ll 1$, this result reduces to the linear heating result.

These results have been shown by Parker to provide suitable estimates given the assumptions specified in the derivation. However, Parker’s purpose in developing these equations was to infer the absorption in media, and his assumption that the temperature field has a Gaussian shape identical to the beam intensity is only true at low intensity. For our high intensity focused ultrasound source, the resulting temperature field is very likely to have a Gaussian shape, but the Gaussian variance $\beta$ could be larger than that of the acoustic intensity due to strong radial conduction; Parker’s solution will overestimate the temperature rise, as shown in Figure 3.1.

### 3.2.3 Bioheat Transfer Equation

A more complete and accurate model for the temperature field is Pennes bioheat transfer equation (BHTE) [12], which has the following form

$$\rho C \frac{\partial T}{\partial t} = K \nabla^2 T - w_c C_b (T - T_\infty) + Q$$

(3.9)
where the subscript \( b \) refers to the blood domain and \( w_b \) is the perfusion rate. This model is also a linear model and, with \( Q \) determined, this equation is easily solved by numerical methods and can give us more accurate results. In Figure 3.1, the comparisons between different models are shown. At the beginning of the heating, all three models agree very well. As the insonation time increases, conduction starts to play a role and the linear heating model starts to overestimate the temperature. Parker’s heating model follows the numerical result of the BHTE very well, but eventually overestimates temperature too. We expect this discrepancy between models will increase as the temperature increases since conduction will play a much more important role for those cases.

In this work, only hyperthermia in soft tissues is simulated, and no blood vessels considered; the BHTE is simplified to

\[
\rho C \frac{\partial T}{\partial t} = K \nabla^2 T + Q ,
\]

which is of course the heat conduction, or diffusion equation

**Source term in BHTE**

In a homogenous tissue phantom, the problem of hyperthermia is reduced to a problem of determining the heating source term \( Q \). In a sound field, the energy deposition per unit volume is equal to the energy loss of the acoustic propagation which can be modeled as [1]

\[
Q = \frac{2\alpha}{\rho c \omega^2} \left( \frac{\partial p}{\partial t} \right)^2
\]

(3.11)

where \( c \) is the sound speed in the medium, \( p \) is the acoustic pressure and \( \omega \) is the driving frequency. Using this heating source gives a very good estimate for the temperature rise in the tissue phantom in general.
In reality, however, the acoustic pressure is not always easy to get. At low driving pressure, the acoustic field can be obtained through solving the wave equation (which will be discussed later). As the driving pressure exceeds a certain threshold value, cavitation will occur in the tissue phantom; then the local acoustic pressure can not be obtained by solving the homogeneous medium wave equation. The heating mechanisms due to cavitation have to be considered. Owing to the randomness of the occurrence of cavitation and the strong nonlinearity of bubble oscillations, to find a proper heating source $Q$ becomes a very complicated problem. To accurately model this heating problem, then, we must implement the knowledge gained about HIFU bubble dynamics in Chapter 2.

3.3 Solving for the primary pressure field

We are going to start from a low intensity problem, which means the pressure field can be obtained through solving the wave equation. We chose to numerically solve the Westervelt equation [101][102] to get the primary sound field and the primary heating source term $Q$. A finite differential time domain (FDTD) code to solve the Westervelt equation has been developed by Hallaj [103] and used in previous work [48][13]. The primary disadvantage of the FDTD code is that it can only account for thermoviscous absorption, which means the absorption coefficient $\alpha$ is proportional to $f^2$. In many real tissues, the absorption coefficient $\alpha$ is proportional to $f^{1.1}$, as is the case in our tissue phantom. The argument we make here is that throughout our whole parameter space, the energy dissipated by the second harmonic component arising due to the nonlinearity of the tissue phantom is at the order of 1% of that of the fundamental component, thus the error due to the different absorption law will be limited to a very small value (See Appendix B).

The Westervelt equation has the form
\[
\left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) p - \frac{2\alpha}{c\omega^2} \frac{\partial^3 p}{\partial t^3} + \frac{\beta}{\rho c^2} \frac{\partial^2 p^2}{\partial t^2} = 0, \tag{3.12}
\]

where \( \beta \) is the local coefficient of nonlinearity and \( \beta = 1 + B/2A \) with \( B/A \) being the nonlinear parameter of the medium [104]. All other symbols are as defined above. The first term in the left-hand side is the D’Alembertian operator present in all wave equations. The first term inside the parenthesis accounts for diffraction in space and the second represents the propagation of the wave in time. The second term on the left-hand side represents the thermoviscous loss during the propagation of the wave. The third term is the nonlinear term accounting for wave distortion and the generation of higher harmonics during the propagation. Since 1) the HIFU source we used in the experiments is an axially symmetric transducer; 2) our tissue phantom is cylindrically symmetric; and 3) all the boundary conditions are cylindrically symmetric, a 2-dimensional form of the Westervelt equation will be used throughout this work. In a cylindrical coordinate frame, the Westervelt equation has the form,

\[
\frac{\partial^2 p}{\partial r^2} + \frac{1}{r} \frac{\partial p}{\partial r} + \frac{\partial^2 p}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} + \frac{2\alpha}{c\omega^2} \frac{\partial^3 p}{\partial t^3} + \frac{\beta}{\rho c^2} \frac{\partial^2 p^2}{\partial t^2} = 0, \tag{3.13}
\]

where \( r \) is the radial location and \( z \) is the axial location. The acoustic axis is set as the z-axis. The implementation of the numerical solution is based directly on the code developed by Hallaj. The desired solution domain is divided into a discrete grid in time and space, where \( p_{nij} \) represents the pressure at location \((i, j)\) and time step \( n \). The mapping to the spatial location and time from these indices is

\[
z_i = (i - 1)dz, \quad r_j = (j - 1)dr, \quad t_n = (n - 1)dt, \tag{3.14}
\]

where \( dz, \ dr \) and \( dt \) represent the grid step in space and time respectively. The difference equations used are accurate to second order in space and time:
\[
\frac{\partial p}{\partial r} = \frac{1}{2dr} \left( p_{i,j+1}^n - p_{i,j-1}^n \right) \\
\frac{\partial^2 p}{\partial r^2} = \frac{1}{dr^2} \left( p_{i,j+1}^n - 2p_{i,j}^n + p_{i,j-1}^n \right) \\
\frac{\partial^2 p}{\partial z^2} = \frac{1}{dz^2} \left( p_{i+1,j}^n - 2p_{i,j}^n + p_{i-1,j}^n \right) \\
\frac{\partial p}{\partial t} = \frac{1}{2dt} \left( 3p_{i,j}^{n+1} - 4p_{i,j}^{n+1} + p_{i,j}^{n-2} \right) \\
\frac{\partial^2 p}{\partial t^2} = \frac{1}{dt^2} \left( p_{i,j+1}^{n+1} - 2p_{i,j}^{n+1} + p_{i,j}^{n-1} \right) \\
\frac{\partial^3 p}{\partial t^3} = \frac{1}{2dt^3} \left( 6p_{i,j}^{n+1} - 23p_{i,j}^{n+1} + 34p_{i,j}^{n+2} - 24p_{i,j}^{n+3} - 8p_{i,j}^{n+4} - p_{i,j}^{n+5} \right)
\]

(3.15)

At the beginning of the iteration, a backward formulation is used for the time derivative,

\[
\frac{\partial^2 p}{\partial t^2} = \frac{1}{dt^2} \left( 2p_{i,j}^{n+1} - 5p_{i,j}^{n+1} + 4p_{i,j}^{n+2} - p_{i,j}^{n+3} \right) 
\]

(3.16)

For the explicit method only one unknown term, representing the future pressure value, is permissible. The second time derivative in the D’Alembertian in the wave equation is chosen because the numerical solution was found to behave best in the original implementation [103].

### 3.3.1 Solution domain

A typical example of the geometry of the spatial domain for the simulation in this work is shown in Figure 3.2. It represents a cross section along the axial and radial axes, and the whole area is symmetric about the z-axis, so only half of the cross section is shown here. The shaded area at the right side represents the tissue phantom, which has a cylindrical shape with a flat surface facing the transducer. The arc at the left side represents the surface of transducer. In this case, it simulates our HIFU transducer, which has a spherical surface, and the center of the sphere located inside the tissue phantom, is indicated by a square dot. The HIFU transducer used in experiments has an active aperture of 70 mm and radius of curvature of 62.6mm. The remaining portion of the domain is modeled as water.
In this work, a 1-second continuous wave (CW) tone burst is used as the insonation signal in experiments. It takes only about three cycles for the HIFU transducer to reach steady-state; therefore, we can just use the solution for steady-state for this 1-second CW insonation, in which $10^6$ cycles are included. We simulate the acoustic field for 100 µs, which is enough to allow the sound field to reach steady state at desired region. To suppress the numerical error, the acoustic energy dissipation is calculated in last 10 cycles and cycle-average values used in the temperature simulation. The solution domain should be large enough to avoid reflection from the edges of the computational domain, which is an artifact introduced by numerical simulation. Appropriate boundary conditions need to be applied at the computational domain edges, and will be discussed later.

3.3.2 Spatial grids and time steps

An accurate representation of a sinusoidal waveform generally requires a minimum of 10-12 spatial points per wavelength. For a source of frequency 1 MHz and a sound speed of 1500 m/s, the wavelength is 1.5 mm, therefore, a spatial grid which does not see substantial harmonic generation during propagation should be no greater than 0.15 mm. We will use a grid separation of 0.1 mm. The maximum time step for which the stability of the solution is assured, is a function of the spatial grid and the speed of sound for wave propagation. A time step of $1 \times 10^{-8}$ s is used in our simulation, which has been shown small enough to assure the stability of the solution.

3.3.3 Initial and boundary conditions

The initial condition in all simulations is a pressure value of zero everywhere. This is not required, however, and with proper saving of variables, a simulation could be resumed using
previous results. At the axis of symmetry, the boundary condition for cylindrical symmetry is used, which is,

\[
\frac{\partial p}{\partial r} = 0
\]  

(3.17)

At the transducer surface, a sinusoidal pressure wave is used to simulate the HIFU source. At all other surfaces, an absorption boundary condition (ABC) is imposed, and the simulations approximate the behavior of waves in infinite media. Lower order ABC’s are relatively easy to implement. We employ Mur’s well-known method that applies a radiation condition

\[
\frac{\partial p}{\partial r} - \frac{1}{c} \frac{\partial p}{\partial t} = 0, \\
\frac{\partial p}{\partial z} - \frac{1}{c} \frac{\partial p}{\partial t} = 0.
\]  

(3.18)

As a matter of fact, the focused nature of the source means the reflections are only a concern at the far boundary. By using ABCs, most of the energy reaching the boundary is dissipated numerically rather than reflected.

3.4 Heating source

3.4.1 Heating source due to the primary acoustic field

Now back to the main goal of this work: evaluating the temperature rise inside the tissue phantom. Solution of the primary acoustic field will allow us to evaluate the energy deposition from the sound field. Using the equation (3.11) with the current simulation grid, the heating source from the primary acoustic field is,

\[
Q = \frac{2a_{i,j}}{\rho_{i,j}c_{i,j} \omega^2 N} \left( \frac{1}{2dt} \right)^2 \sum_{n=1}^{N} \left( 3p_{i,j}^n - 4p_{i,j}^{n-1} + p_{i,j}^{n-2} \right)^2,
\]  

(3.19)
where $N$ is the number of time steps averaged.

### 3.4.2 Heating source due to cavitation

The preceding heating mechanism can give us very good estimates only at low intensity. Once the pressure increases to a certain critical value, cavitation is going to occur, and the heating source is going to become very complicated. Now, we are trying to evaluate the bubble-enhanced heating. Bubbles can enhance heating through several ways, such as viscous heating, scattering and radiation heating as we have discussed previously. In this work, we use a single-bubble model and focus on the damping mechanisms of single oscillating bubbles [72][105]. We assume that bubbles will not interact with other.

For an individual bubble, the heat deposition is equivalent to damping. Therefore we need to investigate the damping mechanisms of a single bubble. The damping for a single bubble has three aspects: viscous damping, radiation damping and thermal damping.

**Viscous damping heating**

Power deposition through viscous dissipation is actually a result of the interaction between the bubble wall and the surrounding medium. As a bubble oscillates, it has to push the surrounding liquid back and forth, and this will dissipate energy. The stress at an oscillating bubble wall due to the viscosity of the surrounding liquid has the form,

$$ p_{vis} = \frac{4 \mu \dot{R}}{R} \quad (3.20) $$

This stress acts over the whole bubble surface $4\pi R^2$, therefore, $p_{vis} \times 4\pi R^2$ represents the viscous force on the bubble surface. From simple dynamics, the power dissipated by viscous damping is equal to force times velocity. This yields [72]

$$ W_{vis} = 16\pi \mu R \dot{R}^2 \quad (3.21) $$
This energy is dissipated solely as heat in the medium, and so this term is identically the viscous heating contribution. For a 1-second insonation, we use the time-averaged $R(t)$ to obtain this term. For linear oscillations in water, Prosperetti [72] showed the viscous damping will be important at higher frequencies, i.e., those in the megahertz range. In our current parameter space, since the viscosity of water only matches the lower limit, we expect that viscous heating could contribute a large fraction of the total effect.

**Heating due to bubble acoustic radiation**

Acoustic emission from an oscillating bubble consists of two parts: 1) the passive emission, which is only due to the presence of the object. For a micron-size bubble, the acoustic wavelength is much larger than the object (bubble), therefore, according to Rayleigh’s scattering theory, only a very small amount of energy will be taken out of the sound wave by this passive emission; 2) the active emission. An oscillating bubble is actually a volume oscillator, which can be modeled as a monopole. The strength of this emission is therefore related to the volume changes. The acoustic emission from a volume oscillator has the following form in the far field,

$$p_{sac}(r, t) = \frac{\rho}{4\pi} \frac{d^2 V}{dr^2},$$ (3.22)

where $r$ is the radial distance from the oscillator, and $V$ is the volume of the oscillator. For an oscillating spherical bubble, this equation is readily rewritten as,

$$p_{sac}(r, t) = \frac{\rho R}{r} \left( 2\dot{R}^2 + R\ddot{R} \right),$$ (3.23)

where $R$ is the radius of the oscillating bubble. The time-averaged acoustic intensity can be written as

$$I_{sac}(r) = \frac{\langle p_{sac}^2(r, t) \rangle}{\rho c},$$ (3.24)
< >, indicates the time-averaged quantity. The far field approximation holds for \( 1/kr < 1 \), where \( k \) is the wave number. The far field limit certainly holds when the detected sound energy is a few cm away from the bubble. However, the limit may be violated when we need to determine the energy density of emitted sound near the bubble surface. In this case, a localized correction term is needed to correct this effect, and the scattered pressure becomes

\[
p_{\text{sc}}(r,t) = \frac{\rho R}{r} \left( 2\hat{R}^2 + R\hat{R} + \frac{c}{r} R \right).
\]

(3.25)

Fortunately, it has been shown by Hilgenfeldt et al. [45][46] that the localized correction term to the emission of sound decays very rapidly, and even at distances as small as 1 µm from the bubble, the contribution from the correction term is small. Therefore, we will drop the correction term in the simulation. In general, compared to the active emission, the energy loss through the passive emission is negligible and will be omitted in this work.

Viscous heating is a local effect, and only the medium next to bubble surface can absorb the energy. The absorption of the radiated sound, however, is different. The sound emitted by a single bubble will propagate in the medium and be attenuated by the absorption of the medium. The absorption coefficient determines the volume which will be affected by the radiated sound. Therefore the energy deposition due to the acoustic radiation is a function of distance and absorption coefficients. In a lossy medium, the radiated pressure is written as

\[
p_{\text{sc}}(r,t) = \frac{\rho R}{r} \left( 2\hat{R}^2 + R\hat{R} \right) e^{-\alpha r},
\]

(3.26)

where the subscript \( f \) indicates the absorption coefficient \( \alpha \) is frequency dependent. Then, at a certain distance \( r \), the total emitted sound power is

\[
E_{\text{sc}} = 4\pi r^2 I
\]

\[
= \frac{4\pi r^2}{\rho c} \int_0^{+\infty} p_{\text{sc}}^2(t) dt = \frac{4\pi r^2}{\rho c} \int_{-\infty}^{+\infty} p_{\text{sc}}^2(f) df,
\]

(3.27)
where $p_{\text{ac}}(f)$ is the Fourier transform of $p_{\text{ac}}(t)$. If at the bubble surface, the emitted sound power is $E_0$, then the power deposition in the volume bounded by $r$ is $E_0 - E_{\text{ac}}$.

**Thermal contributions to the heating**

Another damping mechanism which may affect the heating is the thermal damping, or heat conduction. For an inertial bubble, the internal temperature may easily reach several thousand K when bubble collapses. The heat is then propagated according to the equation of thermal conduction. However, this high temperature only happens in very short (a few nanosecond) time scale and, during most of the cycle, heat is transferred into the bubble due to the large expansion decreasing the internal temperature. It has been shown that the net heat transfer in many cases favors heat deposition into the bubble (Kamath et al., [106]). For a bubble oscillating isothermally, the thermal contribution has been shown to have a negligible effect on the heating by Hilgenfeldt et al. [43] The bubble model we used throughout this work takes account of thermal damping, and we believe it is better than the isothermal assumption; nevertheless we expect the effect of heat conduction through the bubble wall is very small, and we will ignore this contribution.

**Additional heating mechanisms for bubble heating**

Other potential sources of energy deposition from bubbles include bubble shape oscillations and multiple-bubble scattering. Shape oscillations on bubbles during noninertial cavitation were first observed by Kornfeld and Suvorov [107]. These oscillations often cause radiated sound at a frequency lower than that of volume pulsation, and non-spherical motion could lead to a much greater viscous dissipation than spherical oscillations owing to the increased shear induced. However, experimental evidence showed small bubbles would always keep its
spherical shape except in a few cases. We use the spherical bubble model in this work, and the heating due to shape oscillations is neglected.

Multiple-bubble scattering is another process which may enhance heating. Sound scattered by one bubble may be scattered again by other bubbles. During this process, sound is scattered back and forth and this will increase the opportunity for the sound to be absorbed. From another point of view, multiple-bubble scattering increases the effective path length of the sound propagation. Energy that would otherwise pass through is redirected and deposited in the surrounding area. As the primary acoustic field increases, cavitation occurs in the pre-focal area. The multiple scattering of bubbles in the pre-focal may cause “shielding” of the sound field. Energy normally focused at the focal region, is redirected and dissipated in the pre-focal region due to multiple-bubble scattering, which elevates the temperature in the pre-focal region. The focal region, which would normally be the highest temperature region, receives less energy, and only a small temperature elevation is obtained there. This process only happens at very high intensity cases since cavitation in the pre-focal region is required. Many experiments have shown ‘tadpole’ shaped lesions after HIFU exposure at high pressures and cigar shaped lesions at low pressures [33][37]. The ‘tadpole’ shaped lesions are caused due to the shielding effect.

This research will not consider the effect of multiple-bubble scattering, and to model this interaction is beyond the scope of this work. From a practical or applications perspective, it may even be desirable to minimize or avoid this effect for reasons of predictability.

The distribution of bubbles

All the preceding analysis about the heating due to cavitation is based on single bubble dynamics. We have made the estimate in previous work [48] that a bubble number of order 20 in the focal region is enough to produce enhanced heating. Our HIFU transducer has a total focal volume of about 10 µL of the focal volume (estimated from full width of half maximum
intensity); given this number and with the bubble radius of 10 µm, the void fraction in the focal region is very low. At this void fraction, the single bubble model could be valid.

However, to estimate the temperature rise in the focal region, we need to accurately estimate the heating rate at every point. The heating rate we discussed in the last section is only for a single bubble; the position of the bubble, however, needs to be determined. The occurrence of cavitation is related to the peak negative driving pressure amplitude. We therefore use a negative pressure value as a threshold for cavitation. The threshold value can be measured from experiments. A uniform bubble density distribution is assumed throughout the focal region. Another uncertainty that may affect the heating is the initial bubble size distribution in the tissue phantom, which is determined by the nuclei in the tissue phantom. Our current experimental technique does not allow us to control this in the tissue phantom. However, we can change the air concentration in the tissue phantom which we believe will change the nuclei size in the tissue phantom, and thus the cavitation threshold, growth rate and heating, as we will show in Chapter 4. For a 1-second insonation, the initial nuclei size will only have a limited effect on the heating, as we have shown in the bubble dynamics in Chapter 2, since the high speed growth rate right after the nucleation will eliminate the small initial differences between bubbles.

3.5 Solving for temperature

Having these heating sources in hand, now we are ready to solve the bioheat transfer equation. The numerical implementation of the BHTE is analogous to the pressure solution, although it is much simpler. The discretized partial derivatives in space used for the BHTE are the same as those for the pressure except for the time derivative, for which a centered difference is used to determine the next temperature value in time:

$$\frac{\partial T}{\partial t} = \frac{1}{2dt} \left( T_{i,j}^{n+1} - T_{i,j}^{n-1} \right)$$  \hspace{1cm} (3.27)
Spatial and temporal grids, solution domain, initial and boundary conditions

Compared to the pressure solution, the temperature response is substantially slower. Thus we can use a much larger time step for the temperature. Specifically, a time step of 1 ms is sufficient for simulation stability and accuracy. The same spatial grid will be used in the temperature solution. The solution domain for the BHTE may also be decreased and limited only to the tissue phantom. This is because the tissue phantom is primarily heated from the center, and there is little heating away from the focal region. Then we only need to solve the BHTE in a small region centered at the focus of the acoustic field, which is also the peak temperature point. The large amount of water surrounding the phantom serves as an excellent constant temperature bath. Although the water path is important to the pressure solution, it simply serves as a constant boundary condition in the temperature solution. The initial condition is set to be the ambient temperature at every point.

3.6 Thermal dose

After the temperature elevation is determined, a method of thermal dose can be used to predict tissue survival or damage. The effect of temperature elevation in tissue during HIFU depends on the achieved temperature and the duration of the exposure. A given temperature history and approximate reaction parameters can be converted to an equivalent dose in degree-minutes at a constant temperature, thus enabling direct comparisons of different therapy studies. Therefore, a relative thermal response above 43 °C can be defined as an equivalent thermal dose at 43 °C by the following equation:

\[
TD_{43}^{\text{(min)}} = \sum_{t=0}^{t_{\text{end}}-t_{\text{start}}} R^{(43-T)} \Delta t
\]

(3.28)
where $T_i$ is the temperature in degrees Celsius, and $R$ is 0.5 above 43 °C and 0.25 below 43 °C. The total thermal dose to a tissue sample is determined by the temperature history of the sample taken at time points $\Delta t$ apart. This value is an independent measure of the thermal damage to a sample in an experiment.

### 3.7 Example of model predictions

In this section we are going to show some typical predictions. The sound field is generated by a HIFU source, and the resulting temperature field is simulated by the method described above. The driving frequency used in the simulation is 1 MHz, and the duration is 1 second, which is the same as in our experiments. The material properties are listed in Chapter 4.

Figure 3.3 shows a plot of acoustic field intensity in the focal plane and a cross section through the $z$-axis, with a peak pressure amplitude of 1 MPa at the focus. The whole focal region has a cigar shape, and side lobes appear in the surrounding area, an effect due to diffraction. Compared to the geometric center of the transducer, the real focal region is shifted towards the transducer, and this is also an effect of diffraction of the sound beam.

The resulting temperature field is shown in Figure 3.4. For this 1-second insonation and the same material properties, the resulting temperature field is very similar to the intensity field. The temperature field is less sharply peaked than the intensity field due to heat conduction. As the intensity increases, the heat conduction will become more and more important and that will cause a large deviation from constant proportionality between the temperature and intensity at a given spatial location.
Figure 3.1 The comparison between different heating models. Linear heating rate (solid line), Parker’s model (dash line) and BHTE model (dash and dot line). For the material properties we used in this simulation, see Chapter 4.
Figure 3.2 The solution domain for the FDTD code. The dark area indicates the tissue phantom. The black dot is the position of the geometry focus.
Figure 3.3 An example of intensity field mapping calculated by FDTD code at 1 MPa peak pressure. a) (top) focal plane mapping; b) (bottom) x-z plane mapping.
Figure 3.4 An example of temperature mapping at 1 MPa peak pressure for a 1-second insonation time. a) (top) focal plane mapping; b) (bottom) x-z plane mapping.
Chapter 4

Experimental setup and the results

We already presented the results for bubble dynamics in chapter 2 and the heating model in chapter 3. In this chapter, we are going to show some experimental results. As reviewed in Chapter 1, much in vivo and in vitro experimentation has exhibited bubble-enhanced heating. The characteristics of bubble-enhanced heating include a dramatically increased heating rate, threshold dependence and erratic temperature rise. Experimental evidence in this chapter serves as 1) a tool to verify the theoretical model; 2) a source for new physical phenomena which will help us to better understand this complicated phenomenon.

In this chapter, an experimental system is going to be developed. Three experiments are implemented and discussed. The First experiment is the observation of subharmonics emitted from cavitation; subharmonics are often used as evidence of the presence of cavitation. The second experiment investigates the effect of different dissolved gas concentrations on the heating behavior in the tissue phantom. The last experiment measures the heating due to the presence of contrast agents. Microbubble-based contrast agents can serve as the initial cavitation nuclei in the tissue phantom. The relationship between the threshold for enhanced heating and the inertial cavitation threshold for contrast agents is investigated. The temperature rise in the tissue phantom is monitored by thermocouples, and experimental data is collected through a PC by using MATLAB. The acoustic signal emission is received by a passive cavitation detector (PCD) and collected by a PC.
4.1 Experimental Apparatus

In this work, we expanded previous work done by Holt and Roy [44], and Edson [48]. The experimental apparatus is similar to that of Edson [48]. The source of the system is a single element, spherical focused, piezoelectric transducer (H101, Sonic Concepts, Woodinville, WA). The transducer has a 6.26 cm geometric focal radius and a 7.0 cm aperture. The center frequency of this transducer is 1.1 MHz and the bandwidth is 0.85-1.35 MHz. At 1 MHz, the FWHM (full width of half maximum intensity) is about 1.5 mm at the focus and the focal region length is about 8 mm. The transverse and axial beam profiles are shown below in Figure 4.1. This calibration is done in water by using a PVDF hydrophone. In all the following experiments, 1-second continuous wave tone bursts of 1 MHz are used. During the insonation, a 1 MHz sinusoidal wave is generated by a function generator (3314A, Hewlett Packard, Palo Alto, CA) and is then amplified by a power amplifier (A-150, 55dB fixed-gain, Electronic Navigation Industries, Rochester, NY) before going into a matching network. Finally, the signal goes into the

Figure 4.1 H101 Transducer measured beam profile at 1MHz. a) Radial pressure profile, b) axial pressure profile

In this work, we expanded previous work done by Holt and Roy [44], and Edson [48]. The experimental apparatus is similar to that of Edson [48]. The source of the system is a single element, spherical focused, piezoelectric transducer (H101, Sonic Concepts, Woodinville, WA). The transducer has a 6.26 cm geometric focal radius and a 7.0 cm aperture. The center frequency of this transducer is 1.1 MHz and the bandwidth is 0.85-1.35 MHz. At 1 MHz, the FWHM (full width of half maximum intensity) is about 1.5 mm at the focus and the focal region length is about 8 mm. The transverse and axial beam profiles are shown below in Figure 4.1. This calibration is done in water by using a PVDF hydrophone. In all the following experiments, 1-second continuous wave tone bursts of 1 MHz are used. During the insonation, a 1 MHz sinusoidal wave is generated by a function generator (3314A, Hewlett Packard, Palo Alto, CA) and is then amplified by a power amplifier (A-150, 55dB fixed-gain, Electronic Navigation Industries, Rochester, NY) before going into a matching network. Finally, the signal goes into the
transducer from the matching network. All the experiments are conducted in an acrylic water tank. The size of the tank is $15 \times 15 \times 45$ cm.

In all the experiments, a tissue phantom is used. The use of the tissue phantom has the following advantages: 1) it decreases the experiment expense; 2) the material properties are easy to control; 3) it is convenient to control the shape of the tissue phantom. At high temperature, the tissue phantom is liquid and can be poured into a pre-prepared mold; and it will solidify in room temperature. The tissue phantom is constructed by first creating a mold with the desired shape. The phantom holder is a cylindrical pipe with 40 mm diameter and is about 60 mm long. One end is attached to an acrylic plate which has a screw hole on it, and the other end of the pipe is open. Before the tissue phantom solidifies, it is poured in the mold and then the open end of the holder is covered with an acrylic plate until it solidifies. There is a small window at the side of pipe, which is also covered with an acrylic plate before the solidification of the phantom. After phantom is poured into the mold, we wait for about 10 hours before the experiment starts. The two acrylic covers will be taken away when the experiment starts. Ultrasound is applied through the open front and focused inside the phantom.

**Agar-graphite phantom**

The agar-based phantom is a mixture of 600ml water, 24g of graphite power (for scattering), 18g of agar, 0.75g of methyl paraben (a preservative), and may also contain 16ml 1-propanol to adjust the sound speed in the phantom. First, deionized-water is heated to above 85 °C, and then methyl paraben, agar, graphite (96% purity, 325 mesh, J.T. Baker, Paris, KY), and 1-propanol (optional) are added and well stirred. The whole mixture then may be degassed by exposure to a vacuum if desired. While degassing the whole mixture should remain in a thermal bath to keep temperature at around 70 °C to prevent the mixture from solidifying. The whole mixture is then poured into the mold. It usually takes over 10 hours for the mixture to cool down,
and after cooling down the mixture becomes solid. During the process of cooling, the phantom should be isolated from air, as it should when the phantom is stored. The most appealing feature of the agar-based phantom is that the critical sound properties of the phantom can be easily varied by altering the phantom recipe and can be controlled independently. For example, the sound speed can be altered by adjusting the amount of 1-propanol, and the attenuation can be changed by using different amounts of graphite powder. Both of these properties have a nearly linear dependence on the weight percentage. The recipe and the properties of the phantom made by this recipe are given in Table 4.1 and 4.2 respectively.

Table 4.1 The recipe of the tissue phantom.

<table>
<thead>
<tr>
<th>Component</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>600 ml</td>
</tr>
<tr>
<td>Agar</td>
<td>18 g</td>
</tr>
<tr>
<td>Methyl Paraben</td>
<td>0.75 g</td>
</tr>
<tr>
<td>Graphite</td>
<td>24 g</td>
</tr>
<tr>
<td>1-propanol</td>
<td>16 ml (optional)</td>
</tr>
</tbody>
</table>

Table 4.2 The properties of the tissue phantom.

<table>
<thead>
<tr>
<th>Property</th>
<th>Tissue</th>
<th>Tissue phantom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m³)</td>
<td>1000-1100</td>
<td>1044</td>
</tr>
<tr>
<td>Sound speed (m/s)</td>
<td>1450-1600</td>
<td>1488</td>
</tr>
<tr>
<td>Attenuation (Np/m/MHz)</td>
<td>5.6-17</td>
<td>5.2</td>
</tr>
<tr>
<td>Thermal diffusivity (mm²/s)</td>
<td>0.105-0.106</td>
<td>0.158</td>
</tr>
<tr>
<td>Specific heat (J/kg·°C)</td>
<td>3600-3900</td>
<td>3710</td>
</tr>
</tbody>
</table>

The measurement techniques for parameters reported in Table 4.2 have been described by Huang [13]. The nonlinearity coefficient for this tissue phantom is $\beta=4.4$. The agar-graphite phantom is black and totally optically opaque; it is not suitable if optical bubble imaging is desired.
Acrylamide phantom

The acrylamide phantom is an optically transparent tissue-mimicking material that is ideal for bubble imaging experiments, and we list it here for future work although the bubble imaging experiment is not a part of this dissertation. An acrylamide phantom is formed by co-polymerization of acrylamide and bis-acrylamide. Polymerization is initiated by tetramethylethylenediamine (TEMED) and ammonium persulfate. In this recipe, 5 ml 30% acrylamide stock solution (mix 29.2 g acrylamide powder and 0.8 g bis-acrylamide, increase sample volume to 100 ml with purified water), 8.4 ml purified water, and 1.5 ml 10X phosphate buffered saline (PBS, mix 8.76 g NaCl, 2.41 g Na₂HPO₄ and 0.41 g NaH₂PO₄·H₂O, increase sample volume to 95 ml with purified water, adjust to pH 7.4 with 6 M NaOH solution, make to final volume of 100 ml, filter with a 0.2-µm filter) are mixed and degassed for 15 min under vacuum. Then 75 µl ammonium persulfate solution is added (made fresh, 20 mg ammonium persulfate plus 100 µl water) followed by 10 µl TEMED. The solution is capped and mixed well and then poured into a mold and left to sit for 2 hours to ensure the reaction is sufficiently complete. The density of the gel is approximately 1030 kg/m³, and the sound speed is about 1534 m/s. The attenuation is generally too low (less than 0.01 Np/cm@1 MHz) to simulate that of real tissue. Such low attenuation also makes it easier to induce shock formation in the propagation. Attempts made to improve the attenuation by substituting the water with a more absorptive liquid such as glycerin were generally not effective [13]. The acrylamide gel is however very attractive for future research work of bubble imaging.

4.2 Temperature Measurement

The temperature inside the tissue phantom is measured by one or more type E thermocouples (0.125 mm diameter bare wire, response time less than 40 ms, Omega Engineering
Inc, Stamford, CT) located about 22 mm deep from the surface of the phantom and in the middle of the cross section. The thermocouple is connected to a terminal block with cold-junction-compensation (SCB-60, National Instruments, Austin, TX). Another thermocouple is connected to the terminal block and placed in the water for ambient reference. The terminal block outputs are connected to the analog inputs of a multifunction input/output (MIO) computer board (AT-MIO-16E, 100 kS/s, 12 bits, National Instruments, Austin, TX), and the thermocouple voltages are acquired at 1 kHz. These thermocouple voltages are converted to temperature using MATLAB (MATLAB 6.0 Release 12, The Mathworks, Natick, MA) based on thermocouple type and incorporating the cold-junction-compensation reading.

A typical temperature measurement result is shown in Figure 4.2. The measurement is made in the agar tissue phantom. The tip of the thermocouple is placed at the focal plane and 0.5 mm off axis. The temperature is plotted as a function of time for an insonation duration of 1 second, a source frequency of 1 MHz with a peak negative pressure 1 MPa. Figure 4.2a shows the raw data without any averaging. The high frequency noise in the raw data is due to electrical noise in the temperature measurement system. A simple moving average filter can be applied with little or no effect on the relatively slowly changing temperature response in the tissue phantom. Figure 4.2b shows the filtered temperature data after 20-point moving average. The result shows a classic heating-cooling curve and very good repeatability. Unless otherwise specified, the temperature measurement results presented in this dissertation will be processed using a 20-point moving average.

**Thermocouple artifact**

When using thermocouples to measure temperatures in an ultrasound field, the error of measurement due to the presence of the thermocouple itself is usually referred as the thermocouple artifact. The existence of a thermocouple artifact was first analyzed systematically
by Fry and Fry [96][97] in their research to measure the absorption coefficient of the medium through measuring the rate of heating. The occurrence of the thermocouple artifact depends on many factors, such as the conduction through the thermocouple wire, the finite heat capacity of thermocouple wire, etc. Most of these only have negligible effects on the temperature measurement. However, the effect of viscous heating on the thermocouple surface has a significant effect on temperature measurement. When the acoustic wave is passing through the medium, a relative movement will be induced between the thermocouple surface and the surrounding medium due to the discontinuity of the material. Then the viscous force between the thermocouple surface and the surrounding medium will induce a local heating. The local heating will induce a sharp temperature gradient, and what the thermocouple senses is the peak of this local temperature. As shown in Fry and Fry’s paper, this viscous heating-induced temperature rise is a function of acoustic pressure, frequency, viscosity, as well as the size and orientation of the thermocouple. In Fry and Fry’s estimate for a 12.5-µm diameter thermocouple in caster oil, the ratio between the temperature induced by viscous heat solely and the undisturbed temperature rise is 0.9 when the thermocouple is orientated transverse to the acoustic field and 2.2 if the thermocouple is orientated along the acoustic field. In our case, we expect the effect of viscous heating should be larger since 1) a large size of thermocouple is used; 2) tissue phantom is a more viscous material than caster oil; 3) the thermocouple is oriented along the acoustic field.

Another type of error, which may be induced by the presence of the thermocouple, is ultrasonic beam distortion resulting from scattering by the thermocouple probe. In addition to changing the pressure profile, this can also cause an increase in the local power density and therefore, induce additional temperature rise. Hynynen and Edwards [108] reported that probes with diameter equal or greater than half of the square root of the sonic wavelength tend to scatter the wave and distort the sound beam significantly. Smaller probes with a diameter less than about
one-fifth of the square root of the wavelength had a very local and small effect on the sound field, and will not have a significant effect on the measurement.

The thermocouple we used in our experiment has a diameter of 0.125 mm, which is much less than one fifth of the square root of the wavelength (the wavelength in our case is about 1.5 mm). The scattering cross section of the thermocouple is also much less than that of cavitation, as we will see in Chapter 5. Therefore we do not see the sound beam distortion due to the presence of the thermocouple. However, the thermocouple artifact caused by viscous heating is an unavoidable effect when using thermocouples in an acoustic field. As shown by Hynynen et al. [108] even in water, thermocouple artifact has big effects on the temperature measurement. This is why Parker drew a conclusion that it is not possible to measure temperature in a sound field by using a thermocouple directly.

However, it is still possible to get actual temperature information from the thermocouple through some processing of the measured data. The first method used to correct this thermocouple artifact is the linear rate of heating method [96]. If the sound beam has a wide width and the intensity is low, the heating of the tissue is nearly linear for a short term. Then a rate of heating can be read at the steady state, and the temperature rise can be evaluated through this linear heating rate.

However, many transducers have a narrow beam, and the conduction in the radial direction forces the heating rate to deviate from the linear relation, as shown in Chapter 3. Parker [99][100] developed a temperature heating and cooling equation to fit the measured temperature data and then extrapolated back to find the real temperature in the medium. The same problem will occur when working at high intensity and long duration insonation. Hynynen et al. [109] adopted an empirical method in their measurement. They waited for a short period after the insonation and then read the temperature. But as temperature increases, the conduction becomes
much more rapid after the sound field is turned off, and this waiting time should be decreased to get the real temperature. To get a waiting time as a function of driving pressure is impossible in this experiment. In the previous work of our group, Huang [13] developed an *ad hoc* method to correct her measured temperature data by comparing the measurement in viscous non-graphite phantoms. However, one problem with applying that method in our experiments is we are looking for the heating above the cavitation threshold. This *ad hoc* method will not work beyond the cavitation threshold due to the randomness of occurrence of cavitation.

To solve this problem, it is first important to understand the physical background of the role of the thermocouple in our tissue phantom. Our tissue phantom is agar-graphite based. The role of graphite in our tissue phantom is to increase the attenuation of the phantom. An agar phantom without graphite particles has an extremely small attenuation and it is not measurable in our acoustic property measurement system. Adding scattering particles can increase the attenuation greatly. The investigation by Wu *et al.* [110] in a tissue phantom showed that the acoustic energy loss due to the presence of the graphite particles is a result of the effect of mode conversion [111]. Acoustic waves are compression waves, and when compression waves travel through the medium and encounter a particle, acoustic shear waves are excited. This acoustic shear wave is going to convert into internal energy within a few micrometers owing to the extremely high shear wave absorption in gel-type suspending material. According to the result of Wu *et al.*, mode conversion accounts for over 90% of the energy loss in an agar-graphite phantom and only a small part is due to multiple scattering. We simply note that this mechanism of energy loss is the same as the mechanism of the thermocouple artifact. Both of them are due to the presence of a particle in an otherwise homogenous material and both cause an energy loss due to the relative motion between the particle and the surrounding medium.
Now, we can simply understand that the presence of the thermocouple probe in the tissue phantom just increases the local absorption coefficient, and we can therefore employ an effective absorption coefficient. The temperature measured by the thermocouple is actually the real temperature in the surrounding medium of the thermocouple tip. Certainly, due to difference of the material properties between the graphite and the thermocouple, the viscous heating near the surface of each is different, and this effective absorption coefficient will be different from that of the medium itself. We assume that the temperature at the particle surface is the same as that in between the particles. This can be assured by the speed of the thermal diffusion.

This effective absorption coefficient can be measured by the rate-of-heating method. At the beginning of heating, the heat conduction is very weak, and the heating at the surface of thermocouple is linear (or we can say the heating at the medium surrounding the thermocouple tip is linear). A simple estimate through solving the heat transfer equation can give us the effective absorption in this local area. Then a small volume, which includes the part of the volume occupied by the thermocouple tip and a part of surrounding volume, is set to the effective absorption coefficient. We do not account for heat conduction caused by the thermocouple wire during the heating and cooling phase. Fortunately, during the heating phase, much of the thermocouple probe, not only the tip, is going to be heated up by viscous heating, and the conduction through the thermocouple wire probably has an effect on the temperature of the thermocouple part which is behind the tip, but the tip itself will be hardly by affected by the conduction through the thermocouple wire. However, the wire conduction will play a role during the cooling phase, as we will see in the comparison between the experiment and prediction in the following chapter.
4.3 Passive Cavitation Detection

Cavitation activity is monitored by a passive cavitation detector (PCD) [48][112], which is a spherically focused transducer (15 MHz center frequency, Panametrics, Waltham, MA) featuring a 19mm focal depth and a 6.4mm aperture. The transducer is aligned so that the location of the focal region overlaps with the focal region of the source transducer, and therefore it is most sensitive to the sound emitted at the highest intensity region in the sound field, where cavitation is most likely to occur. The PCD transducer will receive two types of signals. One is due to the incident sound scattering from the phantom, which consists of the primary 1 MHz frequency wave; also a small amount of higher frequency components could be received due to the propagation nonlinearity of the sound field. The second part of the received noise is due to the sound emission from cavitation. There are also two type emissions from bubbles. One is the direct scattering from bubbles, which consists of mainly 1 MHz frequency sound; the other is due to the active emission from bubbles, which includes broad frequency components and is related to the nonlinear motion of bubbles. Since the onset of the cavitation is going to be characterized by inertial oscillations, then strong higher harmonic components are expected, which are associated with a short time scale and high accelerations at bubble collapse. The broadband bubble-related noise is something we want to detect by using the PCD. The output of the PCD is first amplified (Model 5662, 54 dB, Panametrics, Waltham, MA) and filtered in high-pass mode with a cutoff frequency of 2 MHz (Model 3940, 24 dB/octave attenuation, Krohn-Hite Corp., Avon, MA) to reduce the effect of the 1 MHz primary field. Then the resulting signal is sent to a gated peak detector (Model 5607, Panametrics, Waltham, MA). The output of the peak detector is directed to the terminal block used by thermocouples and finally sampled with an MIO board. Since a high pass filter with a cutoff frequency of 2 MHz is used, we should only see very a weak scattering signal from the primary field, and strong signals could be primarily related to any inertial
cavitation (Edson [48]). Inertial cavitation is our main focus through this dissertation. Unless otherwise stated, “cavitation threshold” will indicate the inertial cavitation threshold. Figure 4.3 provides the schematic of the experiment system.

4.4 Acoustic pressure calibration

A primary concern in the experiment is the pressure at the focal region. There are two ways to solve this problem. One is to employ a needle hydrophone to measure the acoustic pressure in the focal region directly. By this method, however, we can only get the pressures at discrete points. Our temperature simulation requires knowledge of the intensity of the whole acoustic field. This method also is limited to experimental conditions. Another way to solve this is to make use of the accuracy of our FDTD code [48][13] to calculate the pressure field in the tissue phantom. Since we already know the sound properties of our tissue phantom, this method allows us to ascertain the sound field in the whole tissue phantom and thus evaluate the temperature inside the tissue phantom.

To simulate the acoustic field in the tissue phantom, we need the source pressure, i.e. the pressure at the transducer surface. We are unable to measure the pressure directly at the transducer surface. However, we know the input voltage of the transducer which can be measured directly. We then can develop a relation between the input voltage and the initial pressure we use in the FDTD simulation. First, numerically, we can calculate the pressure at a certain point in the sound field in water by using the FDTD code, e.g. the pressure at the focus, and some $p_{source}$ will be used in the simulation. Then experimentally, the pressure at the focus can be measured in water, and we can record the input voltage of the transducer. Finally, we can bring these two results together, and through the pressure at the focus, the source pressure $p_{source}$ in the simulation can then be related to the input voltage of the transducer. Since in the regime we are working, the
sound propagation remains linear, a linear relation can be assumed between the focal pressure and $p_{source}$ or the input voltage of the transducer:

$$p_f^+ = c_1 V_t^+$$  \hspace{1cm} \text{Experimental relation,} \hspace{1cm} (4.1)$$

$$p_f^+ = c_2 p_{source}^+$$  \hspace{1cm} \text{Numerical relation,} \hspace{1cm} (4.2)$$

where $p_f^+$ is the peak positive focal pressure, $p_{source}^+$ is the peak positive source pressure and $V_t^+$ is the peak positive input voltage on the transducer. With these two relations in hand, we will have

$$p_{source}^+ = \frac{c_1}{c_2} V_t^+ = K V_t^+$$  \hspace{1cm} (4.3)$$

This equation allows us to determine the appropriate source pressure to use in the simulations involving the tissue phantoms based on the input voltage measurement in experiments.

Figure 4.4 shows the relation measured in experiments and calculated numerical results. Both results are obtained in water. From these results, we estimate $c_1=0.069$ MPa/V and $c_2=47.9675$ from the plots, thus $K=0.0014$ MPa/V.

4.5 Experimental results

The experiments of Edson [48] have established the correlation between the temperature rise and cavitation activity in our tissue phantom. The purpose of this work is to further investigate the relationship between the temperature rise and bubble activity. The increase of the heating rate is due primarily to the presence of inertial cavitation, as shown in Edson’s results. However, what will affect the occurrence of inertial cavitation in a tissue phantom? How will these inertial bubbles oscillate after creation, and what is its effect on temperature rise? Theoretical predictions are limited by the complications of this issue. However, it is possible to
get some important information through experiments, and that can help us to understand the physics of cavitation in this area. Furthermore, it can help us simplify some aspects of this problem and build a physical model to predict it. Cavitation activity is affected by the incident sound pressure, frequency and insonation duration, and the material properties of the tissue phantom. Different tissue phantoms may have different cavitation thresholds and could yield different temperature rise behaviors. The first result we will show here is the acoustic emission result. The second experiment is to investigate the effect of gas concentration on the cavitation threshold and temperature rise. Finally, the observation of temperature rise due to the presence of contrast agents will be investigated.

4.5.1 Harmonic emission from the tissue phantom

Many researchers have monitored the occurrence of cavitation using acoustic emissions. The emission from a bubble is characterized by broadband noise including the harmonic components of the driving frequency. Specifically the observation of the subharmonic component becomes a kind of criterion for the occurrence of bubbles in many biological ultrasound experiments [34][41][70]. The emission of subharmonic signals from bubbles has a lot of sources, such as the bifurcation of the bubble motion, the shape oscillation of the bubble and the interaction between bubbles. In the parameter space we study, all these sources are possible. As we discussed in previous chapters, we predicted the chaotic oscillation of bubbles numerically, and thus we expect subharmonics in this region (Lauterborn et al., [95]). Multiple bubble interaction is another source for subharmonics although we do not attempt to quantify this effect here. Finally, recall that the bubble size distribution is bounded by the shape instability threshold, and this also is a source for subharmonics (Eller and Flynn, [113]). All of these are our motivation for these experimental observations.
In this experiment, the output of the 15 MHz transducer was acquired by a spectral analyzer (Hp 89140, 16 bits), and the temporal peak of each frequency component was recorded. We found if the tissue phantom contains no 1-propanol, we could not observe subharmonics. Therefore 1-propanol was added to the tissue phantom in order to observe subharmonics. As we described previously, the role of 1-propanol in this tissue phantom is to increase the sound speed. Another material property 1-propanol affects is the viscosity. More 1-propanol will decrease the viscosity. The results for the harmonic components are shown in Figure 4.5. When the driving pressure is less than 1 MPa, only fundamental and second harmonics were observed. The level of the second harmonic signal is much less than that of the fundamental. The second harmonic signal is due to the nonlinearity of the tissue phantom. When the driving pressure is larger than 1 MPa, the level of the fundamental and second harmonic signals suddenly jump to a much higher level and, as the pressure further increases, the level of the second harmonic becomes almost the same as fundamental harmonic. At the same pressure value, other harmonics were observed too. Simultaneously, we also observed the subharmonic signal, which usually is thought of as a unique feature of cavitation. Compared to other harmonic components, the subharmonic signal is always much lower.

From these results we attempt to collect some information about the bubbles in our tissue phantom. The signal of the subharmonic is very weak, which is about 20dB less than the second harmonic. This may be because 1) only a few bubbles grow into the chaotic region; 2) since bubbles have to pass though the chaotic region before they hit the shape instability threshold, bubbles may never hit the shape instability threshold; 3) viscosity in the tissue phantom is very high. In the high viscous region, there is no chaotic oscillation and the bubble size distribution is bounded by the rectified diffusion threshold. Since we did not observe subharmonic signals in the tissue phantom when there was no 1-propanol, we probably can conclude that the viscosity in our
tissue phantom is very high and that is the reason why the level of the subharmonic signal is low. This conclusion is consistent with our bubble dynamic results in chapter 2. Bubble shape instability and chaotic oscillations, which are the most likely sources for subharmonics, only happen in the low viscosity region.

4.5.2 Dissolved gas concentration measurement

The dissolved gas concentration in the tissue phantom will affect the nuclei distribution directly, so it will have an important effect on the onset of cavitation [114][115][116][117][118]. Different gas concentration samples could have different heating behaviors due to the different nuclei and bubble growth rates. To measure the gas concentration inside the tissue phantom, we employed a Foxy Fiber Optic Oxygen Sensor (A755, OceanOptic, Inc.). The tissue phantom is prepared in air, so we assume the oxygen percentage will not change in the tissue phantom, it is always a constant percentage of the total gas in the phantom. Then by measuring the oxygen concentration inside of the phantom, we can know the total air concentration in the phantom. The Foxy Fiber Optic Oxygen Sensor uses the fluorescence of a ruthenium complex in a sol-gel to measure the partial pressure of oxygen and then uses Henry’s law to obtain the corresponding oxygen concentration. Oxygen molecules are able to quench fluorescence, and the degree of fluorescence quenching depends on the partial pressure of oxygen, as well as the absorption and scattering of the medium. Thus it is necessary to calibrate the oxygen sensor in our tissue phantom first before using it.

To calibrate the oxygen sensor, we first need to prepare standard samples. We made a tissue phantom sample in air and then cut it into roughly 1.5 cm cubes. These small samples were stored in different water samples which have different dissolved air concentrations. Water samples are pre-degassed under different ambient pressures. After phantom samples are stored in
water, the same ambient pressures continue maintaining. We used these samples to calibrate the oxygen sensor every day until it yielded consistent results, then the calibration was finished and the oxygen sensor ready to use. Since the diffusion process is very slow, it can take more than two weeks to reach the gas equilibrium in the samples. Because 1-propanol could cause permanent damage to the oxygen sensor, the tissue phantoms we used in this experiment did not include 1-propanol. This caused a low sound speed of 1488 m/s at room temperature. There are two algorithms available to convert relative fluorescence intensity to oxygen concentration. One is a linear algorithm, the Stern-Volmer equation, which can give us good results at low air concentrations (less than 20% of the saturation value), and only requires two standard samples to calibrate. Alternatively, we may use a second order polynomial algorithm, which needs at least three standard samples to calibrate. Temperature also has an effect on the output of the oxygen sensor, and it is necessary to calibrate the sensor at different temperatures if one expects to use the oxygen sensor over a broad range of temperatures. But if the temperature change is within 3 degree Celsius, which the oxygen sensor cannot sense, temperature compensation is unnecessary. Since we always worked at room temperature, which is around 20 °C±2 °C, we do not expect the temperature to affect our results, therefore, we do not use temperature compensation in our experiments. The calibration result is shown in Figure 4.6. After the calibration, the Stern-Volmer constant or the coefficients in the second order polynomial equation were determined. When the oxygen sensor was used to measure the air concentration, we still needed an additional known air concentration standard sample to achieve the calibration.

To obtain different gas concentration tissue phantoms, we degassed the phantom for different periods. To get low air concentration tissue phantom samples, we used well-degassed clean water. After the phantom was poured into a flask, the flask was placed in a 70 degree C water bath to keep the phantom from solidifying. We degassed the liquid phantom for about one
hour. To obtain moderate air concentration tissue phantom samples, we used gassy clean water to prepare the phantom and only degassed for half an hour. Finally, a tissue phantom sample was immersed in air saturated water for one week to get an air saturated tissue phantom sample. For each measurement, more than 600 mL of tissue phantom material was made and poured into three holders: one for experimental use, and the other two for measuring sound speed and attenuation coefficient. After the sound speed and attenuation coefficient measurements, the two samples were used to measure the air concentration. Since all the samples were made by the same process, we can assume there is the same air concentration in these tissue phantom samples. The experiment was accomplished in a tank filled with well-degassed clean water. Since the air concentration in the tissue phantom sample could be different from that of surrounding water, a change in the tissue phantom sample may occur while the experiment, which takes over four hours, is proceeding. To monitor this, we recheck the air concentration in the sample which is used in our temperature measurement experiment after the temperature measurement. It was found that these air concentration measurement results (at the center of the phantom where the focal region was located) were consistent even over four hours!

To determine the air concentration in the tissue phantom, a one point calibration is needed to supplement the air concentration measurement. We cut some samples and put them into air saturated water for several days to allow them to become saturated. These samples were used as the standard samples which have the saturated value.

4.5.3 Temperature measurement results

In these experiments, our purpose is to investigate the role of cavitation in HIFU and try to explain how cavitation activity is related to temperature rise. We used 1-second continuous wave (CW) burst as the incident sound. As described before, the temperature is measured by a
single thermocouple which is directed to an MIO computer board and sampled at 1 kHz. The data are gathered by MATLAB 6.0, and a 20-point moving average is employed to smooth the results. The results are presented in Figure 4.7. The results of three different air concentration samples are presented here. Five measurements are made for each driving pressure. As pointed out in the work of Holt and Roy [44] and Edson [48], the cavitation threshold corresponds to the sudden peak temperature jump. Several features may be mentioned:

a) The measured cavitation threshold changes for different air concentration samples. Low air concentration samples have higher threshold pressures than high air concentration samples. In these results the cavitation threshold decreases from 1.8 MPa to 1.4 MPa. The reason for this may be due to the nuclei size changes in different air concentration samples, as well as the limited insonation time.

b) At lower air concentration, the measured peak temperature is erratic. This is indicated by the oscillations of the peak temperature mean, as well as the size of the error bars. For high air concentration samples, the peak temperature has a very smooth slope and exhibits high repeatability. The magnitudes of the standard error are less that 1 °C before the saturation range for 100% air saturated sample, but can larger than 20 °C for 24% air saturated sample.

c) The peak temperature rise finally reaches a saturation region after 3 MPa, as presented in previous work [44]. But for low air concentration samples, it only takes several pressure steps to get to a saturation region and then it grows up again, and reaches another saturation region after 3MPa. For high air concentration samples, however, it takes far more pressure steps to get to the saturation region.

Results of this experiment indicate that the erratic heating behavior is only related to the low dissolved gas concentration samples. Low dissolved gas concentration can cause erratic occurrence of cavitation, and thus erratic heating. If there is enough dissolved gas in the medium,
then the occurrence of cavitation is repeatable and, there is enough gas for every bubble to grow, therefore the heating becomes much more repeatable.

4.5.4 Heating with contrast agents

Bubble-based contrast agents have been broadly used in medicine to improve ultrasound imaging [2]. When an ultrasound field is applied to contrast agents, the oscillation of these micron-size bubbles will emit sound, which usually is much stronger than the emission of the background since an oscillating bubble has a very large scattering cross-section. Then an ultrasound scanner can image the region where the contrast agent is. In this work, we are trying to understand bubble-enhanced heating. Contrast agents can provide us a good initial bubble size distribution. The use of bubble-based contrast agents in our tissue phantom will lower the cavitation threshold. Actually there is no nucleation threshold in the tissue phantom since bubbles are already there. The threshold for bubble-enhanced heating to occur will depend on the concentration of contrast agent, since even at low acoustic pressure the contrast agent bubbles will increase the effective absorption. The contrast agent we use in our experiments is Optison which is still in clinic use. Optison is a bubble-based contrast agent with mean diameter of 2.0-4.5 µm. The gas inside of Optison is octafluoropropane (C₃F₈), which has a very low solubility in water. The shell is made of human serum albumin. Since there is a shell around the Optison, the behavior of this contrast agent will be different from that of regular cavitation. The deformation of the shell is finite and it will definitely affect the oscillation of the Optison. Under low amplitude pressure, the shell of the Optison can oscillate linearly and keep emitting sound which can be used in medical imaging. However, linearly oscillating bubbles with a radius around 1 µm will not enhance the heating in the tissue where large concentrations of bubbles are needed. For low Optison concentrations, inertial oscillations are required for Optison to result in enhanced
heating. The shell of Optison bubbles will break up as the Optison goes into inertial oscillations. Once the Optison shell breaks up, its oscillation is going to be pretty much like a free bubble and can be modeled by regular bubble models.

In the clinic, Optison is injected into a patient’s body directly, and the circulatory system will bring Optison to the target. In our tissue phantom, there is no such circulatory system, and directly injecting the Optison into the tissue phantom did not work simply because the unbalanced pressure between the outside and the inside of the tissue phantom squeezed the Optison out of the tissue phantom. To solve this problem, we built a small tunnel across the tissue phantom which operates just like a small vessel in tissue. The Optison flows across the tunnel and the ultrasound is focused at the tunnel. A drawing of this design is showed in Figure 4.8.

When the tissue phantom is made, a single wire is placed in the cylindrical mold. After the solidification of the tissue phantom, the single wire is removed and a tunnel for Optison to flow through is created. Optison is diluted first before being injected into the tunnel. A syringe pump is used to inject Optison, and a constant speed of 0.25 ml/min is used. The diameter of the single wire is about 0.48 mm. The thermocouple tip is 0.5 mm away from the tunnel. During the insonation, the ultrasound is focused at the Optison flow. Two Optison concentrations are used here, one has 50-80 bubbles/µL and another has 500-800 bubbles/µL. The measured temperature results are showed in Figure 4.9. The reference temperature rise is obtained by just using clear water without Optison passing through the tunnel during insonation. Prefocus temperature rise is measured by a thermocouple which placed 3.8mm ahead of the focal thermocouple. Comparing the temperature rise at the focal region, we can see when Optison is used, the enhanced-heating threshold is slightly lower. In general for the same pressure, when Optison is used, a higher temperature rise is induced. However, below the enhanced-heating threshold, there is only a slightly higher temperature rise at around 1.1MPa when Optison is used. As pressure increases,
the saturation area is reached and both temperature rises are about the same. For the prefocal temperature, when the Optison is used, the enhanced heating threshold is slightly higher (actually no big difference if realize the large error bars) at low Optison concentration, and lower at high Optison concentration case. No significant differences are observed when bubble concentration is changed. This is not unexpected because after all the input energy is deposited in the bubble region, further increasing bubble density will not increase the temperature since the total input energy is constant.

This experiment did not simulate the case in reality, in which Optison can diffuse into the whole focal region through numerous capillaries, and which would induce a much higher heating rate in the focal region. To simulate this in experiment, we used multiple wires when the phantom was built. Five 0.2 mm diameter wires were used and the thermocouple tip was surrounded by these wires but without touching them. In this way multiple tunnels can be formed after these wires are removed, and more Optison can flow through the target area in the same time period. Therefore, we can expect more heating in this case. The results are shown in Figure 4.10. Compared to the reference temperature rise, it appears there are two temperature thresholds in the focal region when Optison is used. At a pressure value which is below the cavitation threshold value in the tissue phantom, we can see a clear enhanced heating when Optison is used at about 0.9 MPa. Then the second jump happens when the cavitation threshold value of the tissue phantom is reached at about 1.3 MPa. For the reference temperature rise, only one temperature jump happens at the cavitation threshold.

The output of the PCD can give us more information about this, which is shown in Figure 4.11. For all these three driving pressures, the PCD outputs are close to zero when no Optison is present. However, when Optison is used, we start to see some signals at 0.88 MPa, and the signals become much stronger at 1 MPa pressure. Since the output of the PCD is an indicator of inertial
cavitation, we concluded the threshold for the Optison to oscillate inertially is about 1 MPa. The first temperature jump, when Optison is used (Figure 4.10), happens around 1 MPa. It seems clear that Optison can enhance the heating greatly in the tissue phantom only after the pressure is above the inertial cavitation threshold of the Optison. The enhanced heating between the first temperature jump and the second temperature jump is caused by Optison solely and may be useful as a tool for controlled bubble-enhanced heating.
Figure 4.2 Measured temperatures by a thermocouple, 0.5mm away from the focus, vs time a) (top) raw data; b) the same data as a) but smoothed with a 20-point moving average. The driving pressure is 1 MPa.
Figure 4.3 Schematic of the experimental setup [48].
Figure 4.4 Source calibration in water and simulation by FDTD code
Figure 4.5 Harmonic emissions from a tissue phantom and the corresponding temperature measurement.
Figure 4.6 The calibration data of the Foxy Fiber Optic Oxygen Sensor. $I_0$ is the intensity of the fluorescence when there is no oxygen and $I$ is the measured intensity of the fluorescence. The fitted second order polynomial equation is shown too.
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Figure 4.7 Temperature measurement results for different dissolved gas concentrations. a) $c_i/c_0=39.2\%\pm3.6\%$; b) $c_i/c_0=24.2\%\pm3\%$; c) $c_i/c_0=100\%$. 
Figure 4.8 The schematic for the holder used in Optison heating experiments
Figure 4.9a Temperature measurement results with a single wire at micron bubble concentration 50-80/µL
Figure 4.9b Temperature measurement results with a single wire at micron bubble concentration 500-800/µL
Figure 4.10a Temperature measurement results with multiple wires at micron bubble concentration 50-80/µL
Figure 4.10b Temperature measurement results with multiple wires at micron bubble concentration 500-800/µL.
Figure 4.11 The PCD output with and without Optison for different diving pressures: 0.75 MPa, 0.88 MPa and 1 MPa
Chapter 5

Simulation results and the comparison between the model predictions and the experiments

We now are aware of the bubble dynamics in this region. The analysis of the heating mechanism in Chapter 3 allows us to estimate the heating during the HIFU exposure. Also, we have shown experimental results in Chapter 4. One of the goals of this project is to predict the temperature rise in the tissue phantom. In this chapter, we predict the temperature by solving the BHTE and estimating $Q$ using the knowledge of bubble dynamics. The temperature measured with thermocouples will be corrected for the thermocouple artifact in this chapter.

The total scattering-cross section of the bubbles will be calculated, which is directly related to the dissipated energy. And at low gas volume fraction, (this is likely to be true as we will show the results of low fitted bubble densities in the tissue phantom), we treat all bubbles as isolated. Thus the primary pressure field will not change, and the energy deposition due to the presence of these bubbles can be easily calculated as a summation of that of all the bubbles. The temperature rise in the sound field can be obtained through numerical solution of the BHTE. The bubble number is determined by fitting the experimental data.

A very important phenomenon in high intensity focused ultrasound is the occurrence of shielding at high intensity. To model this, an effective absorption coefficient due to the presence of the cavitation is evaluated. The modeling of the shielding requires the recalculation of the sound field by using an effective absorption coefficient. The current FDTD code is not the most suitable algorithm for modeling the shielding due to the limitation of the computational time;
however, the results for energy deposition can still give us some valuable insight into this problem.

5.1 General considerations

A single bubble as a heating source can be easily calculated. However, bubble-enhanced heating during HIFU exposure is certainly caused by bubble populations, thus the heating caused by multiple bubbles has to be evaluated. We still do not know the bubble numbers in the focal region; however, previous work in our group [44][48] estimates the bubble number in the focal region to be on the order of 20. This means the gas volume fraction of the focal region is very small and on the order of $10^{-4}$ (the focal volume of our HIFU transducer is about 10 µl). This result suggests to us that, at least as far as bubble dynamics is concerned, the single bubble theory is appropriate. Thus in our simulations, the interaction between individual bubbles will be ignored. The unknowns in this simulation are the bubble number and the bubble locations in the focal region. The bubble number is basically determined by the number of nuclei of sufficient size in the tissue phantom. Our tissue phantom is a homogenous material, so it is natural to assume cavitation nuclei are homogenously distributed. Cavitation is caused by the negative swing of the acoustic pressure, so we are going to use the peak negative pressure as the cavitation threshold variable. The threshold value is measured from experiments. Once the focal pressure increases beyond the threshold value, cavitation will occur at that region. The homogenous distribution of nuclei will yield a homogenous distribution of bubbles in that region.

The nonuniform driving pressure profile at the focal region yields a distribution of bubble dynamics and thus a heating source distribution. Finally, to match the measured temperature in experiments, we have to deal with the problem of the thermocouple artifact. Also the introduction of the thermocouple may decrease the cavitation threshold. And most likely cavitation is formed
at the surface of the thermocouple; this will affect the assumption of the homogenous distribution of the cavitation nuclei. But the thermocouple only occupies a small volume, and so we ignore this perturbation.

We will start this chapter by presenting the cross-section and energy deposition due to single bubble.

5.2 Cross sections

Scattering cross section

As we have shown in Chapter 3, the enhanced heating due to cavitation mainly comes from viscous heating and radiation heating. We are going to focus on the radiation heating first in this section. A way to measure the strength of the scattering from an oscillating bubble is to calculate the scattering cross section, which is defined as the ratio of the scattered power to the incident intensity [15],

$$\sigma_{sc} = \frac{W_{sc}}{I_{inc}},$$  \hspace{1cm} (5.1)

where $W_{sc}$ is the scattered power, $I_{inc}$ is the incident intensity, and $\sigma_{sc}$ represents the scattering cross section. $I_{inc}$ and $W_{sc}$ can be determined from the formulae in Chapter 3.

The scattering cross section is an important indicator. Large $\sigma_{sc}$ means more energy is taken out of the incident wave which will have a chance to be preferentially reabsorbed by the medium. Thus the local power deposition is going to increase and therefore additional temperature rise is going to be induced. The magnitude of the scattering cross section is decided by the nature of the cavitation. Inertial cavitation has a much larger scattering cross section than noninertial cavitation. Here we show the results of scattering cross section as a function of bubble equilibrium radius $R_0$ in Figure 5.1a and 5.1b. The driving pressure is 2 MPa and the viscosity is
fixed at 0.005N.s/m² and 0.05N.s/m². In both cases, the scattering cross section has a maximum value in the small bubble region and then decreases as the bubble size increases. This corresponds with our knowledge that bubbles which are just larger than the critical radius, which is defined by the Blake threshold, oscillate inertially and therefore have a large scattering cross-section. The scattering cross section for viscosity 0.005N.s/m² is two orders larger than that of viscosity 0.05N.s/m². This indicates bubbles scatter much more energy when oscillating in a less viscous medium. We also observed that the oscillation of the values of the scattering cross-section occurs in the chaotic region.

**Extinction cross section**

Large scattering cross section means a large “acoustic radiation heating”. Viscous heating also plays a role in this heating problem. The energy loss due to radiation and viscous damping together can be taken account of by the extinction cross section, which is very similar to the scattering cross section but includes the effect of viscous damping (thermal damping is ignored):

\[
\sigma_{ext} = \frac{W_{ext}}{I_{inc}}
\]

(5.2)

where \(W_{ext}\) is the power loss due to scattering and viscous damping at the bubble surface, and \(\sigma_{ext}\) is the extinction cross section.

A plane wave of intensity \(I_{inc}\), traveling a distance \(\Delta z\) through a population of \(N_b\) bubbles per unit volume, each having an extinction cross section \(\sigma_{ext}\), has its intensity reduced by \(\Delta I=-N_b\sigma_{ext}\Delta z\). Then integration gives [15]

\[
I = I_0 \exp(-N_b\sigma_{ext}z)
\]

(5.3)

where \(I_0\) is the intensity at \(z=0\). Thus the extinction cross section indicates the total acoustic energy loss due to the presence of a bubble. Here we show the extinction cross section as a
function of bubble equilibrium radius in Figure 5.2 for viscosity 0.05 N.s/m² and 0.005 N.s/m² at \( p_a=2.0 \) MPa. All the parameters are the same as those used in the plot for scattering cross section. In the high viscosity case, although the scattering cross section is smaller than the small viscosity case, the extinction cross section is much larger, and the maximum value occurs at a larger bubble radius. This is because the high viscosity suppresses the inertial oscillation of the bubble and increases the viscous damping loss.

**5.3 Power deposition**

To evaluate cavitation heating, first, the results for power deposition in the current parameter space are calculated. The power deposition results can be used to calculate the heating source term \( Q \) in the bioheat transfer equation. Some similar results for power deposition have also been showed by Edson [48].

**Power deposition due to radiation**

The total radiation power deposition for a 1-\( \mu \)m bubble at driving pressure of 2 MPa is shown in Figure 5.3 as a function of viscosity and distance from the bubble. The total deposited radiation power is defined as the power loss, i.e. \( E_0-E_{sac} \) (See Chapter 3). The driving pressure is 2 MPa.

In general, large radiation power deposition occurs in the small viscosity region, and the peak is around 0.008 N.s/m². For a fixed viscosity, the radiation power deposition asymptotes very quickly. This indicates most of the radiation energy is absorbed within 1 mm from the bubble surface.

Figure 5.4b shows a mapping of total radiation power deposition in the viscosity and bubble equilibrium space. The distance from the bubble is fixed at 1 mm, and the driving pressure is 2 MPa. The biggest energy deposition occurs in the small bubble size and small viscosity.
region, which is the region just above the Blake threshold. As the bubble gets bigger and enters the resonance region, power deposition is moderate. And as the bubble is even larger, the oscillation becomes linear, and radiation energy deposition becomes very small.

The deposited radiation power is also shown in Figure 5.5 for two fixed viscosities: 0.005 N.s/m² and 0.05 N.s/m² as a function of \( r \), the distance away from the bubble surface, and \( R_0 \), the bubble equilibrium radius. At low viscosity, for all \( R_0 \), most of the radiation power is dissipated within 1 mm. For high viscosity, the radiation power deposition exhibits linear behavior, that is because the lack of nonlinear components in the scattered sound by these bubbles. However, at high viscosity, viscous heating is dominant, and the radiation heating can be ignored compared to viscous heating. Therefore, the total deposited radiation power within 1 mm from the bubble surface will be used to calculate temperature as the contribution from the radiation part.

The heating source term \( Q \) due to radiation heating is also showed in Figure 5.6 for two different viscosities. Since heating is directly related to the total deposited power, similar results are obtained here. Once again, at high viscosity, the heating source term, which is due to radiation heating solely, is at least 1 order lower than that of the low viscosity case.

**Power deposition due to viscous damping**

We showed the power deposition due to viscous heating. Viscous heating occurs near the bubble surface and then the heat is conducted through the medium. The viscous heating rate will depend on how big the bubble surface area. In Figure 5.4a we show the power deposition due to viscous heating in the viscosity and bubble equilibrium radius parameter space. The largest viscous heating happens for large bubbles and high viscosities. Compared with the radiation heating results, viscous heating has a maximum value in the small radiation heating region. On
the other hand, radiation heating achieves its maximum value at the small viscous heating region. The maximum values of both are on the same order.

5.4 Temperature rise enhanced by bubbles

Now we start to use the current model to predict the temperature rise inside our tissue phantom. The whole process for the prediction was described in Chapter 3. Several assumptions need to be established before starting this simulation:

1). Once the pressure reaches the cavitation threshold (experimentally determined), bubbles are assumed present, and the initial bubble size is determined by the Blake threshold.

2). After cavitation occurs, bubbles will grow until they hit either the shape instability threshold or the rectified diffusion threshold which depends on the viscosity of the tissue phantom.

3). If the bubble hits the shape instability threshold, it is will break up; we assume 1 fragment of the same initial size survives, thus the total bubble number remains constant.

4). If the bubble hits the rectified diffusion threshold, it will be trapped there and oscillate at a constant size.

5). If we only consider the viscous heating of cavitation, every oscillating bubble in the tissue phantom is like a point source. The conduction inside the tissue phantom will smooth the temperature. We are going to use average values for viscous heating in the bubble region.

The validity of 1) and 2) have been discussed in Chapter 2. Assumption 3) is likely to be true in an average sense. After a bubble breaks up, it may break into pieces larger than the initial size, and then it will take a shorter time for it to expand. These pieces will merge together to become one bubble. They yield more heating at the beginning; the merge, however, is going to allow these bubbles to jump to a bigger size and decrease the growing time. So on average,
assumption 3) actually may give an equivalent value for the heating. The validity of 4) is assured by the definition of the rectified diffusion threshold. The validity of 5) depends on the speed of heat conduction. At 1 MHz, the thermal diffusion length \( \sqrt{D_0/2f} \) is 0.6 \( \mu \)m, and thus is large enough for heat to conduct through the local region at a time scale of milliseconds.

**Temperature rise below the cavitation threshold**

Before we present the results of cavitation-enhanced heating, we first examine the temperature rise induced by HIFU in the low intensity region, i.e., below the cavitation threshold. We have shown the temperature rise data in Chapter 4. Below the cavitation threshold, the induced temperature is actually quadratic in the local driving pressures, as we showed in the Chapter 3. However, we must correct the temperature measurement by accounting for the thermocouple artifact. We are going to correct this effect by adopting an effective local absorption coefficient, and we have described the whole procedure in detail in Chapter 3. The effective local absorption coefficient we measured through the rate of linear heating method at the beginning of the heating is 96.9 Np/m. The local area we set to this absorption coefficient is shown in Figure 5.7. Figure 5.8a shows one example of the agreement between the simulation and the measurement. A 3D temperature code is used to simulate this temperature rise. The simulation results, with thermocouple artifact correction and without thermocouple artifact correction, are also shown in Figure 5.8b and c, respectively. The measurement results using the 125\( \mu \)m thermocouple are shown in Figure 5.8b. Since the large viscous heating at the thermocouple surface, the results without the correction are much smaller than the measurement. But the good agreement is obtained after employing the thermocouple artifact correction. As we discussed before, using very small thermocouples can also reduce the thermocouple artifact. The results measured by a smaller thermocouple with 12.5 \( \mu \)m diameter are shown in Figure 5.8c.
And as we expected, a good agreement between the measurement and the simulation is obtained in Figure 5.8c for pressure below the cavitation threshold, where no correction is applied.

**Temperature rise above the cavitation threshold**

Due to the thermocouple artifact, we are unable to measure the undisturbed temperature rise in the tissue phantom. We presented the temperature rise below cavitation threshold in the tissue phantom using data corrected for the thermocouple artifact by the method presented above. For the temperature rise above the cavitation threshold, the same ideal is used. To simulate the effect of the thermocouple artifact, we assume that the cavitation induced energy depositions are proportional to the absorption coefficients, i.e., the ratio between the energy depositions without and with thermocouple is equal to the ratio between the absorption coefficient of the tissue phantom and the effective absorption coefficient in the thermocouple region.

Two unknowns we will need in the simulations are the bubble number and the viscosity. We are going to show the results for different viscosities, and fit the bubble number to match the temperature data measured in experiments.

Figure 5.9 shows a typical simulated heating curve with a bubble density of 2.7/µL at the focal region. The viscosity using in this simulation is 0.005 kg/(m·s), which corresponds to the viscosity of human blood. The driving pressure is 2 MPa. In the heating phase (the first 1 second), good agreement is obtained between the measured data and the corrected simulation result. Some disagreement is observed in the cooling stage. We think this disagreement is due to the heat conduction through the thermocouple wire and the finite heat capacity of the thermocouple wire. In the heating stage, since the whole thermocouple probe is heated up, the heat conduction through the thermocouple wire will affect the temperature at the rear of the probe, and the very tip of the probe is actually protected and will not be affected by this conduction. The cooling stage,
however, will be affected by this conduction. The finite heat capacity and conduction of the thermocouple wire will always have an effect on the measurement.

We now will present the simulation results and compare with the experimental measurements. The first correction result is for the temperature measurement of a 100% air concentration sample. The results for two fixed viscosities are presented, 0.005Ns/m² and 0.05Ns/m². Figure 5.10 is an example of the simulation result and the required bubble number is presented in Table 5.1.

To get undisturbed temperature, i.e., without the thermocouple in place, we simply set the effective absorption coefficient in the tissue phantom everywhere the same but keep the bubble density unchanged. An example of this result is shown in Figure 5.10. We see a large difference between the measurement and the TC-corrected result. When the thermocouple is not there, the largest temperature rise is only about 10 °C, which is much less than the 60 °C measured by the thermocouple measured at $p_f = 2.8$MPa. Even though the temperature rise is much lower, it is still much higher than the temperature rise caused by the primary acoustic field alone. One point we want to emphasize is that the resulting enhanced heating is related to the absorption coefficient of the tissue phantom. If a more absorptive tissue phantom is used, then one should expect a much larger enhanced heating.

The results for a 100% air saturated tissue phantom are presented in Table 5.1. For both viscosities, as the driving pressure increases, the bubble density required to match the measured temperature decreases. In general, the high driving pressure should nucleate more bubbles. The reason we think that most likely can account for this counter-infinitive prediction is that shielding occurs even at this low void fraction. The shielding effect can cause a low bubble density in two ways, 1) when shielding occurs, the pressure in the focal region is going to decrease, and this will decrease the bubble density; 2) at low driving pressures, bubble oscillations will be less violent.
Assuming the primary field is unchanged and using the unchanged driving pressure to calculate bubble heating and match the measurements will cause the observed decrease in the predicted bubble density. The prediction of shielding is a complicated problem, and we are going to present a simple model for it in the last section of this chapter.

There is a large decrease in bubble density from 1.57 MPa to 1.68 MPa. The reason for this is due to the choice of the cavitation threshold. In simulations, we use an experimental determined threshold value. In reality, the cavitation threshold should be a region, not just a single value. Cavitation may already occur before this value, but we can not measure it since either its signal is too weak to measure, or the pressure step in experiments is too big to catch this critical value, or both. Therefore, the use of the threshold may cause the cavitation region to be smaller in simulation than reality. This difference will affect the bubble density at low pressures but not at high pressures since once the cavitation region is getting bigger, this difference will be negligible.

Table 5.1 Required bubble densities for a 100% air saturated tissue phantom to match the temperature measurement

<table>
<thead>
<tr>
<th>Focal Pressure (MPa)</th>
<th>Interpolated Measured Temperature Rise (°C)</th>
<th>Required Bubble Density (µl⁻¹) (µ=0.005 N.s/m²)</th>
<th>Required Bubble Density(µl⁻¹) (µ=0.05 N.s/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.57</td>
<td>27.0</td>
<td>10.5</td>
<td>60</td>
</tr>
<tr>
<td>1.68</td>
<td>31.6</td>
<td>4.7</td>
<td>12</td>
</tr>
<tr>
<td>1.79</td>
<td>35.3</td>
<td>3.3</td>
<td>5.4</td>
</tr>
<tr>
<td>1.90</td>
<td>38.6</td>
<td>3</td>
<td>5.1</td>
</tr>
<tr>
<td>2.01</td>
<td>42.3</td>
<td>2.7</td>
<td>4.3</td>
</tr>
<tr>
<td>2.12</td>
<td>44.8</td>
<td>2.4</td>
<td>3.7</td>
</tr>
<tr>
<td>2.23</td>
<td>46.9</td>
<td>2.5</td>
<td>3.1</td>
</tr>
<tr>
<td>2.34</td>
<td>49.6</td>
<td>2.4</td>
<td>2.8</td>
</tr>
<tr>
<td>2.45</td>
<td>53.1</td>
<td>2.4</td>
<td>3</td>
</tr>
<tr>
<td>2.55</td>
<td>55.6</td>
<td>1.9</td>
<td>2.7</td>
</tr>
<tr>
<td>2.66</td>
<td>56.8</td>
<td>1.7</td>
<td>2.7</td>
</tr>
<tr>
<td>2.77</td>
<td>58.6</td>
<td>1.3</td>
<td>2.6</td>
</tr>
</tbody>
</table>
In Table 5.2, we present the results for temperature rise after thermocouple artifact correction. Compared to the measured temperature rises, these temperature rises are much lower. However, compared to the temperature rise induced by the primary field, a larger temperature rise is observed, which is due to the enhancement by cavitation. As we pointed out previously, the heating in the tissue phantom is also related to the absorption coefficient. The tissue phantom we used here only matches the lower limit of the absorption in human tissue. Therefore, a much higher temperature due to bubble-enhanced heating is expected in real tissue.

To reach the same temperature requires more bubbles when the viscosity is 0.05 N.s/m$^2$ than if the viscosity is 0.005 N.s/m$^2$. This is determined by the bubble dynamics. At low viscosity, due to the shape instability threshold, bubbles are limited to small size, which happens to correspond to the maximum radiation heating. At high viscosity, bubbles are bounded by the rectified diffusion threshold at a relative large size of ~20 µm, near where the viscous heating is dominant. The maximum radiation heating has the same order as the viscous heating, however, bubbles can not reach the maximum viscous heating region due to the rectified diffusion threshold. Therefore, at low viscosity, bubbles likely have higher heating rate and a smaller bubble density is required.

We also show the same results for 20% saturated air concentration. The measured values we used are the data for a 24% saturation phantom. These results are presented in Table 5.3 and Table 5.4. For this low air concentration phantom, the required bubble density also roughly decreases as the pressure increases, but the trend is not as big as the saturated sample. This may indicate that the shielding effect is not as strong as the saturated sample due to fewer bubbles being present in this case.
Table 5.2 The temperature (at focal plane off-axis 0.5 mm) in the tissue phantom after correcting the thermocouple artifact for a 100% air-saturated tissue phantom. Bubble densities are the same as Table 5.1 for each pressure.

<table>
<thead>
<tr>
<th>Focal Pressure (MPa)</th>
<th>Temperature Rise without cavitation (°C)</th>
<th>Calculated Temperature Rise (°C) $(\mu = 0.005 \text{N.s/m}^2)$</th>
<th>Calculated Temperature Rise (°C) $(\mu = 0.05 \text{N.s/m}^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.57</td>
<td>1.12</td>
<td>7.94</td>
<td>21.4</td>
</tr>
<tr>
<td>1.68</td>
<td>1.29</td>
<td>6.71</td>
<td>8.45</td>
</tr>
<tr>
<td>1.79</td>
<td>1.46</td>
<td>6.94</td>
<td>6.45</td>
</tr>
<tr>
<td>1.90</td>
<td>1.65</td>
<td>7.37</td>
<td>7.5</td>
</tr>
<tr>
<td>2.01</td>
<td>1.85</td>
<td>7.42</td>
<td>8.21</td>
</tr>
<tr>
<td>2.12</td>
<td>2.07</td>
<td>8.1</td>
<td>8.39</td>
</tr>
<tr>
<td>2.23</td>
<td>2.29</td>
<td>9.85</td>
<td>8.83</td>
</tr>
<tr>
<td>2.34</td>
<td>2.52</td>
<td>10.5</td>
<td>9.02</td>
</tr>
<tr>
<td>2.45</td>
<td>2.77</td>
<td>11.5</td>
<td>10.4</td>
</tr>
<tr>
<td>2.55</td>
<td>3.03</td>
<td>11.4</td>
<td>10.5</td>
</tr>
<tr>
<td>2.66</td>
<td>3.30</td>
<td>11.8</td>
<td>11.2</td>
</tr>
<tr>
<td>2.77</td>
<td>3.58</td>
<td>11.5</td>
<td>11.5</td>
</tr>
</tbody>
</table>

Table 5.3 Required bubble densities for a 24% air saturated tissue phantom to match the temperature measurement

<table>
<thead>
<tr>
<th>Focal Pressure (MPa)</th>
<th>Interpolated Measured Temperature Rise (°C)</th>
<th>Required Bubble Density $(\mu^l/m^2)$ $(\mu = 0.005 \text{N.s/m}^2)$</th>
<th>Required Bubble Density $(\mu^l/m^2)$ $(\mu = 0.05 \text{N.s/m}^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.57</td>
<td>7.95</td>
<td>1.1</td>
<td>5</td>
</tr>
<tr>
<td>1.68</td>
<td>8.56</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>1.79</td>
<td>8.42</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>1.90</td>
<td>25.3</td>
<td>1.7</td>
<td>2.1</td>
</tr>
<tr>
<td>2.01</td>
<td>41.1</td>
<td>2.7</td>
<td>3.1</td>
</tr>
<tr>
<td>2.12</td>
<td>40.7</td>
<td>2.2</td>
<td>3.1</td>
</tr>
<tr>
<td>2.23</td>
<td>38.4</td>
<td>1.9</td>
<td>2.8</td>
</tr>
<tr>
<td>2.34</td>
<td>38.8</td>
<td>1.8</td>
<td>2.1</td>
</tr>
<tr>
<td>2.45</td>
<td>40.2</td>
<td>1.5</td>
<td>1.8</td>
</tr>
<tr>
<td>2.55</td>
<td>43.7</td>
<td>1.3</td>
<td>1.7</td>
</tr>
<tr>
<td>2.66</td>
<td>50.3</td>
<td>1.4</td>
<td>2.1</td>
</tr>
<tr>
<td>2.77</td>
<td>56.5</td>
<td>1.3</td>
<td>2</td>
</tr>
</tbody>
</table>

To investigate the effect of viscosity on the bubble number, we presented the required bubble density for different viscosities at a driving pressure of 2 MPa in Table 5.5, where $D_b$ represents the bubble density. It is very clear that different viscosities have different effects on the
required bubble density and therefore the resulting temperature. This is expected due to the variation in bubble motion with viscosity. The maximum difference between the resulting temperatures is around 1.5°C, and this can be treated as the uncertainty in the temperature due to the uncertainty in the viscosity.

Table 5.4 The temperature (at focal plane off-axis 0.5mm) in the tissue phantom after correcting the thermocouple artifact for a 24% air saturated tissue phantom. Bubble densities are the same as Table 5.3 for each pressure.

<table>
<thead>
<tr>
<th>Focal Pressure (MPa)</th>
<th>Temperature Rise without cavitation (°C)</th>
<th>Calculated Temperature Rise (°C) (µ=0.005N.s/m²)</th>
<th>Calculated Temperature Rise (°C) (µ=0.05N.s/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.57</td>
<td>1.12</td>
<td>1.98</td>
<td>3.33</td>
</tr>
<tr>
<td>1.68</td>
<td>1.29</td>
<td>1.77</td>
<td>1.5</td>
</tr>
<tr>
<td>1.79</td>
<td>1.46</td>
<td>1.78</td>
<td>1.75</td>
</tr>
<tr>
<td>1.90</td>
<td>1.65</td>
<td>4.88</td>
<td>4.75</td>
</tr>
<tr>
<td>2.01</td>
<td>1.85</td>
<td>7.3</td>
<td>7.45</td>
</tr>
<tr>
<td>2.12</td>
<td>2.07</td>
<td>7.47</td>
<td>7.65</td>
</tr>
<tr>
<td>2.23</td>
<td>2.29</td>
<td>8.04</td>
<td>7.25</td>
</tr>
<tr>
<td>2.34</td>
<td>2.52</td>
<td>8.48</td>
<td>7.26</td>
</tr>
<tr>
<td>2.45</td>
<td>2.77</td>
<td>8.32</td>
<td>8.05</td>
</tr>
<tr>
<td>2.55</td>
<td>3.03</td>
<td>8.81</td>
<td>8.42</td>
</tr>
<tr>
<td>2.66</td>
<td>3.30</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>2.77</td>
<td>3.58</td>
<td>11.5</td>
<td>10.9</td>
</tr>
</tbody>
</table>

Table 5.5 Required bubble densities for different viscosities for a driving pressure of 2 MPa, in a 100% air saturated tissue phantom. Temperature rise after thermocouple artifact correction is also shown. The measured temperature rise is 42.3°C.

<table>
<thead>
<tr>
<th>µ (N.s/m²)</th>
<th>0.001</th>
<th>0.003</th>
<th>0.005</th>
<th>0.007</th>
<th>0.009</th>
<th>0.01</th>
<th>0.03</th>
<th>0.05</th>
<th>0.07</th>
<th>0.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>D_b (µl⁻¹)</td>
<td>2.9</td>
<td>2.5</td>
<td>2.7</td>
<td>3</td>
<td>3.3</td>
<td>3.5</td>
<td>5.8</td>
<td>4.3</td>
<td>2.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Temperature Rise (°C)</td>
<td>7.34</td>
<td>8.19</td>
<td>7.42</td>
<td>8.58</td>
<td>8.73</td>
<td>8.87</td>
<td>7.74</td>
<td>8.21</td>
<td>7.93</td>
<td>7.69</td>
</tr>
</tbody>
</table>

5.5 A preliminary of prediction of shielding

The results we showed above have indicated the importance of the bubble shielding effect. To predict bubble-enhanced heating correctly, we have to deal with the shielding effect.
Bubble shielding involves multiple scattering, the interaction between bubbles, etc, and is a very complicated phenomenon. In this section, we try to use a simple model to predict this problem. We certainly do not expect the problem can be solved here; however, we hope this model can serve as a good start to the solution of this complicated problem.

In general, the presence of a bubble population in a sound field will cause a change in the attenuation and sound speed of the medium. We try to evaluate the change of these two properties and then investigate the shielding effect. The effective absorption coefficient can be evaluated through the calculation of the extinction cross section, as discussed in Section 5.1. This means the local effective absorption coefficient is going to be a time-dependent function. We are going to use Wood’s equation to predict the sound speed, which has the following form [119][120],

\[
\frac{1}{c_{\text{mf}}} = \frac{(1 - \chi)^2}{c_i^2} + \frac{\chi^2}{c_g^2} + \chi(1 - \chi)\frac{\rho_l^2 c_i^2 + \rho_g^2 c_g^2}{\rho_l \rho_g c_l^2 c_g^2}
\]  

(5.4)

where \(c_i\) is the sound speed in liquid, \(c_g\) is the sound speed in gas, \(\rho_l\) and \(\rho_g\) are the density of the liquid and gas respectively, \(\chi\) is the void fraction and \(c_{\text{mf}}\) is the sound speed in the mixture, where ‘lf’ means low frequency, limited to frequencies below the resonance frequency of the bubbles.

Since we deal with strongly nonlinear bubbles, the void fraction is actually also a function of time. To make this problem simpler, we use a time-average bubble volume to obtain an average void fraction,

\[
V = \left( \frac{4}{3} \pi R(t)^3 \right)_t
\]

(5.5)

Also the equilibrium size of the bubbles is limited to small size compared to the linear resonant size, which is required by Wood’s equation.

There are several kinds of model to simulate the pressure field. One suitable acoustic model is a layer-by-layer model which allows us to simulate the sound field layer by layer, and
the local absorption coefficient and sound speed can be changed with each layer. Another model is our FDTD code which is probably a better tool for the prediction of shielding. In FDTD code, the pressure field is calculated from time point to time point. When cavitation occurs, the induced effective absorption and sound speed are going to change with time, and that will cause a redistribution of the local pressure field and again, cavitation may occur in new areas, and existing cavitation may cease or continue to grow under the new driving pressure. As we pointed out at the beginning of this section, this is going to be just a start to solve a very complicated problem, and we are going to make it simple. Only the energy distribution at some certain time is simulated due to the limitation of the available computation time.

Figure 5.11 is the heating source term for 2 µm bubbles and the peak pressure is 3.1 MPa at the focal region. Sound speed $c$ and absorption coefficient $\alpha$ are evaluated for a driving pressure of 1.6 MPa and are assumed uniform in the focal region in order to avoid numerical discontinuity. Two bubble densities are used here. At 20/µl, only a small shift is observed (keep in mind, the real focus is at 62 mm). When bubble density is increased to 40/µL, much more energy is deposited in the prefocal region. The viscosity for this case is 0.05 N.s/m².

Figure 5.12 is another example for viscosity 0.005N.s/m² and with roughly the same peak pressure. The comparison is between the same bubble densities but different bubble sizes. Shielding happens at the large bubble size.

The prediction for cavitation enhanced-heating including shielding is a very complex problem. We here only show some simple results, and many assumptions are used to simplify the prediction and decrease the computation time. A more accurate model requires taking account of the strong nonlinearity of the bubbly liquid, which is beyond the scope of the current work.
Figure 5.1 Scattering cross-sections for different viscosities at driving pressure 2 MPa, a) 0.005 N.s/m² and b) 0.05 N.s/m²
Figure 5.2 Extinction cross-sections at driving pressure 2 MPa for viscosity a) 0.005 N.s/m² and b) 0.05 N.s/m².
Figure 5.3 Total radiation power deposition for a 1 µm bubble as a function of viscosity and the distance from the bubble surface. Driving pressure 2 MPa. The unit of µ is N.s/m².
Figure 5.4 Power deposition in the parameter space of viscosity and $R_0$ at 2 MPa. a) Viscosity power deposition; b) Radiation power deposition within 1mm from the bubble surface. The unit of $\mu$ is N.s/m² and the unit of $R_0$ is m.
Figure 5.5 Total radiation power deposition as a function of $R_0$ and the distance from the bubble surface. a) $\mu=0.005$ N.s/m$^2$, b) $\mu=0.05$ N.s/m$^2$. Driving pressure 2 MPa.
Figure 5.6 Radiation heating source term in the BHTE at driving pressure 2 MPa for a) $\mu=0.05$ N.s/m², b) $\mu=0.005$ N.s/m²
Figure 5.7 The area for the effective absorption (dark area).
a) Temperature Rise (°C) vs. Time (s)
Figure 5.8 The comparison between the measurements and simulations. a) the comparison of the time heating curve between the measurement (dot) and the simulation (solid line) at 1.375 MPa peak pressure b) the comparison results between the measurement by a 0.125 mm thermocouple and the simulation after thermocouple couple artifact correction; c) the comparison results between the measurement by a 0.0125 mm thermocouple and the simulation without the thermocouple artifact correction; pressure.
Figure 5.9 A comparison between the measured temperature (dash line) and the simulation (solid line). Driving pressure is 2 MPa and gas concentration 100%. Viscosity is 0.05 N.s/m$^2$ and the bubble density is 2.7/μL.
Figure 5.10 The comparisons between temperature measurement and simulations. There are measurement results for a 100% gas concentration samples and three simulation results. First temperature rises are simulated with thermocouple artifact correction and the required bubble densities are obtained, which is the matching result of the FDTD simulation. Then temperature rises are simulated assuming no thermocouple but with cavitation, which can be compared to the temperature simulation results without cavitation. The viscosity is 0.05N.s/m² in simulations.
Figure 5.11 Intensity depositions distribution for different bubble densities, 20 bubbles/\(\mu L\) (top plot) and 40 bubbles/\(\mu L\) (bottom plot). \(R_0=2\ \mu m\). The peak negative pressure is 3.1 MPa without cavitation. Viscosity 0.05 N.s/m\(^2\).
Figure 5.12 Heating source term $Q$ distributions at a bubble density of 10 bubbles/µL. Bubble size are 0.1 µm (top plot) and 0.2 µm (bottom plot). The peak negative pressure is around 3.1 MPa is without cavitation. Viscosity 0.005 N.s/m$^2$. 
Chapter 6
Summary and discussion

In this work, we have shown theoretical and experimental work related to bubble-enhanced heating in a tissue-mimicking material. Our results included analysis of the bubble dynamics in a parameter space of bubble equilibrium radius and viscosity; a clear scenario about bubble motion in high intensity focused ultrasound is given, which will help us understand cavitation behavior in a tissue. In addition, results for heating due to bubbles are presented. Theoretical and experimental work are combined in order to search for appropriate parameters to control cavitation-related heating and improve predictability for ultrasound therapy in the future.

6.1 The summary of theoretical results

A primary contribution concerning bubble dynamics in HIFU in this dissertation is a qualitative understanding of the evolution of the bubble size distribution. In the regime of high intensity focused ultrasound, cavitation-related bubble oscillations become very complex due to strong nonlinearity and complex material properties of the tissue. We use a Newtonian bubble dynamics model to study bubble behavior in this region. A large range of viscosity used to capture all the likely bubble motions. Two important threshold values are investigated: the bubble shape instability threshold and the rectified diffusion threshold.

When cavitation occurs in HIFU, the first issue we are concerned with is the stability of the micro-bubbles, or whether these micro-bubbles can survive at all in the ultrasound field. Certainly, how long these micro-bubbles can survive is related directly to the sound field. If no
bubbles can survive in the sound field, then cavitation is not going to affect the sound field or it will have a negligible effect at most. The rectified diffusion threshold is another important boundary for the bubble oscillation. The bubble equilibrium radius is a primary parameter which can determine the characteristics of bubble oscillations. The rectified diffusion threshold tells us the eventual fate of any possible bubble equilibrium radius, whether it will grow or dissolve in the sound field. These two threshold values bound the possible bubble size distributions in the HIFU regime. Only shape stable and non-dissolving bubbles can contribute to the heating.

Another contribution made in this work is the calculation of the growth rate of HIFU bubbles. As we just discussed, the determination of the bubble equilibrium radius is important. Different bubble sizes have different dynamic behavior and thus will have different effects on the primary sound field and heating results. In HIFU, all the bubbles are created from some tiny nuclei. As we showed in Chapter 2, when bubbles are first created, they grow extremely fast but slowly grow more when they get bigger. Besides the determination of the bubble equilibrium radius, the growth rate results may also answer the question of the cavitation nucleation threshold. For nuclei to grow to become free bubbles, a positive growth rate is necessary. Then the positive slope of the rectified diffusion threshold or “the unstable equilibrium” part of the rectified diffusion threshold may indicate the cavitation threshold. When nuclei are at that size, cavitation is going to be possible.

Based on the bubble dynamic results, a theoretical heating model is built. The energy deposition is calculated for the HIFU parameter space. Only radiation heating and viscous heating are taken account of in this work. The radiation heating and viscous heating are dominant in different regions of the parameter space. Radiation heating is dominant when bubble size is small and viscosity is low; however, for big bubbles and large viscosity, viscous heating is dominant. The maximum values of these two heating mechanisms are of the same order. By using this
result, along with the time-dependent bubble size and the boundaries predicted by the shape instability threshold and the rectified diffusion threshold, the bioheat transfer equation was solved and compared to the experimental results.

The bubble density which can match the experimental result was predicted by assuming there was no interaction between bubbles. The predicted bubble densities decrease as the driving pressure increases. This result seems counter-intuitive: as driving pressure increases, there should be more bubbles in the same region since more and smaller nuclei will cavitate. The reason for this anomaly is not clearly. However, the shielding effect of multiple bubbles could explain the result by keeping the focal pressure low. We proposed a simple bubbly liquid model to explain the shielding effect, incorporating both the shift in sound speed and additional attenuation. The results suggested the shielding effect could happen for a relatively low void fraction (<1e-4). Treating the presence of cavitation as the increase of the attenuation alone, other researchers [47] found that the shielding effect may only occur at very high pressure. But here we found once the change of the sound speed is taken into account, the shielding effect can occur at relative low pressure and bubble densities.

6.2 Summary of experimental results

Three experimental results are presented in this dissertation. The first is a measurement of the harmonic emission from the tissue phantom. We observed the subharmonic, second harmonic and other higher harmonics and ultraharmonics, which are correlated with the peak temperature jump. Since the subharmonic signal is believed to be a unique feature of inertial cavitation, this result is another piece of evidence relating the heating to the bubbles. Moreover, since we can observe a subharmonic signal only by lowering the viscosity of the tissue phantom, the tissue phantoms we used in most of the experiments would seem to have a very high viscosity.
The second experimental result we showed is the peak temperature rise as a function of dissolved gas concentration. The amount of dissolved gas in a tissue affects the nuclei size and number, and the growth rate of bubbles. From our result, an increase in dissolved gas concentration has two notable effects: a) to decrease the observed cavitation threshold; b) to cause the bubble-enhanced heating to become much more repeatable. Bubble oscillations are deterministic (except at nucleation and break-up), and bubble-enhanced heating should exhibit this intrinsic order and allow us to explain and finally control this heating behavior. Since there are enough nuclei inside the tissue phantom at high dissolved gas concentrations, we may nucleate the same amount of bubbles in the ultrasound field when repeating the same insonation conditions, and thus obtain roughly the same peak temperature rise. In the case of low gas concentrations, there are not enough nuclei and not enough dissolved gas to grow many bubbles, so cavitation activity will be more sporadic and less repeatable from run to run. Thus the peak temperature rises will also vary.

Finally we showed the result of heating enhanced by micro-bubble based contrast agents. One way to control the heating is to control the bubble size and density in the tissue phantom. Contrast agents are micro-bubbles which are in clinical use and may be the only possible way to introduce preexisting bubbles into the human body. The purpose of this experiment is to investigate the possibility of heating using contrast agents. We do observe enhanced heating when contrast agents are used. In the case when contrast agents are used, we observed two temperature jumps, and only one temperature jump when contrast agents are not used. When the driving pressures are higher than the inertial cavitation threshold of the contrast agents, the first temperature jump is observed. And when the driving pressures continue to increase and exceed the inertial cavitation threshold of the tissue phantom, a second peak temperature jump is observed. The enhanced heating between the first and second peak temperature is solely the
inertial oscillating contribution of the contrast agents. When the driving pressures are higher than
the inertial cavitation threshold of the tissue phantom, the peak temperature rises when contrast
agents are used are always higher than the peak temperature rises without contrast agents until the
saturation region is reached. With the two sample concentration we used, we did not observe any
obvious differences. This is not unexpected since the input total energy is constant in one
insonation, there must be a limit for temperature rises.

6.3 Suggestions for future work

We have yet to achieve a complete understanding of bubble-enhanced heating in HIFU. Theoretically, the effect of viscosity needs to be fully investigated. We used a Newtonian model
to investigate the bubble dynamics. We know however those real tissue materials are viscoelastic.
We investigated a large range of viscosity to try to cover all the possibilities. However, how good
(or bad) this approach is needs to determined, and this requires a new non-Newtonian bubble
model [121][122]. Another difficulty related to this problem is that the viscoelastic material
properties of the tissue phantom we used, and tissue in general, are not easy to obtain.

Another theoretical task is to further develop the bubbly liquid model we presented in the
last section of Chapter 5. Our results shown that introduced the single bubble model is not
sufficient to simulate the bubble oscillations in the HIFU regime, since shielding may occur
during the insonation even at low driving pressures. The model we presented in Chapter 5 is a
low-frequency linear approximation, and we used the average void fraction during the nonlinear
oscillations. In the future, one must employ a bubbly liquid model which can take of account the
strong nonlinearity of bubbles. Of course, the viscoelastic problem is coupled to this bubbly
liquid model too.
Other suggestions for theoretical work include taking account of the nonlinearity of the thermal conduction. Also, the model we used for bubble dynamics assumes the clean bubble, and no surfactant transport problem was considered. In really tissue, bubble surface may be dirty and that will affect the bubble dynamics results since dirty bubble in general intend to be more stable. This may be useful to be investigated in the future.

Experimentally, we have made a prediction about bubble numbers, and some form of bubble imaging experiment would be very useful result to compare with our simulation results. If it were possible to image the bubbles in a clear tissue phantom during the insonation, we could directly observe the bubble distributions. High speed imaging could further determine the time evolution of the bubble size. All these results could be used to compare with simulations directly, and that would certainly improve our understanding of cavitation in HIFU.

In all our experiments, the driving frequency and insonation time are constants. In the future, one may vary the insonation time and driving frequency to find the best acoustic parameters in HIFU. Contrast agent-enhanced heating is also worth further investigation since this is an easy way to control the initial bubble size in human tissue, and it is easy to coordinate with contrast imaging techniques.
Appendix A The difference among different radial equations

The first dynamic bubble model dates back to 1917; Lord Rayleigh [58] derived the first simple bubble equation, which was modified thereafter and now is known as the Rayleigh-Plesset (RP) equation [15] The first model by Rayleigh is a very simple model and only holds in incompressible, inviscid fluids, and neglects surface tension. Nowadays, the RP equation has been incorporated with viscous force and surface tension, and also can account for compressibility of the host medium. Other authors have developed similar equations to model bubble dynamics, such as the Keller-Miksis Equation, Herring Equation, Gilmore Equation and Flynn’s derivation[60][123][124][125][126] etc. All these are second order temporal equations. For small amplitude oscillations, all the models will give the same results. Differences between the models, however, will be seen in the case of large amplitude oscillation. This Appendix presents a brief discussion of the problem in our case.

In this context, a comparison of Rayleigh-Plesset’s, Herring’s, Keller-Miksis’ and Gilmore’s models will be presented.

The “modern form” of the Rayleigh-Plesset equation reads,

\[ \ddot{R}R + \frac{3}{2}R^2 = \frac{1}{\rho} \left( 1 + \frac{R}{c} \frac{d}{dt} \right) \left( p - p_{\infty} - p_d(t) \right) - \frac{4 \mu \dot{R}}{\rho R} - \frac{2 \sigma}{\rho R} \]

(A1)

where \( \rho \) is the density of surrounding media, and \( p \) is the internal pressure of the bubble and \( p_d \) is driving pressure.

Herring’s equation has the form of

\[ \left( 1 - 2 \frac{\dot{R}}{c} \right) \ddot{R}R + \frac{3}{2} \left( 1 - \frac{4 \dot{R}}{3c} \right) \dot{R}^2 = \frac{1}{\rho} \left( p_a - p_{\infty} - p_d(t) \right) + \frac{R}{\rho c} \frac{d}{dt} \left( p_a - p_d(t) \right) \]

(A2)
where \( p_B \) is the pressure on the liquid side of the bubble surface.

We rewrite the Keller-Miksis equation we used throughout this dissertation here,

\[
\left( 1 - \frac{\dot{R}}{c} \right) \ddot{R} + \frac{3}{2} \left( 1 - \frac{\dot{R}}{3c} \right) \dot{R}^2 = \frac{1}{\rho_L} \left( 1 + \frac{\dot{R}}{c} \right) + \frac{R}{c} \frac{d}{dt} \left( 1 - \frac{\dot{R}}{c} \right) p_B - \frac{1}{\rho} \left( 1 + \frac{\dot{R}}{c} \right) \left( p_\infty - p_d \left( t + \frac{R}{c} \right) \right)
\]

(A3)

These three models are derived for small Mach number.

Another radial equation is the Gilmore equation, which uses the Kirkwood-Bethe approximation. The speed of sound the liquid is a function of the motion in the Gilmore model. The approximation states that for spherical waves of finite amplitude, the quantity \( r\phi \) (the product of the radial coordinate and the velocity potential in the liquid) propagates with a velocity equal the sum of the fluid velocity and the local velocity of sound. The Gilmore equation has the form,

\[
\left( 1 - \frac{\dot{R}}{c} \right) \ddot{R} + \frac{3}{2} \left( 1 - \frac{\dot{R}}{3c} \right) \dot{R}^2 = \left( 1 + \frac{\dot{R}}{c} \right) H + \frac{R}{c} \frac{dH}{dt} \left( 1 - \frac{\dot{R}}{c} \right)
\]

(A4)

where

\[
P = A\left( \frac{\rho}{\rho_0} \right)^m - B,
\]

\[
H = \int_{P_c}^{P(r)} \frac{dP}{\rho},
\]

\[
c = \left( c_L^2 + (m-1)H \right)^{1/2},
\]

\[
P(R) = P_g - 2\sigma/R - (4\mu/R)\dot{R}
\]

Here we use \( m=7 \) and \( A=3001 \times P_g \) and \( B=A \cdot \sigma/R \). \( c_L \) is the small signal sound speed and \( P_g \) is the gas pressure inside the bubble. We are going to incorporate these radial equations and Prosperetti’s formulation for the internal pressure, which we have used throughout this dissertation, to analyze the differences among these models.
All these models can account for compressibility to the first order in Mach number, and we expect that at low driving pressure and low amplitude oscillation, where the bubble motion is mainly linear, there will not be any significant differences among these models. Discrepancies, if any, should only occur at high driving pressures and large oscillations. High driving pressure and large oscillation are both necessary since in some parameter regions, the bubble motion could be still linear though the driving pressure is high. In the area of single bubble sonoluminescence, researchers have adopted many radial equations to understand the collapse phase of SL, and no significant differences have been reported for these radial equations. We are going to show here first the shape instability threshold predicted by the above four equations.

Figure A1 shows the shape instability thresholds calculated from the four radial equations in the parameter space of SBSL. Here, we just compare the shape instability threshold for mode 2. In the smaller driving pressure region, all the four thresholds agree very well, in the larger driving pressure region, however, we can see some discrepancies. The Gilmore model gives us the lowest threshold, and the Keller-Miksis model predicts a higher threshold, but the Herring’s and Rayleigh-Plesset equations predict the highest threshold. On the theoretical grounds, the Gilmore model and Keller-Miksis model are better than Herring’s and Rayleigh-Plesset model for large amplitude bubble oscillations [125]. If we compare these thresholds with Holt and Gaitain’s shape instability data [65][78], they actually all give us good agreement within the experimental uncertainty. However, these results suggest to us the discrepancies between these models could be getting larger and larger if we drive bubbles very hard, which actually pushes the limits of all these models.

Now let’s investigate the bubble dynamics in the high intensity focused ultrasound regime. The shape instability threshold from the Keller-Miksis equation in the viscosity-radius parameter space has been shown in Chapter 3. Here we compare that threshold with one
calculated from the Gilmore equation with bubble radius $R_0$ from 0.1-1.0 µm. At a driving pressure of 3 MPa, a disagreement between the two thresholds is observed. The discrepancy is even larger for small bubbles than big bubbles. This discrepancy affects our theoretical prediction of heating since it would shift the bubble distribution area for high diving pressure and low viscosity. It is however hard to say which one is better here. Figure A3 shows the $R(t)$ curve and $\dot{R}(t)$ from the Gilmore equation and Keller-Miksis equation for a bubble with $R_0=0.5$ µm at viscosity 0.001 N.s/m². If we look at the bubble wall velocity, it already exceeds $10^4$ m/s, and this definitely is so large that the assumptions of both theories could not hold. Then it is hard to say which one gives the better result though there are differences.

The bubble shape instability threshold in general can be divided into two kinds: one is the Rayleigh-Taylor (R-T) instability and the other is the parametric instability. Every time the bubble decelerates at the end of a collapse, the R-T instability occurs. An R-T unstable bubble, however, may still survive, as long as the shape perturbation does not break the bubble. A common criterion to determine this is to compare the ratio of the perturbation amplitude due to the R-T instability to the bubble radius; once the ratio is larger than 1, the bubble will break. As we showed in Figure 2.7, during every acoustic cycle, once the bubble collapses, we observe a spike in $a_2$ and this is caused by the R-T instability.

Another instability phenomenon is the parametric instability which builds up over many cycles. Given a small perturbation at the beginning, it will be enlarged from cycle to cycle and finally break up the bubble. This instability gets its name from the simplest model, in which the linear second order equation for the shape perturbation amplitude possesses time-dependent, periodic coefficients, but is otherwise homogenous. It is thus parametrically excited.

In our current parameter space, most instability behaviors we observed are a combination of R-T instability and parametric instability. As shown in Figure 2.7, the R-T instability occurs in
the first cycle, but the resulting perturbation is not large enough to break up the bubble. After several cycles, however, the perturbation gets larger and larger, and this is characteristic of the parametric instability. Under the coupling action of these two instability behaviors, the initial, small perturbation grows and will finally break up the bubble.

The differences among these radial equations are a function of the bubble wall velocity. They are all derived for small Mach number and only show discrepancies for very strongly nonlinear cases. Different radial equations certainly affect our shape instability results. However, more experimental data are needed to verify which, if any, of these models is quantitatively correct for the violent collapses occurring here.
Figure A1 Mode 2 shape instability threshold for four models. For air bubbles in water, driving frequency 20.6 kHz.
Figure A2 Mode 2 shape instability region from Keller-Miksis equation and Gilmore equation. The dark area is unstable region. Unit of $\mu$ is $\text{N.s/m}^2$ and unit of $R_0$ is $\text{m}$.
Figure A3 $R(t)$ and bubble wall velocity curve for Keller-Miksis equation and Gilmore equation
Appendix B The nonlinearity of the primary pressure field

There are two motivations for us to investigate the nonlinearity of the primary pressure field in this work: a) In the calibration for the pressure field, we used a linear relation for the transducer and the simulation result of the FDTD code. If the nonlinearity is very strong, then this calibration may cause a large systematic error in the pressure amplitude; b) The FDTD code we used in this work can only account for thermoviscous damping, which has $f^2$ dependence, here $f$ is the frequency. The attenuation of the tissue phantom we used, however, has $f^{1.1}$ dependence. Only in the weakly nonlinear case, the difference between these two can be ignored.

In this appendix, we will show experimental results of nonlinearity measurements. The same setup was used as that which we described in Chapter 4. We made a cylindrical tissue phantom, which is 40 mm in radius and 22 mm in thickness (In the experiments in Chapter 4, the distance from the tissue phantom surface to the thermocouple probe is about 23 mm). A calibrated PVDF membrane hydrophone (Model 804, Perceptron, Hatboro) is placed at the focus of the sound field, and the tissue phantom is placed before the hydrophone; the distance between the hydrophone and the phantom is 2 mm. A 10-cycle pulse is used to drive the transducer. The output of the hydrophone is directed into the spectrum analyzer, and the peak value of each frequency component is obtained. The results are shown in Figure B1. The measurement indicates the higher harmonic components are much weaker than the fundamental signal. Up to 3.2 MPa, the sound level of the second harmonic component is at least 20 dB lower than the fundamental frequency. Higher harmonic components are even weaker. Thus the energy carried by the higher harmonic components is of the order of 1% of that of the fundamental frequency.
Figure B2 shows the comparison between the pressures measured by the standard hydrophone and the simulation results by the FDTD code. The calibration relation in Chapter 4 is used here. Clearly, as the pressure increases, the discrepancy between measurement and simulation increases. This result qualitatively agrees with the expectation that the $f^2$ attenuation law in the FDTD code will overestimate the damping of higher harmonics and thus underestimate the total pressure. But in the present range, we still have agreement within 10% at the largest pressure value used in the study.

In the Westervelt equation we used in this work, we omitted the term $-\frac{1}{\rho} \nabla p \cdot \nabla \rho$ on the right hand side of the equation, which can account for the effect of density change at the water-phantom interface. The effect on pressure of this omission is shown in Figure B3. We can see this only induces a small correction to the results. In the same plot, we showed the pressure results using a smaller spatial step of 0.05 mm. The use of a smaller step can better account for the generation of the higher harmonic, but only a small effect is seen in the range we are interested in.
Figure B1 The measured harmonic components after sound passes through a 22-mm thick tissue phantom.
Figure B2 The comparison between the measured pressure and the simulation results. The solid line with error bars are the measurement results. For the simulation results, the matching box voltage is converted from $p_0$ by equation (4.3).
Figure B3 The comparison between the positive focal pressures. These calculations are done with (density delta) and without (No density delta) density change term and by using smaller spatial step (Small Step No density delta).
Appendix C Estimate of some physical parameters for in vivo systems

The viscosity in human tissues

We used a Newtonian fluid model in this work. Many biological fluids and tissues exhibit non-Newtonian behavior and the viscosity is a function of the shear strain rate. We choose a viscosity range of 0.001 N.s/m² to 0.5 N.s/m². This range covers the viscosities of human body fluids [127]. Human soft tissues typically are modeled as a viscoelastic solid. Their mechanical properties show a strong dependent on the stain rate. Therefore the effective viscosity varies as a function of frequency. At low strain rate, the viscosity of soft tissues is reported to be around $10^4$ N.s/m². As the strain rate increases, the viscosity reduces significantly due to shear thinning [128][129][130][131][132][133]. For example, a viscosity value 15 N.s/m² sometimes is used in literature for soft tissue when frequencies are less than 100 kHz [134]. At our case, the driving frequency is 1 MHz and during the inertial collapse, the strain rate could be even higher. We estimate the viscosity could be small and covered by the viscosity range we chose. Figure C1 shows the viscosity of pig kidney. The original data are only given for low frequency (<=15Hz) [130]. We used 15 N.s/m² at 100 Hz and then extrapolated the viscosity to 1 MHz. We can see at the range of 1 MHz, the viscosity is around 0.02 N.s/m². As far as the viscosity in our tissue phantom, since the attenuation in the graphite-free phantom is very low, the viscosity should be small. Our ultimate justification for this estimate is the fact that we observed inertial cavitation, thus we can set a rough upper bound for the viscosity of 0.1 N.s/m² in our tissue phantom.
The dissolved gas concentration in human body

The air we breathe contain 21% O₂, 78% N₂, and 1% Argon and other components. Those gases come into blood through a diffusion process in our lungs. The blood exiting the lung is saturated with all the components of air, which mostly are N₂ and O₂. N₂ is biologically inert under normal conditions and does not undergo any net exchange across the lung wall. The existence of O₂ in blood has two forms, 98.5% of the O₂ is bound to hemoglobin and only 1.5% of O₂ is physically dissolved in the blood [135][136]. The 1.5% O₂ physically dissolved in the blood is the saturation value for the O₂. Therefore, the O₂ is actually over-saturated in the arterial blood. Metabolic reactions occurring within cells are constantly consuming oxygen and producing carbon dioxide. Therefore, there is a net diffusion of oxygen from blood into cells and net diffusion of carbon dioxide from cells into blood. When CO₂ is carried back to the lung by blood, 10% of it is physically dissolved since CO₂ is about 20 times more soluble than O₂, and the other 90% react with hemoglobin or be converted to ions. In general, blood is saturated with gases, and in tissue, the dissolved gas concentration may decrease due to the consuming of the O₂ and the change of the internal pressure [137]. But since the N₂ should be saturated everywhere, we estimate the dissolved gas concentration in human tissue is likely to be in the range of 70%-100% saturated with air.
Figure C1 Viscosity of pig kidney from reference [130]. Solid line represents real data and dash line represents the extrapolated result.
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