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ABSTRACT

Acousto-optic (AO) sensing and imaging (AOI) is a dual-wave modality that combines ultrasound with diffusive light to measure and/or image the optical properties of optically diffusive media, including biological tissues such as breast and brain. The light passing through a focused ultrasound beam undergoes a phase modulation at the ultrasound frequency that is detected using an adaptive interferometer scheme employing a GaAs photorefractive crystal (PRC). The PRC-based AO system operating at 1064 nm is described, along with the underlying theory, validating experiments, characterization, and optimization of this sensing and imaging apparatus. The spatial resolution of AO sensing, which is determined by spatial dimensions of the ultrasound beam or pulse, can be sub-millimeter for megahertz-frequency sound waves.
A modified approach for quantifying the optical properties of diffuse media with AO sensing employs the ratio of AO signals generated at two different ultrasound focal pressures. The resulting “pressure contrast signal” (PCS), once calibrated for a particular set of pressure pulses, yields a direct measure of the spatially averaged optical transport attenuation coefficient within the interaction volume between light and sound. This is a significant improvement over current AO sensing methods since it produces a quantitative measure of the optical properties of optically diffuse media without a priori knowledge of the background illumination. It can also be used to generate images based on spatial variations in both optical scattering and absorption.

Finally, the AO sensing system is modified to monitor the irreversible optical changes associated with the tissue heating from high intensity focused ultrasound (HIFU) therapy, providing a powerful method for noninvasively sensing the onset and growth of thermal lesions in soft tissues. A single HIFU transducer is used to simultaneously generate tissue damage and pump the AO interaction. Experimental results performed in excised chicken breast demonstrate that AO sensing can identify the onset and growth of lesion formation in real time and, when used as feedback to guide exposure parameters, results in more predictable lesion formation.
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Chapter 1

Introduction

1.0. Overview

This chapter provides an overview of the “state of the art” of imaging modalities used for the early diagnosis of breast cancer, which is followed by an in-depth review of acousto-optic imaging (AOI). The final section of this chapter discusses the research motivations and objectives, and provides an outline of this dissertation.

1.1. Overview of imaging modalities for early diagnosis of breast cancer

In 2009, approximately 200,000 women were diagnosed with breast cancer in the United States (American Cancer Society 2009). Breast cancer is the most common form of diagnosed cancer and the second leading cause of death (only exceeded by lung cancer) in American women. The mortality rate from breast cancer, however, has seen a notable reduction of 30-50% since the early 1990s, which is largely attributed to improvements in the early diagnosis of breast cancer, along with improved treatment methodologies (Webb et al. 2004).
The US Food and Drug Administrator (FDA) has approved numerous techniques for breast cancer diagnosis, including mammography, ultrasound, magnetic resonance imaging (MRI), positron emission tomography (PET), electrical impedance tomography (EIT) and thermography (Institute of Medicine 2001). Among these, mammography, ultrasound and MRI are the techniques that are most commonly used clinically, and thus these are discussed briefly in the following section. However, in order to assess these techniques properly, it is necessary to define the criteria used to describe the accuracy and efficacy of diagnostic procedures applied to cancer detection. Table 1.1 provides a list of the key terminology.

<table>
<thead>
<tr>
<th></th>
<th>Likelihood of reporting an existing cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sensitivity</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Specificity</strong></td>
<td>Likelihood of reporting no abnormality for a non-existing cancer</td>
</tr>
<tr>
<td><strong>False-negative</strong></td>
<td>Likelihood of missing an existing cancer</td>
</tr>
<tr>
<td><strong>False-positive</strong></td>
<td>Likelihood of reporting abnormality for a non-existing cancer</td>
</tr>
</tbody>
</table>

**1.1.1. Mammography**

Mammography uses low dose X-rays (usually around 0.7 mSv; 1 Sv=1 J/kg) to penetrate the breast which is positioned between a compression plate and a cassette plate. A large sheet of X-ray film (film mammography) or a photoconductive layer (digital mammography) records the penetrated X-rays. From that, craniocaudal and oblique images of the breast can be obtained. Depending on the attenuation of X-rays, cancerous
tissues appear white in mammograms while normal (fatty) breast tissues appear dark grey or black, providing an excellent background contrast to visualize soft tissue abnormalities as well as subtle calcifications (tiny deposits of calcium in the breast that cannot be felt by palpation). Mammography has long functioned as the “gold standard” and is recommended by the American Cancer Society (ACS) as the preferred annual screening routine, together with clinical examination for women aged 40 or more (American Cancer Society 2009). However, to confirm whether or not an observed abnormality on mammography is cancerous, a small piece of tissue then needs to be removed to conduct a biopsy, which is an invasive procedure. In addition, the sensitivity of mammography in dense breast is significantly reduced due to the presence of an enhanced “white background”, increasing the probability of false diagnosis in patients having denser breasts (Harper et al. 1981; Hindle et al. 1999). As a result, up to 20% of breast cancers are not discovered by mammograms in spite of their presence at the time of screening (National Cancer Institute 2009). Lastly, it should be noted that mammography utilizes ionizing radiation, albeit at a very small dose level compared to typical X-ray imaging, and repeated exposures potentially cast risk to patients.

1.1.2. Ultrasound imaging used for breast cancer diagnosis

Ultrasound imaging, also known as ultrasonography, uses an acoustic transducer to generate ultrasonic waves (sound frequency higher than 20 kHz) that reflected off tissue or organ structures (National Cancer Institute 2002). The backscattered echoes are detected by the same transducer and, by scanning the beam over a plane, one can
generate a 2-D image of the target region in which the image contrast is based on both microscopic and macroscopic variations in acoustic impedance. In the context of breast cancer diagnosis, ultrasound imaging has been proven useful for differentiating liquid-filled cysts from solid masses (Jackson et al. 1996; Kopans 1998). This technique can also be used to characterize the extent and nature of a speculated solid mass, and has been used to help classify cancerous lesions (an abnormal change involving tissue or organ due to disease or injury) as benign or malignant, which can help to avoid biopsies (Stavros et al. 1995). It has been shown than under certain conditions an ultrasound examination can better identify palpable masses in denser breasts than mammography (Kolb et al. 2002; Berg et al. 2003). Furthermore, ultrasound devices are relatively inexpensive, portable, capable of offering real-time information, and do not employ ionizing radiation. That being said, ultrasound imaging lacks consistent sensitivity for certain early signs of cancer such as microcalcifications and also yield false-negative and false-positive rates which are unacceptably high (Jackson 1995; Hurd and Edge 1999; Kopans 1999; National Cancer Institute 2002). In addition, the interpretation of breast ultrasound images can be extremely subjective and operator dependent (Stavros et al. 1995; Flobbe et al. 2002; Smith and Andreopoulou 2004). As a result, ultrasound imaging is not recommended as the preferred routine breast cancer screening procedure. Rather it is considered an essential adjunct to conventional mammography, for it potentially offers improved detection sensitivity in contrast to examinations with mammography alone (Kolb et al. 2002).
1.1.3. Magnetic resonance imaging used for breast cancer diagnosis

Magnetic resonance imaging (MRI) (Squire and Novelline 1997) uses a powerful magnetic field to form an alignment of the nuclear magnetization of hydrogen atoms in the body, which is sequentially altered by external radio frequency (RF) fields and hence creates a rotating magnetic field. This field is detected and the resulting data processed to construct a high spatial resolution (2-3 mm) structural image of the target tissue/organ. As for breast cancer diagnosis, MRI is currently mainly used as supplement to mammography and physical examination. It has been shown that MRI of the breast is capable of detecting signs of early breast cancer with extremely high sensitivity (71-100%) in women at increased risk for breast cancer (Lehman and Schnall 2005; Peters et al. 2008; Dang et al. 2009; Marcotte-Bloch et al. 2009). MRI is also often used for accurately mapping out the physical extent of a lesion, including detailed structure information (Kim et al. 2007; Wasif et al. 2009), and for assessing the abnormalities that are seen with mammography/ultrasound. In addition, MRI allows for dynamic, contrast-enhanced imaging, and for distinguishing benign and malignant lesions (Kneeshaw et al. 2003). These studies have prompted the ACS to recommend MRI as an adjunctive screening procedure for women with an approximate lifetime risk of 20% or greater (Saslow et al. 2007). The greater sensitivity of MRI, however, is accompanied with variable specificities (Peters et al. 2008). For example, MRI cannot detect microcalcifications in the breast. Other disadvantages of this technique include the requirement of a dedicated breast surface coil (Lehman and Schnall 2005), requirement of magnetic compatibility (which is critical for patients with metal implants (Luechniger 2003)).
et al. 2004)), high cost of both the MRI system and subsidiary equipment, and the relatively long scan time, when compared to mammography and ultrasound imaging.

1.2. Biomedical optical imaging

1.2.1. Motivation for optical imaging

The previous section outlined the most common techniques used for the early diagnosis of breast cancer. Despite the successes of these techniques there are still areas for improvement. For example, the tumors sensed by these modalities in clinics have typically grown to more than 10 mm (Kim et al. 2007; Marcotte-Bloch et al. 2009; Wasif et al. 2009) and might have advanced biologically. A study by Webb et al. (2004) showed that larger tumors were more likely to be of higher grade, which in turn reduces survival rates, according to Cummings et al. (1995). Therefore, new detection techniques are needed that can overcome existing limitations.

In recent years, optical imaging has received considerable attention and significant progress has been achieved in this very exciting field (Tuchin 2002). In the visible (λ=380-760 nm) and near-infrared (NIR) (λ=760-1400 nm) optical wavelength range, optical absorption in tissue is predominantly dictated by the relative concentration of water, lipids, oxy-haemoglobin (HbO₂) and deoxy-haemoglobin (Hb) (Quaresima et al. 1998), while optical scattering in tissue is affected by the tissue structure (cell nuclei size and concentration) and variations in the refractive index. Optical absorption is intrinsically sensitive to tissue angiogenesis (a physiological process involving the
growth of new blood vessels and a fundamental sign in the transition of tumors from an inactive stage to a malignant one) as well as metabolic process (haemoglobin concentration and oxygen saturation). It has been well documented that the growth of a tumor is associated with an increase in vascularization due to the tumor’s high metabolic demand, and sometimes poorer perfusion (Vaupel et al. 1991; Weidner et al. 1992; Vaupel et al. 1998; Rice and Quinn 2002) compared with normal tissue. The increased concentration of haemoglobin with consequentially decreased oxygen saturation (Nziachristos and Chance 2001; Leff et al. 2007) (as shown in Figure 1.1) augments the absorption coefficient by as much as a factor of 100 in the visible and NIR spectral range (Cubeddu et al. 1999), while the density increase in organelle population (nuclei, mitochondria (Mourant et al. 1998) as well as collagen in the extracellular matrix (Thomsen and Tatman 1998)) resulting from the proliferation of tumor cells produces an additional increase in scattering coefficient for tumors. As a result, the optical contrast between tumourous and normal tissues (Fishkin et al. 1997) can be as great as 200%-500% (the corresponding acoustic contrast is only a few percent). This presents an opportunity to use the changes in optical properties of tissue to identify cancerous regions. The “signatures” of a change in the optical properties can be detected earlier than indicators that affect diagnostic ultrasound such as acoustic impedance and bulk mechanical properties.
In addition, optical imaging employs coherent laser light, which, unlike X-rays for mammography, is non-invasive, non-ionizing and thus can be used repeatedly. In comparison to MRI systems, optical imaging systems can be made relatively portable and economical. Finally, compared with ultrasound imaging for breast cancer diagnosis, optical imaging can yield quantitative measurements for objective diagnosis and follow-ups. These unique features render optical imaging a modality that has potential for positive impact on functional imaging, diagnosis and characterization of early stage cancer (Weissleder and Ntziachristos 2003).

Thus far, optical imaging has been used for near-surface imaging of structures like skin (Gladkova et al. 2001), retina (Podoleanu et al. 2000; Srinivasan et al. 2007) and exposed brain (Cannestra et al. 2000), as well as subsurface, internal imaging in large organs like breast (Colak et al. 1999) and unopened brain (Bluestone et al. 2001). For example, Chance et al. reported the use of an optical technique, referred to as near...
infrared spectroscopy, for the diagnosis of breast cancer in 116 patients, yielding sensitivity and specificity of 96% and 93%, respectively (Chance et al. 2005).

1.2.2 Near-surface optical imaging

In terms of imaging depth and spatial resolution, optical imaging methods today can be categorized into two groups.

The first group is near-surface tissue optical imaging, such as time-gated optical imaging (Selb et al. 2006), optical microscopy (Betzig et al. 1991) and optical coherence optical tomography (OCT, Huang et al. 1991; Fercher et al. 2003), where photons incident on tissue experience no scattering and propagate in straight paths (like X-ray photons), enabling spatial resolution on the order of microns (Povazay et al. 2002) (Figure 1.2a). However, as photons travel deeper into tissue, the number of ballistic photons decays exponentially with depth due to the highly diffusive nature (strong scattering) of light in tissue. Eventually, the imaging depth of these approaches is limited to on the order of one optical mean free path length, or around 1 mm (corresponding to a 10 cm\(^{-1}\) scattering coefficient) in soft biological tissues at visible and NIR wavelengths, which is not suitable for applications in large organs like breast.
Subsurface optical imaging

The second group refers to subsurface optical imaging, such as diffuse optical tomography (DOT, Yodh and Chance 1997; Boas et al. 2001), where photons penetrate into tissue beyond the optical mean free path up to a depth of several centimeters. These photons undergo multiple scattering events, following “random walks” in the tissue, and the observed image of the embedded absorber based on the transmitted photons sensed by the detectors outside of the tissue is blurred (Figure 1.2b). In order to invert that data and reconstruct the target image from the blurred detected image, one employs a theoretical propagation model based on a diffusion equation, rather than a wave equation (Arridge and Schotland 2009). The resulting image quality is generally dependent on the algorithm used and the spatial resolution is limited to a minimum of 5 mm with a depth penetration of several centimeters (Boas et al. 2001).

Figure 1.2 The optical imaging of an optical absorber embedded in (a) a thin tissue or transparent medium where photons experience no scattering and in (b) a thick tissue or turbid medium where photons are multiply scattered before reaching the detector.
1.2. 4. Multimode imaging and dual-wave imaging

To help overcome the loss of spatial resolution due to strong light diffusivity when using optical imaging alone, one can combine optics with structure specific imaging modalities like X-ray imaging (Li et al. 2003a), MRI (Nziachristos et al. 2002) and diagnostic ultrasound imaging (Zhu et al. 2003). These multimodality images provide internal morphology and structure information at a spatial resolution determined by those established imaging modalities coupled to complementary quantitative mapping of optical properties and functional information (Demos et al. 2006). Dual-wave imaging techniques such as Acousto-optic imaging\(^1\) (also called ultrasound-modulated optical tomography) (Wang 2004; Murray and Roy 2007) and photoacoustic tomography (also called opto-acoustic or thermo-acoustic tomography) (Xu and Wang 2006; Li and Wang 2009), combine ultrasound with light, taking the advantage of contrast provided by pure optics and the spatial resolution of ultrasound.

1.3. Acousto-optic imaging

1.3.1. Introduction

Acousto-optic imaging (AOI) is a dual-wave modality that uses ultrasound waves to modulate the propagation of diffuse light in an effort to image the optical contrast deep within turbid media with a spatial resolution (millimeter or even sub-millimeter) dictated

\(^1\) Acousto-optic imaging sometimes is also implemented in clear media, but in this dissertation, unless otherwise stated, it is limited to investigations in diffuse media.
by the ultrasound field (frequency, beam size) used (Dolfi and Micheron 1989; Marks et al. 1993; Brooksby and Penny 1995; Leutz and Maret 1995; Wang et al. 1995). This technique is also referred to as ultrasound-modulated optical tomography (UMOT, Wang 1996), ultrasound tagging of light (UTL, Marks et al. 1993; Mahan et al. 1998), acousto-optic tomography (AOT, Kempe et al. 1997; Forget et al. 2003) and acousto-photonic imaging (API, Stott et al. 2000).

Figure 1.3 Ultrasound-induced (phase) modulation of diffuse light.

Figure 1.3 demonstrates the principle of AOI in a turbid medium. The sample under examination is exposed to continuous wave (CW) or pulsed, light and sound simultaneously. The individual photons experience a sequence of scattering events in the sample, with the averaging distance between consecutive events given by the scattering mean free path (reciprocal of optical scattering coefficient). The resulting optical field in the turbid medium can be treated as a composition of numerous partial waves (Murray
and Roy 2007), with each of these partial waves following a unique optical path. Individual photons that are propagating along each of these paths can be either absorbed or scattered in the tissue. Under moderate ultrasound peak pressure (e.g. 0.3-1.5 MPa at 1.0 MHz), the scattering sites within the ultrasound field are periodically displaced along the ultrasound propagation direction, causing a periodic disturbance in the optical path length. Eventually the partial wave experiences a phase shift that is accumulated over different scattering events along that optical path traversing the ultrasound field with respect to those traveling in the absence of ultrasound influence. In addition, periodic variations in optical index of refraction caused by the pressure field also perturb the effective optical path length, which in turn periodically shifts the phase of the partial wave. These two mechanisms (Marks et al. 1993; Leutz and Maret 1995; Wang 2001) along with the correlation between them (Sakadzic and Wang 2005) result in a net cumulative phase shift of the light propagating through the acousto-optic (AO) interaction volume, defined as the region where light and sound coexist. We refer to this process as ultrasound modulation (or “tagging”) of diffuse light, and the strength of this modulation is influenced the optical properties of medium within the AO interaction volume. More details on this topic will be given in Chapter 2.

By employing appropriate light detection and processing schemes, a signal that is related to both the intensity of the ultrasound modulation of light and the average phase shift of the modulated partial waves, termed the acousto-optic signal (AOS), can be extracted. This parameter can then be used to infer the spatially-averaged optical properties of the AO interaction volume (Murray et al. 2004; Ramaz et al. 2004;
Sakadzic and Wang 2004; Xu et al. 2007; Li et al. 2008b; Rousseau et al. 2008; Lai et al. 2009a). Since the modulation is only generated within the interaction volume, the spatial resolution of AOS is therefore dictated by the dimensions of this volume. Since the optical beams incident on tissue are normally expanded (Tomlinson and Tiemann 1992; Marks et al. 1993; Sui et al. 2005) and hence have much broader (diffuse) illumination pattern in the sample with respect to the ultrasound beam, the detection spatial resolution for optically diffuse media is determined by the ultrasound beam. Using the megahertz-frequency, tightly focused, short-pulse insonation parameters normally employed in clinical diagnostic ultrasound imaging, millimeter or submillimeter resolution can be achieved (Murray et al. 2004; Kothapalli and Wang 2008). By steering the ultrasound beam with respect to the sample that is optically illuminated throughout, a 2D or 3D image of the sample can be obtained with relatively straightforward image reconstructive methods (Marks et al. 1993).

It should be noted that AOI technology is still in its infancy, and to achieve widespread clinical applications, further advancements are required. The key challenge is to increase the signal-to-noise ratio (SNR) of the system. Poor SNR in AO sensing arises from the fact that only the light traversing through the AO interaction region is modulated by the ultrasound field. For a given exposure light level permitted by the American National Standards Institute (ANSI) (American National Standards Institute 2000), the flux of photons that is tagged and ultimately collected outside of the sample is extremely low due to the strong attenuation of light in the tissue. Furthermore, the “tagged” photons are typically detected against a much stronger background of unmodulated light. Indeed,
the modulated light can account for less than 1% of the total light collected outside of the sample (Leveque-Fort et al. 1999). This effect is particularly critical when tightly focused, short pulses of ultrasound are used to generate the AO interaction at deeper depth. Moreover, the collected photons propagate over various optical paths from the source to the detection system. The interference among individual paths causes the resulting intensity to be anywhere from full brightness to full darkness, depending on the relative de-phasing between paths. This leads to the formation of a speckle pattern where individual speckles are phase modulated at the ultrasound frequency, with the modulation being dependent on the specific path that a photon travels and the spatial position where the AO interaction occurs. Therefore the modulation of individual speckle grains is spatial incoherent, \textit{i.e.} the phase of the modulated signal is random from speckle to speckle. This leads to a predicament where, when using a small aperture detector that is restricted to detecting a single speckle, one is left with the detection of a relatively small intensity modulation on an exceedingly weak signal; if the aperture is increased so as to receive multiple speckle grains, the overall intensity of modulated light is enhanced but at the expense of reduced modulation efficiency due to the random phase among speckles.

1.3.2. The historical development of acousto-optic (AO) sensing and imaging

The concept of using ultrasound to mark or “tag” the diffuse light was first proposed by Dolfi and Micheron in 1989. Their aim was to use this technique to improve the spatial resolution of optical imaging, but this proved difficult to realize experimentally due to the

---

2 Only experimental work is referred to here. Theoretical studies are in Chapter 2.
low flux of modulated photons. Tomlinson and Tiemann (1992) later proposed a modification of this photon localization concept, suggesting that using a 2D optical detector array with each pixel matched to a speckle would help to enhance the detection SNR, and enable the sensing of the local optical absorption contrast through the changes in speckle intensities generated by a short ultrasound pulse. However, no experimental results were reported in their work.

In 1993, Mark et al. first demonstrated experimentally the feasibility of employing short-pulsed ultrasound to interact with diffuse light in an optically homogeneous tissue-mimicking (liquid) phantom. A weak, but measurable time-domain intensity modulation was detected at temporal positions corresponding to the focal region of the ultrasound beam, even though coherent averages of 131,072 scans were required to achieve even minimal SNR (Dolfi and Micheron 1989). Shortly afterwards, researchers shifted their focus to developing an understanding of the origins of the modulated signals. Brooksby and Penny (1995) demonstrated through experiment that it was the diffuse, not the ballistic, light that was modulated by the ultrasound field. They also showed that the AOS strength decreased with increasing medium diffusivity. Leutz and Maret (1995) observed sidebands (shifted by the ultrasound frequency) in the frequency spectrum of modulated scattered light, from which they extracted a modulated signal that had a quadratic dependence on ultrasound pressure amplitude.

After the mid 1990’s, the utility of using the “ultrasound tagging” of diffuse light to image the absorption contrast embedded in turbid media was demonstrated. Wang et al. (1995) employed a focused CW ultrasound source to generate the AO response. The use
of CW ultrasound field allowed for narrow-band detection schemes. The CW ultrasound-induced frequency sidebands in light intensity spectrum were very narrowband and tuned to the ultrasound fundamental and first several harmonic frequencies, whereas for pulsed ultrasound these sidebands were significantly broader (corresponding to the inverse of the ultrasound pulse temporal duration). Additionally, the use of a CW ultrasound field enlarged the volume of AO interaction, yielding more photons tagged by the ultrasound and hence increasing the strength of AOS. As a result, considerable improvement in SNR was obtained, and averaging over only 256 frequency sweeps produced adequate SNR. It was found that the strength of the AOS was greatly decreased when the focus of the ultrasound beam intersected the absorbing target, demonstrating that the relative AOS strength was related to the local optical properties and in situ ultrasound pressure amplitude within the AO interaction region. Therefore, by physically scanning the experimental sample in a plane perpendicular to the optical propagation direction and measuring the strength of AOS at each position, one was able to create a 2-D optical image of an absorbing target (glass bead and rubber) embedded in a liquid tissue phantom. The lateral spatial resolution was dictated by the off-axis focal spot size of the ultrasound beam. By keeping the sample fixed and instead moving the position of the single element photodetector (PMT) off the optical axis, the same group confirmed (Wang and Zhao 1997) that the AO images generated were based on diffuse light, as opposed to ballistic light.
The use of a CW ultrasound beam, on the other hand, generated AO interaction throughout the volume of ultrasound field (assuming this volume was completely optically illuminated), which severely limited the spatial resolution along the ultrasound axis. To achieve axial resolution from CW ultrasound exposures, the CW ultrasound source may be frequency “chirped” over a time frame comparable to the ultrasound propagation time through the region of the interest (Wang and Ku 1998; Ku et al. 1999) using a scheme shown in Figure 1.4. A frequency chirped signal \( f_s(t) = a_s + bt \), where \( a_s \) was the starting frequency and \( b \) was the sweeping rate, which was amplified and
used to drive the ultrasound transducer placed at $z_0$. The instantaneous frequency of the ultrasonic modulation at location $z$ therefore could be expressed as:

$$f_{s,z}(t) = a_s + b(t - \frac{z - z_0}{c_s}),$$

where $c_s$ was the sound speed in the medium. The scattered light was collected with a PMT, whose gain was modulated for heterodyned detection by a reference signal that was also frequency chirped ($f_r(t) = a_r + bt$, where $a_r$ was the starting frequency of sweeping and different from $a_s$) and then further processed. The frequency of the heterodyne signal caused by the ultrasound modulation at location $z$ was thus given by

$$f_{h,z}(t) = |f_{s,z}(t) - f_r(t)| = |a_s - a_r - \frac{b(z - z_0)}{c_s}|,$$

suggesting a specific component in the frequency spectrum of the detected heterodyned signal corresponded to one particular distance from the transducer along the ultrasonic axis. In this way, a 1-D scan along the acoustic axis can be obtained from the time-dependent frequency-domain information, and the resolution is adjustable by altering the bandwidth of the frequency sweep.
In the studies that were previously discussed, single-aperture optical detectors were employed. This had the advantage of fast response, but also resulted in extremely low light levels if the detector aperture was limited to single or few speckle detection, or in reduced modulation efficiency if the detection aperture was increased to encompass multiple speckles. A study by Leveque et al. (1999) developed an array-based parallel speckle detection system (Figure 1.5) in an effort to improve upon the single aperture detector approach. They used a 2-D charge-coupled device (CCD) array with one or a few coherent speckle grains mapped to each pixel of the array. Since the speckle modulation frequency followed the frequency of applied ultrasound field which, being greater than 1 MHz, greatly exceeded the frame rate of a CCD array (200 Hz for the array used in their work), the authors employed a parallel lock-in detection scheme. The laser
source was modulated at 2.2 MHz (\( \omega_1 \) in Figure 1.5, which was the frequency of ultrasound) with a fixed relative phase delay with respect to the ultrasound. The 2-D CCD array functioned as a low-pass filter (50 Hz working bandwidth) and at each pixel four images of the speckle grain were recorded per ultrasound cycle, each corresponding to the modulation during one quarter of the ultrasound period. By computing the linear combination of these four images, one was able to extract the amplitude and phase of the modulation at each pixel. The sum of amplitudes from individual pixels gives the overall AO response. This method allowed for the coherent summation of signals over different speckle grains, yielding an improvement of SNR on the order of \( \sqrt{N} \), where \( N \) is the number of pixels of the CCD array.

It was shown, however, this parallel detection scheme was sensitive to the speckle decorrelation from environmental vibration and the relatively long time for imaging acquisition. Gross et al. (2003) later employed a digital holographic technique (Mach-Zehnder interferometer) to isolate the detected AO signals, combined with a spatial filter system (aperture outside of the sample) to reduce the speckle decorrelation noise caused by environmental sources like room vibrations. To achieve acoustical axial resolution with enhanced sensitivity, Yao et al. (2000; Yao and Wang 2000), Forget et al. (2003) and Atlan et al. (2003) integrated the frequency-chirped ultrasound technique with the CCD-based parallel detection. Specifically, Atlan et al. (2005) combined heterodyned detection with this CCD-based parallel detection scheme and a pulsed ultrasound field, resulting in an AO sensing system with improved SNR and spatial resolution along the ultrasound axis.
The developments described above allowed for a significant increase in SNR and a compatibility with different types of ultrasound exposure schemes. The CCD array-based parallel detection scheme, along with its modifications (including using CMOS in place of CCD array (Bossy et al. 2007)), were once regarded as “the most efficient technique for ultrasound-modulated optical tomography” (Li and Wang 2002) and have seen widespread use (Leveque-Fort 2000; Selb et al. 2001; Li et al. 2002; Li and Wang 2002; Selb et al. 2002; Li et al. 2003b; Li and Wang 2004; Kim et al. 2006; Kim and Wang 2007; Kothapalli et al. 2007; Zemp et al. 2007; Kim et al. 2008; Daoudi et al. 2009), and not solely for optical imaging. Using low frequency transient acoustic radiation force (TARF) generated by the intense acoustic bursts (around 1-2 ms in duration), Bossy et al. (2007) observed AO sensing based on mechanical (stiffness) contrast. Kim et al. (2007) demonstrated the feasibility of using a multiple-optical-wavelength light source to determine both the total dye concentration and the ratio of blue dye to red dye in a phantom, a technique which could potentially be used for optical functional imaging in tissue. Kothapalli et al. (2007) demonstrated the capability of AOI to detect optically scattering (as opposed to optically absorbing) targets embedded in diffuse media.

It is important to point out that the speckle decorrelation time associated with physiological motion is on the order of 0.1-1 ms at a depth of 4 cm for in-vivo breast (Gross et al. 2009). This then requires the imaging acquisition speed (typically limited by the effective frame rate of the CCD array in aforementioned systems) to be at least several kilohertz. Unfortunately most CCD cameras do not have this ability, thus limiting
the practicality of this technique. The time required to transfer the enormous amount of data from the array could further compromise the ability to do real time sensing and imaging (Ramaz et al. 2004).

As mentioned previously, a CW ultrasound field affords enhanced AO SNR and noise immunity. If the issues with system SNR could be resolved, pulsed ultrasound is preferred since it allows for resolution along the acoustic axis. Moreover, pulsed ultrasound allows for the use of a higher focal pressure amplitude without inducing deleterious thermal bioeffects. Indeed the Food and Drug Administration (FDA) exposure limitations associated with mechanical bioeffects (cavitation) for clinical applications are not violated unless the mechanical index (MI) of the exposure exceeds 1.9 (US Food and Drug Administration 1997), which corresponds to a derated peak-negative acoustic pressure amplitude of 4.25 MPa at a typical imaging frequency of 5 MHz. Since the AO response is quadratic with pressure amplitude, the greater pressure amplitudes normally used in pulsed ultrasound systems allow for improved SNR. In addition, single aperture optical detectors can respond much faster (MHz-GHz order sampling rate) than CCD cameras. If multiple speckle grains could be sensed and summed coherently with one large aperture photodetector without reducing the modulation efficiency, a substantial enhancement in sensitivity and SNR would result.

Photorefractive crystal (PRC)-based interferometry systems have seen widespread use for the optical detection of high frequency vibrations from optically rough surfaces in two-wave-mixing (TWM) (Delaye et al. 1997) or four-wave-mixing (FWM) (Hale and Telschow 1996) schemes. In 2004, a PRC-based interferometry system was introduced
by Murray et al. for the detection of ultrasound-modulated light in diffuse media (Murray et al. 2004). By taking advantage of the photorefractive effect (which will be discussed in detail in Chapter 3), the coherent summation of modulated signals from a large number of speckle grains was made possible using a large aperture (10 mm diameter) detector. It was demonstrated that the sensitivity of this approach was sufficient to detect the transient modulated optical signals generated by a pulsed ultrasound source operating at pressures significantly lower that normally used in diagnostic ultrasound imaging; Murray employed 0.65-1 MPa at 1 MHz central frequency. One dimensional images of absorbing targets (5x6x5 mm³) embedded at a depth of 2-3 cm in tissue mimicking phantoms or ex-vivo chicken breast were obtained using time-domain signal averaging (over 1,000-10,000 sweeps for desired SNR). The axial resolution was determined by the acoustic pulse spatial length, which was typically 5-10 cycles. Two- and three-dimensional maps of the optical absorption contrast were also obtained by scanning the ultrasound source with respect to the region of interests (Murray et al. 2004; Sui et al. 2005; Sui et al. 2006).

The use of short ultrasound pulses further motivated a direct integration of this AO sensing approach with a commercial ultrasound imaging machine (AN2300, Analogic Corp., MA, USA), in which the same scan probe was used to both pump both B-mode ultrasound imaging and the light modulation. The two types of images could then be automatically co-registered and displayed, yielding the mechanical and optical properties of ex-vivo chicken breast and tissue-mimicking phantoms (Bossy et al. 2005a; Bossy et al. 2005b). This approach demonstrated that AOI could serve as one component
of a multi-mode acoustical/optical imaging scheme, and thus supplement existing ultrasound diagnostic modalities such as B-mode and Doppler with additional optical information. For example, the integrated system could be used for breast cancer diagnosis where B-mode ultrasound could image the tumor while a single AO A-line could be launched across the tumor region to assess or monitor the changes in local optical properties (Murray and Roy 2007). The latter could then be used to assess tumor vascularity, blood oxygenation, etc.

Compared with previously developed detection schemes, PRC-based detection allows for high etendue (light collection efficiency, defined by the product of area surface and acceptance solid angle; see more details in Chapter 3), and a fast, larger aperture, single-element photodetector, and thus “the possibility (of observing) signals in real time” (Lesaffre et al. 2007). Ramaz et al. (2004) also reported a PRC-based detection technique that employed CW ultrasound and a scheme where frequency shifted light was added to both the signal beam and reference beam using acousto-optic modulators (AOM, also referred to as Bragg cell, uses the acousto-optic effect to diffract and shift the frequency of light using acoustic waves). This allowed them to selectively detect the modulated or unmodulated photons. Considering that only approximately 1% of total light collected is “tagged” by the ultrasound field in AOI (Leveque-Fort et al. 1999), selectively detecting only the modulated photons is critical to the reduction of the background noise.

---

3 This is related to the acousto-optic effect in clear medium mentioned in Footnote 1 on page 11, not the one studied in this work.
Blonigen et al. (2005), Gross et al. (2005; 2009) and Lesaffre et al. (2007) further studied theoretically the principles of PRC-based interferometry in the context of AO sensing. The latter groups also characterized the response time of the crystal as function of light intensity shed on material surface, showing the response time constant of a GaAs crystal can be reduced to less than 200 µs (Gross et al. 2009), making it fast enough to overcome the speckle decorrelation effect \textit{in vivo}. Currently PRC-based schemes are used for applications beyond conventional sensing/imaging of optical contrast, such as detecting mechanical stiffness contrast caused by TARF response to millisecond long ultrasound bursts (Xu et al. 2007). Despite these advantages, the deployment of a PRC-based scheme for detecting diffused light is ultimately limited by (1) PRC etendue and TWM gain, and (2) the relatively strong reference beam tends to scatter into the aperture of the detector, which increases the system noise (Li et al. 2008b).

In 2004, Sakadzic, and Wang employed a long cavity confocal Fabry-Perot interferometer (CFPI)-based detection scheme to obtain high resolution AO signals (Sakadzic and Wang 2004). This scheme is suitable for various wavelengths in the optical therapeutic window. It has a greater etendue than most of CCD-based parallel detection setups and can be set to selectively transmit photons modulated by the ultrasound pulses in real time while tolerating speckle decorrelation due to the environment vibration or physiological motion of the body (Kothapalli and Wang 2008). However, it should be noted that the long cavity length (e.g., 0.5-1 m) results in a relatively small acceptance angle for light collection which in turn limits the system etendue. This approach was proposed for imaging subsurface blood vasculature (2-3 mm deep) with micron-scale
resolution (Kothapalli and Wang 2009). More recently, it was incorporated with a high-
peak-power short pulsed laser source (Rousseau et al. 2009), providing sufficient SNR
for imaging a 3x3x3 mm³ absorbing inclusion embedded in (a) a 3 cm thick phantom
without signal averaging, and (b) a 6 cm thick ex-vivo chicken breast with signal
averaging over only 128 lines.

In 2008, a new detection scheme based on a spectral-hole burning crystal (SHBC)
was introduced for the detection of AO signals (Li et al. 2008a; Li et al. 2008b). The
SHBC technique uses a narrowband absorptive filter in the frequency domain that
transmitted one frequency sideband of modulated signals but efficiently blocked the
unmodulated background and the other sidebands. Preliminary results indicate that this
technique affords the largest etendue among the existing AO detection approaches (Li et
al. 2008b) and its fast response time makes the system inherently insensitive to fast
speckle decorrelation, thus potentially allowing for in vivo imaging in biological tissues.

In summary, PRC-, CFPI- and SHBC-based schemes are, at present, the most
suitable choices for real-time AO detection in vivo. Yet, to date, the majority of AO
sensing and imaging studies have been performed in tissue-mimicking phantoms or ex-
vivo tissue samples possessing thicknesses usually less than 40 mm, while clinically
applications generally requires explored depths exceeding 50 mm. The critical limitation
of AO sensing is the imaging depth attainable given clinically permissible optical and
acoustical exposure parameters. However, given recent progress in increasing sensing
SNR and penetration depth using pulsed lasers with high peak intensity (1.3 kW) but low
duty cycle (<0.3%) (Rousseau et al. 2008; Rousseau et al. 2009) along with the adoption
of fast, efficient demodulators, it is very likely that deeper and real-time deep-tissue AO sensing \textit{in vivo} will soon become a reality.

1.4. Motivation and focus of the work

1.4.1. Understanding the nature of ultrasound-induced modulation on diffuse light

Two mechanisms are believed to generate the phase modulation of diffuse light due to the ultrasound, i.e., periodic scatterer displacement and refractive index variation. In the majority of previous studies, these two effects were treated independently, while assuming no relationship between them. According to these theories, the modulation induced by both mechanisms should increase as the number of scattering events along the optical path increases (i.e. with increasing diffusivity). However, this is contracted by observed experimental results indicating a \textit{reduction} in the modulation depth with increased medium scattering coefficient (Kothapalli \textit{et al.} 2007; Lai \textit{et al.} 2009b; Lai \textit{et al.} 2009a). Building on work from Sakadzic and Wang (2005), we perform an analytical study of the mechanisms of AO interaction starting from the ultrasound-induced phase perturbations in the medium to the corresponding electrical field associated with a single speckle. The influences of acoustical and optical tissue properties on the ultrasound modulation are also investigated, yielding simulation results in agreement with experiment measurements.
1.4.2. Development of a near-infrared (NIR) AOI system

The previous AOI system employed in our laboratory (Sui 2005) achieved a balance between imaging sensitivity and axial resolution using a BSO photorefractive crystal-based scheme, operating at the optical wavelength of 532 nm. However, this system was limited (1) in imaging depth in biological tissues due to high optical effective attenuation coefficient and low optical maximum permissible exposure (MPE) at this wavelength, and (2) in the relatively slow photorefractive response time of a BSO crystal, which was not fast enough to compensate for the environmental vibration and physiological motion in vivo (Gross et al. 2009). To overcome these challenges, the system was redesigned to operate at 1064 nm, which results in a smaller optical attenuation coefficient and higher MPE in tissue. Moreover, we employed a GaAs PRC capable of offering faster response. The new system was set up, characterized and optimized for the detection of AOI signals in terms of SNR.

1.4.3. Quantitative measurement of local optical properties with AOI

Acousto-optic measurement of quantitative absorption and/or scattering in non-homogeneous media is a challenge that requires an inversion algorithm similar to that employed for diffuse optical tomography. This is due, in large part, to the spatial variability of the illuminating light flux incident on the interaction volume. Motivated by this, we developed a new approach which we refer to as pressure contrast AOI (Lai et al. 2009a; Lai et al. 2009b). The NIR AOI system is used to measure the AO signals generated by insonifying tissue phantoms with successive, short-duration ultrasound
pulses at two different pressure amplitudes. The ratio of the two detected signals is directly related to the optical properties of the target region, independent of the local illuminating light level. It is also demonstrated experimentally that it is feasible to both measure and image the optical properties of embedded optical inclusion, as well as the background medium.

**1.4.4. Real time monitoring of HIFU therapy using AO sensing**

High intensity focused ultrasound (HIFU) is an important noninvasive tool for targeted tissue ablation and has been successfully used to thermally ablate solid tumors (ter Haar 1995) as well as to promote haemostasis (Vaezy et al. 1998), thrombolysis (Rosenschein et al. 2000) and drug/gene delivery (Porter and Xie 2001; Ng and Liu 2002). The ability to monitor and assess HIFU treatment outcomes is essential owing to complex variations in tissue acoustical and thermodynamic properties as well as the mitigating effects of tissue variability in the near field propagation path of the therapy transducer. There is a need for both post treatment imaging techniques for assessing the location, size and shape of the HIFU-induced lesion and real-time monitoring techniques that ensure that a thermally necrosed volume of a desired extent is created, while damage to the surrounding healthy tissue is minimized. This can be achieved with MRI (Gianfelice et al. 2003), albeit at great expense. The use of ultrasound imaging (Wu et al. 2004; Illing and Chapman 2007) has proven ineffective at sensing purely-thermal lesions as the ultrasound contrast with surrounding tissue is low. However, boiling lesions resulting from overtreatment can be readily detected.
In this study, the NIR AOI system is used (Lai et al. 2010) to sense the changes in optical contrast at depth in ex-vivo tissue that are associated with the onset, formation and the development of a necrosed region (referred to as a “lesion” in our study). It is found that when a thermal lesion forms in the ultrasound focal zone, the AO signal diminishes in amplitude owing to enhanced optical attenuation, whereas traditional B-mode ultrasound images reveal no change. It is further shown that the reduction of AO signal during an HIFU exposure is correlated with the spatial volume of the ensuing lesion, suggesting that the evolution of AO signal amplitude could be used as a means to predict and monitor the HIFU treatment processes. Experiments also verified the feasibility of using the observed AO signal change as the criterion to guide the HIFU exposures in real time, achieving improved consistency and repeatability in resulting lesion volumes.

1.5. Dissertation roadmap

The present Chapter presents the background, motivation and focus of the research as well as the roadmap for the Dissertation. A literature review of optical tissue imaging in general, and AO sensing and imaging in particular, was presented in Chapter 1. In Chapter 2, the fundamentals of light interaction with tissue and the nature of acousto-optic interaction in turbid media are discussed, along with relevant theory. Chapter 3 explains the rationale for the transition from our previous 532 nm system to the NIR (1064 nm) arrangement. The design, development, and characterization of this system is discussed. In Chapter 4, we propose a new sensing mechanism, termed “pressure contrast AOI,” for the quantitative measurement of local optical properties in diffuse media based
on the ratio of two AO signals pumped by two acoustic pressure amplitudes. The feasibility and potential applications of this approach are demonstrated through experiments in tissue-mimicking phantoms. In Chapter 5, the use of the NIR AOI system for monitoring and guiding the HIFU treatment processes in real time is explored, yielding promising experimental outcomes. A summary of work done, conclusions drawn, and suggestions for future study are presented in Chapter 6.
Chapter 2

Light Propagation in Tissue and Mechanisms of Ultrasound-induced Phase Modulation of Diffuse Light

2.0. Overview

This chapter outlines the theory of light propagation in tissue and ultrasound-induced phase modulation of diffuse light relevant to the research described in this Thesis. The physical principles that govern the interaction of photons with tissue are described in Section 2.1. In Section 2.2 the mechanism of ultrasound-induced phase modulation on diffuse light is discussed and an analytical model, which incorporates ultrasound-induced periodic displacement of scatterers and variations in refractive index, is described.

2.1. Light propagation in tissue

In turbid media (e.g. biological tissue), optical absorption and scattering are the major phenomena affecting the propagation of light, and they arise from the interaction between incident photons and molecules of the tissue components (Saleh and Teich 1991).
Figure 2.1 is an example depicting light propagation in a turbid medium. When photons are incident on tissue or tissue-like media, a large number of scattering events may take place due to the interactions between photons and cell constituents, tissue fibers, intercellular structures, organelles in the cells and the other structural inhomogeneities. Meanwhile, the photons may be absorbed by “absorbers” (various chromophores) such as water, hemoglobin and melanin, etc. As a result, coherent, collimated photons are either transmitted as diffuse photons, totally absorbed inside the tissue, re-emitted as diffuse reflectance, or transformed into fluorescence signals. For a detailed discussion of the various mechanisms governing these phenomena, the reader is directed to Ref. (Saleh and Teich 1991).
2.1.1. Optical absorption

Optical absorption results in a reduction in the intensity of an optical beam, composed of photons traversing the medium. According to the Lambert-Bouguer Law, in a homogeneous, isotropic, uniformly optically absorbing medium, the absorption coefficient, \( \mu_a \), can be defined as

\[
dI / I = \mu_a dx
\]  

(2.1)

where \( dl \) is the differential change in optical intensity \( I \) of a collimated optical beam traversing an infinitesimal path length of \( dx \) in the medium. For light propagation in solutions, another parameter that is often used to quantify the absorbing feature is the specific extinction coefficient \( \epsilon_i \) (in units of \( \text{\( \mu \)} \text{M}^{-1} \text{cm}^{-1} \)), which is related to the absorption coefficient through the expression

\[
\epsilon_i = \mu_a / (2.303 \cdot C_c)
\]

(2.2)

Where \( C_c \) is the concentration of the compound.

In an inhomogeneous turbid medium the total absorption coefficient can be found through a linear superposition of individual absorption coefficients from each component, weighted by their relative concentrations (Kou et al. 1993; van Veen et al. 2004), i.e.,

\[
\mu_a(\text{media}) = \sum_{i=1}^{N} \mu_{a,i} c_{c,i}
\]

(2.3)

where \( \mu_{a,i} \) and \( c_{c,i} \) represent the absorption coefficient and concentration of constituent \( i \), respectively. For example, the primary chromophores contributing towards absorption in the visible and NIR wavelength in female breast tissue (Pifferi et al. 2004) include
water (~32% by volume), lipids (~37% by volume), oxy-hemoglobin (HbO\(_2\)) (~16.17 µM) and deoxy-hemoglobin (Hb) (~4.83 µM). The contributions from other components of the breast tissue are typically ignored (Heffer and Fantini 2002) due to their low concentrations. This results in the absorption coefficient of this particular breast tissue being expressed as:

\[
\mu_a = \mu_a(\text{water}) \times 32\% + \mu_a(\text{lipid}) \times 37\% + \varepsilon_i(HbO_2) \times 16.17 + \varepsilon_i(Hb) \times 4.83.
\] (2.4)

The absorption spectra of water, lipid, hemoglobin and aorta are shown in Figure 2.2. Figure 2.2(a) shows that water has the lowest absorption for wavelengths below 850 nm and around 1050 nm. The absorption coefficient of fat (Figure 2.2b) is lowest between 600 nm and 850 nm but displays a peak at 930 nm. The vicinity of this peak wavelength (about 900-950 nm) is the only region where lipids have a strong effect on the optical absorption of the breast. Hemoglobin is responsible for delivering oxygen to the peripheral tissue and transporting byproducts to the lungs. Thus, the absorption of hemoglobin changes with the function and metabolism of biological tissues. The absorption spectra of oxy- and deoxy-hemoglobin, expressed in terms of specific extinction coefficient, are shown in Figure 2.2(c). Both kinds of hemoglobin preferentially absorb light at shorter wavelengths, and form the most important contributors to the total absorption of breast within this band. The strong absorption of hemoglobin below 600 nm establishes the short wavelength limit for biomedical optical imaging.
Figure 2.2 Optical absorption spectra of (a) water [Data from Ref. (Hale and Querry 1973)], (b) lipid [Data from Ref. (van Veen et al. 2004)], and (c) hemoglobin [Data from Ref. (Prahl 1999)] in the visible and NIR ranges.

In addition to the four components discussed above, there are a number of other tissue chromophores, such as vessel wall tissues, melanin and myoglobin. However, these can be largely ignored in the NIR (but not in the visible) regime due to their extremely low absorption and low constituent concentration.
Figure 2.3 (a) The weighted absorption spectra of major chromophores of breast tissue between 500-1100 nm; (b) Absorption spectrum of a whole breast: calculated values (solid line) using Eq. (2.4) versus measured data (squares) extracted from Ref (Pifferi et al. 2004).

In Figure 2.3(a), the weighted absorption spectra of the major contributing constitutes are shown, and the calculated absorption spectrum of the whole breast based on Eq. (2.4) is shown along with the measured breast absorption coefficients \textit{in vivo} (Pifferi et al. 2004) in Figure 2.3(b). As we can see, light absorption by blood dominates for the wavelengths below 600 nm and absorption by water plays a more important role above 950 nm. The optimal wavelengths for minimal optical absorption exist between 650-900 nm and 1040-1070 nm for whole breast tissue. The former range is often referred to as the “diagnostic and therapeutic window”. Taking into account the reduction in scattering as a function of wavelength to be discussed in the next section, the window between 1040-1070 nm may also provide a useful range for optical diagnosis and therapy. This will be discussed in further detail in Chapter 3.
2.1.2. Optical scattering

Optical scattering usually dominates over absorption for visible and NIR light in biological tissues, complicating the photon paths and blurring the optical images. Scattering of light arises from either discrete scatterers or spatial fluctuations in the refractive index within a medium. Ordered by increasing size, sources of scatterers in tissue include membranes, macromolecular aggregates, collagen fibers, and cell organelles such as nuclei, cell, microstructures and ultrastructures. These are shown as a function of size in Figure 2.4. Among these, constituents with sizes comparable to the optical wavelength, such as lipids and collagen fibers, scatter light most effectively. This type of scattering is referred to as Mie scattering, which can be approximately calculated using Mie scattering theory (Prahl 1998). Scattering of light off structures much smaller than the light wavelength is usually referred to as the Rayleigh limit of Mie scattering, or simply, Rayleigh scattering (Saleh and Teich 1991).

Figure 2.4 Tissue ultrastructures affecting visible and NIR light by Mie and Rayleigh scattering [Reproduced from Ref. (Prahl 2002)].
In an analog to absorption, one can define the scattering coefficient, $\mu_s$, as

$$\frac{dl}{l} = \mu_s dx,$$  \hspace{1cm} (2.5)

where $\frac{dl}{l}$ is the scattered component of light after traversing a non-absorbing sample of infinitesimal path length $dx$. The sum of the absorption and scattering coefficients is termed as the total attenuation coefficient, and its reciprocal, $l = 1/(\mu_a + \mu_s)$ is called the scattering mean free path, which describes the average distance between consecutive scattering events.

Figure 2.5 A schematic of a scattering event causing the deflection of a photon

Figure 2.5 shows when an incident photon propagating along a unit vector $\hat{e}_i$, encounters a scattering site, it is redirected at a new angle, $\theta$. The angular probability of the photon being deflected into the direction of $\hat{e}_i$ can be expressed with a phase function $f(\hat{e}_s,\hat{e}_i)$ which is usually expressed as

$$f(\hat{e}_s,\hat{e}_i) = f(\cos \theta).$$ \hspace{1cm} (2.6)

The mean value of the cosine of $\theta$ is defined as the anisotropy factor, $g$:

$$g = \langle \cos \theta \rangle = \int_{-1}^{1} \cos \theta f(\cos \theta) d\cos \theta.$$ \hspace{1cm} (2.7)
$g$ is a measure of the amount of forward direction retained after a single scattering event and ranges from a value of 0 for perfectly isotropic (equi-directional) scattering to 1 for purely forward scattering.

The scattering coefficient and the anisotropic factor are often combined to define a new parameter called the reduced scattering coefficient, $\mu'_s$:

$$\mu'_s = \mu_s (1 - g).$$  \hfill (2.8)

Four more parameters are frequently used in depicting the optical properties of tissue. The list consists of transport coefficient ($\mu'_t = \mu'_a + \mu'_s$), reduced (transport) mean free path ($l'_t = 1/\mu'_t$), diffusion coefficient ($D = 1/[3(\mu'_a + \mu'_s)]$) and effective attenuation coefficient ($\mu'_{\text{eff}} = \sqrt{3\mu'_a (\mu'_a + \mu'_s)}$).
Figure 2.6 shows the measured (squares) (Pifferi et al. 2004) reduced scattering spectrum of breast tissue in vivo, which is fitted (line) using an empirical function based on the Mie scattering theory (Mourant et al. 1997; Nilsson et al. 1998):

\[ \mu_s(\lambda) \approx a\lambda^{-b} , \]  

(2.9)

where \( a \) is the scattering prefactor mainly affected by the scatterer density, \( \lambda \) is the optical wavelength, and \( b \) is the scattering power related to the scatterer average size. A higher value of \( b \) corresponds to smaller scatterer size, characterized by a steep slope of the spectrum. It is shown in Figure 2.6 that the reduced scattering coefficient of breast tissue reduces as a function of optical wavelength. This indicates that, for optical imaging of deep regions in soft tissues like breast, longer wavelengths are preferred in terms of less light diffusion.

2.1.3. Modeling of light propagation in tissue: a brief introduction

NIR light propagation in a turbid medium is dominated by multiple scattering events. This process can be approximated using a radiative transport equation (RTE) (Chandrasekhar 1950; Ishimaru 1978):

\[ \frac{1}{c} \frac{\partial I(\hat{r},t,\hat{e}_s)}{\partial t} + \hat{e}_s \cdot \nabla I(\hat{r},t,\hat{e}_s) + \mu_t I(\hat{r},t,\hat{e}_s) = \mu_s \int_{4\pi} f(\hat{e}_s,\hat{e}_e)I(\hat{r},t,\hat{e}_e)d^2\hat{e}_e + q(\hat{r},t,\hat{e}_s), \]  

(2.10)

where \( c \) is the speed of light in the medium, \( I(\hat{r},t,\hat{e}_s) \) is the energy radiance for photons traveling at point \( \hat{r} \) in direction \( \hat{e}_s \) at time \( t \), and \( q(\hat{r},t,\hat{e}_s) \) is the energy source (power) into a unit solid angle centered on \( \hat{e}_s \) in a unit volume at position \( \hat{r} \) at time \( t \).
While exact solutions of the RTE exist for simple cases, such as purely absorbing media, there is no general solution. Instead, further approximations or numerical algorithms are required. The diffusion approximation (DA) is one such approximation that assumes $\mu_s \gg \mu_a$ and neglects the higher order source terms. This leads to the diffusion equation (DE) (Patterson et al. 1989; Contini et al. 1997; Wang 1998):

$$\frac{1}{c} \frac{\partial \Psi(\vec{r}, t)}{\partial t} - D \nabla^2 \Psi(\vec{r}, t) + \mu_a \Psi(\vec{r}, t) = q_0(\vec{r}, t),$$

(2.11)

where $\Psi = \int I(\vec{r}, t, \hat{e}_s) d^2 \hat{e}_s$ is the photon density and $q_0$ represents the optical source term.

In the steady state where a CW laser is used, Eq. (2.11) can be further reduced to

$$[\nabla^2 - \mu_{eff}^2] \Psi(\vec{r}) = -q_0(\vec{r}) / D.$$  

(2.12)

Analytical solutions to Eq. (2.12) in a homogeneous medium have been obtained for simple geometries such as infinite and semi-infinite media and slabs. These solutions are relevant to clinical applications and help in interpretation of the detected AO signals. The details of these solutions can be found in Ref. (Sui 2005).

### 2.2. Mechanisms for ultrasound-induced modulation of diffusive light

#### 2.2.1. A general review of mechanisms of ultrasound-induced phase modulation

It is currently assumed that two primary physical mechanisms contribute to AO interaction. The first is associated with the optical phase variation of the partial wave fronts (that form the diffuse optical field in tissue) due to the ultrasound induced periodic
spatial displacement of the optical scatterers. This was first modeled and verified experimentally (Leutz and Maret 1995) by Leutz and Maret in 1995 in the weakly scattering regime \(i.e.,\) the scattering mean free path is much greater than the acoustic wavelength). As the ultrasound wave propagates in a diffuse medium, scatterers residing within the path of the ultrasound beam are periodically displaced due to the compression and rarefaction of ultrasound waves. This displacement field is found by integrating the ultrasound velocity field, which in turn is related to the pressure field via the acoustic impedance. Thus, particle displacements are temporally coherent with pressure variations and, for linear acoustic waves, the displacement amplitude is linearly related to the pressure amplitude. The optical path length therefore changes when light propagates through a medium in which there is also an acoustic field. For an individual photon, the time it takes to traverse the acoustic field is very short compared with the acoustic period, thus the medium is essentially “frozen”. However, subsequent photons experience somewhat different path-length perturbations, in part because their trajectories are different and in part because the scattering sites have moved. The net effect, when summed over a large number of photons traversing an optically diffuse region over acoustically relevant time scales, is a modulation in the effective optical path length – leading to a concomitant modulation in phase, at the ultrasound frequency.

The second mechanism is tied to optical phase variations in the wave fronts caused by periodic changes in the optical index of refraction. Acoustic pressure and density perturbations are related by the bulk modulus. Changes in density lead to changes in the refractive index as will be discussed in detail later. The result is a shift in the path
length that accumulates along each partial wave. This mechanism was first proposed by Kemp et al. in 1997 (Kempe et al. 1997) and later modified to incorporate analytical and Monte Carlo analysis by Wang in 2001 (Wang 2001a; Wang 2001b).

The exploitation of both mechanisms mentioned above requires a coherent laser light source and it is assumed that the transport mean free path is greater than or equal to the acoustic wavelength ($\lambda_a$). This condition is required to ensure that the acoustically induced fluctuations in scatterer positions are uncorrelated with any random motion or flow which may occur within the sample (Kempe et al. 1997). In other words, the phase increments associated with different scattering events are of random ultrasound phase and weakly correlated. Previous studies further assumed that the phase modulations due to both mechanisms are independent of each other. These studies suggest that the modulation will be increased with higher reduced scattering coefficients where one has more scattering events. This is, however, contrary to experimental observations (Lai et al. 2009a; Lai et al. 2009b).

In 2005, Sakadzic and Wang (Sakadzic and Wang 2005) extended and modified their original model to account for correlations between the phase increments from scatterer displacement and optical refractive index variations. Drawing from this study, the following Section discusses in greater detail the principles of ultrasound-induced phase modulation of diffuse light.
2.2.2. Speckle intensity and ultrasound-induced phase modulation

For the model presented below, the following assumptions were made:

a) The optical wavelength in the medium is much smaller than the scattering mean free path $l$, meaning the optical scatterers are sufficiently separated to ensure that there is no systematic phase relation between scattering events (Mishchenko et al. 2000);

b) The phase perturbation induced by the ultrasound is very weak, much smaller than one radian (Wang 2001a);

c) Ultrasound- and Brownian motion-induced phase variations are distinguishable; and

d) Acoustic streaming is not considered.

Figure 2.7 illustrates a partial wave front in a diffuse medium experiencing $N$ scattering events at positions $\vec{r}_1$, ..., $\vec{r}_N$ under the influence of an ultrasound field propagating along the $Z$ axis. $E_s$ is the resulting electrical field at the distal side of medium and $\vec{k}_a$ is the wave vectors of the ultrasound field. $\vec{l}_{i+1} = \vec{r}_{i+1} - \vec{r}_i$ is defined as the vector connecting two successive scatterers. $\theta_{i+1}$ is the angle between $\vec{k}_a$ and $\vec{l}_{i+1}$, and $\chi_{i+1} = \cos \theta_{i+1}$. $\xi_i(t)$ is the projection of the ultrasound induced scatter displacement of the $i^{th}$ scatterer at time $t$ along the ultrasound propagation direction.
Supposing the partial wave front shown in Figure 2.7 has an initial phase of $\varphi_0$, the phase of this wave front after traversing the turbid medium becomes

$$\varphi = \varphi_0 + \Delta \varphi_s + \Delta \varphi_{s,B} + \Delta \varphi_{s,U},$$

(2.13)

where $\Delta \varphi_s = \sum_{i=1}^{N} \vec{k}_i \cdot \vec{l}_i$ is the random accumulated phase from the multiple scattering along paths $s$ that is independent of the ultrasound perturbations. $\Delta \varphi_{s,B}$ is the phase increments associated with the Brownian motion, which can be assumed to be constant for all different optical paths. $\Delta \varphi_{s,U}$ is the additional phase increments due to the presence of ultrasound modulation, which can be written as

$$\Delta \varphi_{s,U} = \Delta \varphi_{s,n} + \Delta \varphi_{s,d},$$

(2.14)

where $\Delta \varphi_{s,n}$ and $\Delta \varphi_{s,d}$ represent the terms associated with the accumulative variations of refractive index and the accumulative displacement of optical scatterers.
The electrical field of the speckle corresponding to this partial wave can be written as

\[ E_s = \left| E_{s,0} \right| \exp \left[ i(\varphi_0 + \varphi_{s,B}) \right] \cdot \exp (i \varphi_s) \exp \left[ i(\Delta \varphi_{s,n} + \Delta \varphi_{s,d}) \right], \tag{2.15} \]

where \( \left| E_{s,0} \right| \) is the magnitude of \( E_s \) in the absence of ultrasound modulation. Drawing from the analysis of Sakadzic and Wang (2005), the resulting intensity of this speckle is proportional to

\[ I_s \propto 1 + i2 \left[ \langle \Delta \varphi_{s,n} \rangle_{t,II} + \langle \Delta \varphi_{s,d} \rangle_{t,II} \right] - 2 \left[ \langle \varphi_{s,n}^2 \rangle_{t,II} + \langle \Delta \varphi_{s,d}^2 \rangle_{t,II} + 2 \langle \Delta \varphi_{s,n} \Delta \varphi_{s,d} \rangle_{t,II} \right]. \tag{2.16} \]

Hence, the speckle intensity is directly modulated by (1) the ultrasound-induced displacement of the optical scatterers, (2) variations in optical index of refraction, and (3) the cross correlation between these two mechanisms. By computing the modulation terms in Eq. (2.16), we hope to be able to understand the influence of ultrasound modulation on the intensity of the diffuse partial wave front.

By assuming that the ultrasonic plane wave is propagating along the Z axis in a lossless sample (Figure 2.7), the in situ acoustic pressure is given by

\[ P(z,t) = P_0 f(z,t), \tag{2.17} \]

where \( P_0 \) is the peak focal pressure, and \( f(z,t) \) is the pressure propagation temporal and spatial function. By assuming that the pressure propagation function corresponds to an infinite train of ultrasound pulses (Zitter 1968; Neighbors and Mayer 1983), \( f(z,t) \) can be defined as follows

\[ f(z,t) = \sum_{m=-\infty}^{\infty} f_0(z - v_s t - mv_o T), \tag{2.18} \]
where \( v_a \) is the sound speed in the medium. \( T \) is the time period between ultrasonic pulses, and \( f_v(z-v_ot) \) represents the shape of a single ultrasonic pulse. The strain in the medium, at position \( z \) and time \( t \), generated by the ultrasound field is given by

\[
\zeta(z,t) = \zeta_0 \cos(\omega_a t - k_a z),
\]

(2.19)

where \( \omega_a = 2\pi f_a \) is the angular frequency of the ultrasound (\( f_a \) is the ultrasound frequency), \( k_a \) is the wave number of the ultrasound (\( k_a = \omega_a / v_a \)), and \( \zeta_0 \) is the amplitude of the strain, equaling to \( \zeta_0 = P^2 / (2 \rho v_a) \) (Saleh and Teich 1991), where \( \rho \) is the mass density of the medium.

This induced strain causes a spatial variation in refractive index (Saleh and Teich 1991) of the form

\[
\Delta n(z,t) = -\frac{1}{2} \eta \zeta_0^3 f(z,t),
\]

(2.20)

where \( \eta \) is the photoelastic constant (or strain-optic coefficient) of the medium. Thus, the optical index of refraction of the medium has a form of the incident ultrasonic field

\[
n(z,t) = n_0 + |\Delta n(z,t)| \cos(\omega_a t - k_a z),
\]

(2.21)

with an amplitude of

\[
|\Delta n(z,t)| = \frac{1}{2} \eta n_0^3 \zeta_0 = \frac{1}{2} n_0 M f(z,t),
\]

(2.22)

where \( n_0 \) is the equilibrium state index of refraction of the medium, and \( M = \frac{\eta n_0^2 P_0}{\rho v_a^2} \).

Therefore, the phase increments resultant from variations in medium refractive index can be expressed as (Wang 2001a; Sakadzic and Wang 2002)
\begin{align}
\Delta \phi_{s,d} &= \sum_{i=0}^{N} \int_{\vec{r}_i}^{\vec{r}_{i+1}} k_n \Delta n dr = \frac{1}{2} k_n n_0 \sum_{i=0}^{N} \int_{\vec{r}_i}^{\vec{r}_{i+1}} \Delta f(\vec{r},t,\tau) dr , \\
\Delta \phi_{s,d} &= k_0 n_0 \sum_{j=1}^{N} (\chi_j - \chi_{j+1}) \Delta \epsilon_j(t,\tau) , \tag{2.23}
\end{align}

where \( \Delta f(\vec{r},t,\tau) = f(\vec{r},t+\tau) - f(\vec{r},t) \). Similarly, the phase increments from the displacement of scattering sites can be expressed by

\begin{align}
\Delta \phi_{s,d} &= k_0 n_0 \sum_{j=1}^{N} (\chi_j - \chi_{j+1}) \Delta \epsilon_j(t,\tau) , \tag{2.24}
\end{align}

with \( \Delta \epsilon_j(t,\tau) \) defined by \( \epsilon_j(t+\tau) - \epsilon_j(t) \).

The acoustic pressure propagation function, \( f(z,t) \) shown in Eq. (2.18), can be expressed in terms of its Fourier spectral components

\begin{align}
f(z,t) &= \frac{1}{\nu_a T} \sum_{m=-\infty}^{\infty} \tilde{f}_0(\frac{m}{\nu_a T}) \exp[-im(k_a z - \omega_a t)] , \tag{2.25}
\end{align}

where the Fourier transform \( \tilde{f}_0(\nu) \) of the ultrasound pulse shape function \( f_0(z-\nu_a t) \) is

\begin{align}
\tilde{f}_0(\nu) &= \int_{-\infty}^{\infty} f_0(u) \exp[i2\pi \nu u] du . \tag{2.26}
\end{align}

The particle (scatterer) velocity \( \tilde{u}(f) \) is related to the background medium velocity \( \tilde{u}(f) \) by (Siegel and Plueddemann 1991; Sakadzic and Wang 2005)

\begin{align}
\tilde{u}(f) &= \tilde{u}(f) S_m \exp(i \phi_m) , \tag{2.27}
\end{align}

where \( S_m \) and \( \phi_m \) represent the amplitude and the phase of the particle velocity deviation from that of the fluid. Since the velocity of the background fluid is given by \( P(z,t)/(\rho v_a) \), the displacement of the \( j \) th scatterer by the ultrasound field can thus be expressed by
\[
\varepsilon_j(t) = -\frac{iP_0}{2\pi \rho \sigma_a^2} \sum_{m=-\infty}^{\infty} \tilde{f}_0 \left( \frac{m}{\nu_a T} \right) \frac{S_m \exp(-i\phi_m)}{m} \exp[-im(k_a z - \omega_d t)].
\] (2.28)

In this equation, any acoustic streaming in the fluid is neglected, thus excluding the spectral component associated with \( m = 0 \).

Through the combination of Eqs. (2.23)-(2.25) and (2.28), the phase increment terms can be written as

\[
\Delta \varphi_{s,d} = i \frac{\Lambda}{4\pi} \sum_{m=-\infty}^{\infty} \left\{ \eta \tilde{f}_0 \left( \frac{m}{\nu_a T} \right) \exp(i\omega_d t)[\exp(i\omega_d \tau) - 1] \right. \\
\left. \times \sum_{j=0}^{N} \frac{1}{\chi_{j+1} - \chi_j} \left[ \exp(-imk_a z_{j+1}) - \exp(-imk_a z_j) \right] \right\}
\] (2.29)

\[
\Delta \varphi_{x,d} = -i \frac{\Lambda}{4\pi} \sum_{m=-\infty}^{\infty} \left\{ \frac{S_m \exp(-i\phi_m)}{m} \tilde{f}_0 \left( \frac{m}{\nu_a T} \right) \exp(i\omega_d t) \right. \\
\left. \times [\exp(i\omega_d \tau) - 1] \sum_{j=0}^{N} (\chi_j - \chi_{j+1}) \exp(-imk_a z_j) \right\}
\] (2.30)

where \( \Lambda = \frac{2nk_a P_a}{\rho \nu_a^2} \).

The linear term in Eq. (2.16) is zero for any pulse shape function \( f_0(u) \), i.e.,

\[
\langle \Delta \varphi_{x,n} \rangle_{t,\hat{t}} = \langle \Delta \varphi_{x,d} \rangle_{t,\hat{t}} = 0.
\]

As a result, the speckle intensity (Eq. (2.16)) becomes

\[
I_s \propto 1 - 2\left[ \langle \Delta \varphi_{x,n}^2 \rangle_{t,\hat{t}} + \langle \Delta \varphi_{x,d}^2 \rangle_{t,\hat{t}} + \langle 2\Delta \varphi_{x,n} \Delta \varphi_{x,d} \rangle_{t,\hat{t}} \right].
\] (2.31)

Through further manipulations (Sakadzic and Wang 2002; Sakadzic and Wang 2005), the terms in Eq. (2.31) can be expressed as
\[ \langle \Delta \phi^2 \rangle_{s,n,t,H} = \sin^2 \left( \frac{1}{2} \omega_a \tau \right) C_{s,n}, \quad (2.32) \]

\[ \langle \Delta \phi^2 \rangle_{s,d,t,H} = \sin^2 \left( \frac{1}{2} \omega_a \tau \right) C_{s,d}, \quad (2.33) \]

\[ \langle 2 \Delta \phi_{s,n} \Delta \phi_{s,d} \rangle_{t,H} = \sin^2 \left( \frac{1}{2} \omega_a \tau \right) C_{s,nd}, \quad (2.34) \]

where the \( C \) terms are expressed by

\[ C_{s,n} = \Lambda^2 \frac{\eta^2}{k_a^2} \left[ \frac{s}{l} + 1 \right] \frac{G}{1-G} - \frac{G(1-G^{s/l-1})}{(1-G)^2}, \quad (2.35) \]

\[ C_{s,d} = \Lambda^2 \frac{S^2}{k_a^2} \left[ \frac{1}{3} \frac{s}{l} - \frac{1-G^{s/l-1}}{(k_a l)^2} \right], \quad (2.36) \]

\[ C_{s,nd} = \Lambda^2 \frac{2\eta S \cos(\phi)}{k_a^2} \left[ \frac{s}{l} - \frac{G(1-G^{s/l})}{(1-G)} \right], \quad (2.37) \]

with \( G = \arctan(k_a l) / (k_a l) \). The net magnitude of the modulation due to the ultrasound on optical path \( s \) is thus

\[ C_{s,U} = C_{s,n} + C_{s,d} + C_{s,nd}. \quad (2.38) \]

And the intensity of the speckle in Eq. (2.31) can be expressed by

\[ I_s \propto 1 - 2C_{s,U}. \quad (2.39) \]

It should be noted that we focus on a single frequency component \( m = 1 \), corresponding to the use of single-frequency CW ultrasound to generate the AO interaction. This analysis, however, can also be extended for broadband conditions (Sakadzic and Wang 2005).
2. 2. 3. The physical significance of $C_{s,U}$

In the absence of ultrasound modulation, i.e., $C_{s,U} = 0$, the diffuse light intensity is maximum, possessing a value of, say, $I_{s,0}$. When the ultrasound field is applied to the target region, the speckle intensity is proportional to $I_{s,0}(1 - 2C_{s,U})$. Hence, the modulation depth (MD, defined by the ratio between the observed intensity change and the initial intensity, Wang 2004) on the speckle is

$$\text{MD} = \frac{I_{s,0} - I_s}{I_{s,0}} = 2C_{s,U}.$$  \hspace{1cm} (2.40)

Thus $C_{s,U}$ provides a measure of the strength of ultrasound-induced signal modulation, with higher $C_{s,U}$ representing stronger modulation of diffuse light.

It should be noted that such $C_{s,U}$ only corresponds to the contribution of the signal modulation due to the ultrasound from a single partial wave front with path length $s$ as shown in Figure 2.7. If a large aperture optical sensor is used to detect light from multiple wave fronts, the term $\phi_i$ in Eq. (2.15), which relies on the specific optical path length that each partial wave front travels, causes a reduction in the net modulation depth on the diffuse light. To overcome this, as suggested in Chapter 1, one has to either employ an array-based detector where each pixel is matched to one speckle grain and then coherently sum over all pixels, or incorporate a heterodyne scheme to help make the detection independent of any incoherence between speckles. For both cases, the detected intensity of all the wave fronts in the absence of ultrasound modulation can be written as
\[ I_0 = \sum_s \zeta I_{s,0} = \zeta \sum_s I_{s,0}, \quad (2.41) \]

with \( \zeta \) representing the effect of optical attenuation or magnification associated with the specific detection scheme employed, which is path independent. Thus, the light intensity in the presence of ultrasound modulation is proportional to \( I'_0 \propto \zeta \sum_s I_{s,0}(1-2C_{s,U}) \), and the strength of modulated AO signal can be written as

\[ \Delta I_0 = I'_0 - I_0 \propto -2\zeta \sum_s I_{s,0}C_{s,U}. \quad (2.42) \]

### 2.4 The influence of acousto-opto-tissue properties on modulation

Eqs. (2.35)-(2.37) show that the modulation due to refractive index variations and scatterer displacement are not perfectly linear with \( s/l \) (the average number of scattering events) and for smaller values of \( k_o l \) (low ultrasound frequency and/or large optical absorption and scattering), phase increments from consecutive scattering events are not totally independent of each other. Moreover, there is an interaction between phase increments from these two mechanisms. This is attributed to the fact that at each scattering position, the phase increment due to the scatterer displacement can be approximated as a sum of the two terms (Eq. (2.24)), which are associated with the incoming and outgoing scattering directions, while each free path (affecting the refractive index variations) between two consecutive scatterers is associated with two such displacements (Eq. (2.23)). The phase accumulation of these displacement terms differ from the phase of the index of refraction term associated with the corresponding free path.
by exactly $\pi + \phi$. Therefore, the strength of the product between the two mechanisms is proportional to $-\cos(\phi)$.

Next let us look at how each of the $C$ terms is influenced by the ultrasound field and optical properties within the acousto-optic interaction region.

### 2.2.4.1 Contribution from scatterer displacement

For very small values of $k_d l$, the change in ultrasonic phase is negligible for two consecutive scatterers that are located on the same optical path. These scatterers will undergo displacements in the same direction, leading to non-random phase increments, and the phase increments from scattering displacements among different scattering events will be correlated. As a result, there is a destructive interference term in the expression in Eq. (2.36). Conversely, when $k_d l$ is large enough, each scattering event is located at a different phase of the ultrasound field, and these increments are independent and uncorrelated. In this case, $\frac{1-G^{n/l-1}}{(k_d l)^2} \to 0$, and $C_{s,d}$ can be approximated as

$$\Lambda^2 \frac{S^2}{k_a^2} \frac{1}{3l} = \frac{1}{3} \left( \frac{2n\rho k_0}{\rho \nu_a^2} \right)^2 S^2 P_0 \frac{s}{l} \frac{1}{k_a^2}. \quad (2.43)$$
Figure 2.8 Dependence of all $C$ terms as a function of (a) ultrasound frequency and (b) transport coefficient computed with parameters listed in Table 2.1. Green (squared) line is for $C_{s,d}$, blue (circled) for $C_{s,n}$, black (triangular) for $C_{s,nd}$, and red (diamond) for the net contribution $C_{s,U}$. 
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Table 2.1 Parameters used for the simulations in Figure 2.8

<table>
<thead>
<tr>
<th>Symbol</th>
<th>$n_0$</th>
<th>$\eta$</th>
<th>$P_0$</th>
<th>$S$</th>
<th>$\phi$</th>
<th>$\lambda_0$</th>
<th>$\nu_a$</th>
<th>$\rho$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1.33</td>
<td>0.32</td>
<td>1 MPa</td>
<td>1</td>
<td>0</td>
<td>1064 nm</td>
<td>1.5 mm/µs</td>
<td>1000 kg/m$^3$</td>
<td>2 mm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>$^\dagger \mu_a$</th>
<th>$^\dagger \mu_s$</th>
<th>$^\dagger f_a$</th>
<th>$^\ddagger \mu_a$</th>
<th>$^\ddagger \mu_s$</th>
<th>$^\ddagger f_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.14 cm$^{-1}$</td>
<td>5 cm$^{-1}$</td>
<td>10-10$^5$ kHz</td>
<td>0.14 cm$^{-1}$</td>
<td>2-10 cm$^{-1}$</td>
<td>1 MHz</td>
</tr>
</tbody>
</table>

* Assuming the scatterers exactly follow the displacement of the background medium (Siegel and Plueddemann 1991; Leutz and Maret 1995).

† Used for Figure 2.8(a) only.

‡ Used for Figure 2.8 (b) only.

Figure 2.8 presents the dependence of the modulation contribution due to the scatterer displacement ($C_{s,d}$) on ultrasound frequency ($f_a$) (green line in Figure 2.8a) and on transport coefficient ($\mu' = \mu_a + \mu_s$) (green squares in Figure 2.8b) with parameters given in Table 2.1 that approximate the real conditions in our experiments.

From Eq. (2.43) we can see that $C_{s,d}$ increases quadratically with ultrasound focal pressure. In Figure 2.8, the signal modulation contributed from the scatterer displacement is reduced when the ultrasound center frequency is increased. For increased medium optical absorption and/or scattering coefficients within the AO interaction region, modulation contribution from the scatterer displacement is increased.
2.2.4.2 Contribution from refractive index variation

Modulation from the refractive index variation (Eq. (2.35)) can be approximated as

$$C_{s,n} \approx \Lambda^2 \frac{\eta^2}{k_a^2} (k_a l)^2 \frac{s}{l} G \approx \Lambda^2 \frac{\eta^2}{k_a^2} (k_a l)^2 \frac{s}{l} \operatorname{arctan}(k_a l) ,$$

(2.44)

for high $k_a l$ values where $G \to 0$ and $\frac{G}{1-G} \to G$. Considering $\operatorname{arctan}(k_a l) \to \pi / 2$ for very high $k_a l$ values, Eq. (2.44) can be further approximated as

$$C_{s,n} \approx \frac{\pi}{2} \Lambda^2 \frac{\eta^2}{k_a^2} s \frac{1}{k_a} .$$

(2.45)

This equation shows that $C_{s,n}$ is quadratically dependent on ultrasound pressure amplitude but linearly proportional to $f_a^{-1}$ which is illustrated in Figure 2.8(a). In a more diffusive medium (say, $\mu' \geq 4 \text{cm}^{-1}$ as in Figure 2.8b), the modulation contribution from the refractive index variation increases with higher medium absorption and/or scattering within the AO interaction region.

2.2.4.3 Contribution from the cross correlation between two mechanisms

It is shown in Eq. (2.37) that the cross correlation effect constitutes a destructive interference that is quadratically dependent on ultrasound pressure amplitude. For high $k_a l$ values,

$$C_{s,nd} \approx -\Lambda^2 \frac{2\eta S \cos(\phi)}{k_a^2} \frac{s}{l} ,$$

(2.46)
showing the magnitude of the correlation effect is proportional to $f_a^{-2}$ and proportional to the number of scattering events as illustrated in Figure 2.8(a) and (b).

### 2.2.4.4 The net modulation due to the ultrasound

The description above suggests that, for the parameters considered here, $C_{s,d}$ dominates over the other two effects for small values of $k_a l$. The magnitude of the correlation effect from all contributions decreases with ultrasound frequency, where $C_{s,n}$ is proportional to $f_a^{-1}$ while the other two effects are proportional to $f_a^{-2}$ and negate each other. Ultimately, $C_{s,n}$ is the primary effect among the three and determines the net modulation at high $k_a l$.

For $f_a =$1 MHz used for this study, the magnitude of all three contributions are found to increase with increased transport coefficient, i.e., the incorporation of more scattering events ($C_{s,n}$ is only valid for $s/l \geq 5$). However, the net modulation experiences a decrease with increased $\mu'_t$, which agrees with experimental results indicating a reduction in the strength of ultrasound modulation for higher medium absorption and/or scattering coefficients within the AO interaction region. This will be further discussed in Chapter 4.

### 2.3. Summary

In Section 2.1, an introduction to the concepts of optical absorption and scattering properties in diffuse media was given in the context of light propagation in human breast tissue. The wavelength dependence of these parameters indicates that to achieve optical
imaging deep (several cm) within breast tissue, the optimal wavelength ranges are between 700-900 and 1040-1070 nm. Section 2.2 described the principles of ultrasound-induced phase modulation on diffuse light in turbid media. It was shown that phase increments due to scatterer displacement and refractive index variation from consecutive scattering events are correlated with each other when $k_u l$ value is small. It was also shown that the modulation from scatterer displacements actually interferes destructively with that from refractive index variations, yielding a third mechanism for influencing the modulation of diffuse light from the ultrasound field. The resulting net signal modulation for one speckle shows an inverse dependence on both ultrasound frequency and medium transport coefficient. The latter is one of the two physical processes providing optical sensing contrast in AOI, where instantaneous AO signal strength reduces with increased optical absorption and/or scattering within the AO interaction region. The other principle source of contrast in AOI is due to the fact that changes in optical properties can vary the amount of photons available to be “tagged” by the ultrasound field, and hence affect the AO signal strength.

It should be noted at this point that the signal modulation ($C_{s,U}$) corresponds only to one speckle grain, which is only several microns in diameter (Selb et al 2001) and thus not easily detected in the presence of noise. In order to sense a sufficient number of modulated photons, a detection aperture subtending multiple speckles is called for. Problem is, the phase of modulation varies randomly from speckle to speckle (the term $\phi_s$ in Eq. (2.15) is optical path dependent). When summed coherently, the result is compromised modulation efficiency. Thus far, two types of approaches have been
proposed to tackle this limitation. One is the CCD array-based parallel detection scheme (Leveqe-Fort et. al 1999) that allows for coherent summation of signal amplitudes from individual pixels. However, this approach is limited by array frame rate in terms of sensing speed and by the time required to transfer large data sets from the array to the computer. The second solution is to incorporate an interferometric scheme employing, e.g. a photorefractive crystal, that allows for greater etendue, the use of a large, single aperture optical detector, and coherent signal summation over multiple speckles. In Chapter 3, we describe an AO imaging/sensing system based on a 7x7x7x mm$^3$ GaAs crystal, which is capable of coherently summing light from more than half a million speckles, each possessing an average diameter of only 10 µm.
Chapter 3

Acousto-Optic Imaging System in the Near-Infrared Using the Photorefractive Effect

3.0. Overview
Herein is described the development and characterization of a GaAs photorefractive crystal-based AO imaging system operating at 1064 nm optical wavelength. In Section 3.1, the motivation behind the transition from 532 to 1064 nm operating wavelength is described. The experimental setup is presented in Section 3.2, and following that in Section 3.3, we detail the characterization of the system, which includes the measurement of the incident optical beam, ultrasound transducer calibration, quantitative estimates of optical properties of tissue phantoms, the principle and optimization of PRC effect in the context of AO sensing, and lastly, characterization of system noise.

3.1. System design: the rationale for employing a 1064 nm optical wavelength
Several years ago, our laboratory developed an AOI system employing a photorefractive crystal (PRC) designed to work at an optical wavelength of 532 nm (Sui 2005). It used a bismuth silicon oxide (Bi$_{12}$SiO$_{20}$, or BSO for short) crystal at the core of a PRC-based
interferometry scheme to detect the transient bursts of ultrasound-induced modulated light generated by short ultrasound pulses in turbid media. However, the application of the system to sensing and imaging in soft tissues was limited by two major technical barriers: (a) the imaging depth in biological tissues was limited (around two centimeters in chicken breast with reasonable SNR) due to the high optical effective attenuation coefficient \( \mu_{\text{eff}} \) and restricted optical maximum permissible exposure (MPE) in tissue at this wavelength (~200 mW/cm\(^2\)) (American National Standards Institute 2000); (b) the photorefractive response time of the BSO crystal (~150 ms) was too slow to compensate for environmental vibration and physiological motion \textit{in vivo} (on the order of 100 \(\mu\text{s} \text{-} 1\text{ms}) (Gross \textit{et al.} 2009). Therefore the earlier system needed to be redesigned to employ a longer optical wavelength (near-IR, or NIR for short) that allowed for a minimal \( \mu_{\text{eff}} \) but elevated MPE in soft tissues such as breast. This called for a photorefractive crystal at near-IR possessing sufficient sensitivity (defined as the refractive index change per photon being absorbed) and adequately fast response time.

The optical absorption and reduced scattering spectrum of human female breast tissue are given in Figures 2.3 and 2.6, from which the effective attenuation coefficient spectrum of breast is calculated (\( \mu_{\text{eff}} = \sqrt{3 \mu_a (\mu_a + \mu_s)} \)) and shown in Figure 3.1(a). Table 3.1 lists the laser exposure MPE for different wavelengths and Figure 3.1(b) shows the relative optical fluence rate (weighted by the MPE value) as a function of depth and wavelength in breast tissue.
Figure 3.1 (a) Effective attenuation coefficient of human breast as a function of optical wavelength in the visible and near-infrared regime; (b) The decay of the optical field as a function of depth into the tissue for wavelengths between 600-1064 nm, weighted by the MPE level at each individual wavelength (Table 3.1).
Table 3.1 MPE for skin exposure (10-30,000 seconds) to a laser beam (American National Standards Institute 2000).

<table>
<thead>
<tr>
<th>Optical wavelength (nm)</th>
<th>532</th>
<th>600</th>
<th>700</th>
<th>800</th>
<th>900</th>
<th>1000</th>
<th>1064</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPE (W/cm$^2$)</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.8</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 3.1 shows that $\mu_{\text{eff}}$ are minimal at 700, 800 and 1064 nm wavelengths, and at 1064 nm one can have maximum MPE that is 5 times of that at 532 nm. As a result, 1064 nm is the optimum choice in terms of maximum allowable optical fluence in breast tissue (Figure 3.1b). We chose to employ a 1064 nm Nd:YAG laser source and a gallium arsenide (GaAs) photorefractive crystal possessing a response time on the order of 1 ms when illuminated by light with an incident intensity of 100 mW/cm$^2$ (or even faster with stronger optical intensity) (Gross et al. 2009), potentially making it sufficiently fast to counterbalance the physiological speckle decorrelation. However, it must be kept in mind that the optical absorption due to water at 1064 nm is much stronger than visible wavelengths (Figure 2.2a), making 1064 nm not ideal option in environments with higher concentration of water.

3.2. Experimental arrangement

A diagram of the experimental setup of the NIR system used for AO sensing at 1064 nm is given in Figure 3.2. A CW Nd:YAG laser (IRCL-700-1064-S, CrystaLaser, CA, USA) at 1064 nm is used as the light source. The output of the laser is split into a signal beam and a reference beam (also called pump beam) by a variable beam splitter composed of a half-wave plate and a beam splitter. The signal beam is expanded by a beam expander
and directed along the Y-axis through the transparent walls of the water-filled test tank and sample holder. This beam illuminates the front surface of the sample with an optical intensity of approximately 200 mW/cm² (the measurement will be addressed in the next section). The incident light is scattered in the sample and phase modulated by the applied focused ultrasound field. The resulting diffused signal beam includes both the “tagged” and “untagged” photons and is collected at the distal side of the sample by a lens and focused onto the PRC, where it interferes with the reference beam guided around the water tank.

Figure 3.2 Schematic of the experimental setup. $\lambda/2$ - half-wave plate; BS- beam splitter; M₁, M₂- mirror; BE- beam expander; WT- water tank; S- tissue-mimicking phantom or \textit{ex vivo} tissue sample; UA- ultrasound absorbing material; L₁, L₂- lens; HV AC- high voltage AC electrical field; PRC- photorefractive crystal; BPF- band-pass filter; APD- avalanche photodiode; AF- Active filter; DAQ- data acquisition device; Trig- external trigger terminal on the DAQ; PC- personal computer; FG- function generator; AMP- amplifier; IMN- impedance matching network; UT- ultrasound transducer; XYZ- system coordinate (Z is the vertical axis).
The intensity of the reference beam at the PRC is approximately 15 mW/cm². A 7x7x7 mm³, GaAs crystal (MolTech GmbH, Berlin, Germany) is used in the demodulating interferometer in the study. This PRC is holographically cut along (001), (110), and (1 1 0), and it is optically polished and AR-coated at 1064 nm on both (1 1 0) faces. To enhance the efficiency of two-wave-mixing (TWM, also referred to as beam coupling) in the PRC, a 2.1 kHz, 7.14 kV/cm (peak-to-peak) high voltage AC electrical field is applied across the crystal. The response time of the crystal is a function of incident light intensity from both the reference beam and collected signal beam, and is around 10-15 ms under our experimental conditions. The principle of operation of the photorefractive effect used for the detection of AO signals is described in detail later in this Chapter.

Light exiting the PRC is band-pass filtered at 1064 nm and directed into the 5-mm diameter sensing aperture of an avalanche photodiode (APD, APD50, Pacific Silicon Sensor, CA, USA). The electrical signal from the APD is preamplified (20 dB) and low-pass filtered (at 500 kHz) using an active filter (Model 3940, Krohn-Hite, MA, USA). The signal is then digitized on an USB digitizer (NI USB-5132, 8 bit, 50 MS/s sample rate, National Instruments, TX, USA) which is triggered by the SYNC signal from the function generator. The SYNC signal is also used to trigger the ultrasound source. Finally, the digital signal is downloaded to a personal computer (PC, Dimension 4600, Dell, TX, USA) for further processing.

A function generator (33120A, Agilent, CA, USA), controlled by the PC, generates a sine-burst waveform with specific properties (frequency, pulse duration, PRF,
etc.) determined by the specific imaging/sensing requirements. This wave form is attenuated 20 dB before being sent to a power amplifier (55 dB, A150, ENI, NY, USA), whose output is fed to an impedance matching network (IMN) to match the 50-ohm output impedance of the amplifier to the reactive (capacitive) impedance of the acoustic source. The output from the IMN drives an ultrasound transducer whose front face is submerged in water. A single element focused transducer with a 70 mm diameter and a 63-mm focal length (H101, Sonic Concepts, WA, USA) is used as the ultrasound source in the system. The acoustic axis (the Z direction) is aligned vertically downward and perpendicular to the incident laser beam such that the focal point intersects with the center of the incident signal beam. During the experiments, the IMN output is monitored with a high-impedance probe (x10, 10 MΩ), which feeds into an oscilloscope (LC334A, LeCroy, NY, USA). This is used to directly monitor the driving voltage into the ultrasound transducer, which can be mapped to the acoustic pressure using a calibration procedure described below.

The water tank was constructed of acrylic glass and possessed a contoured shape intended to allow for unimpeded ultrasound transmission while minimizing the optical propagation path of NIR light in water, thereby minimizing absorption losses. The bottom of the tank was lined with an absorber sheet (Aptflex F28, Precision Acoustics, Surrey, UK) to absorb ultrasound and minimize reflection.
3. 3.  System calibration

3. 3. 1.  Measurement of the expanded signal beam incident on sample surface

The size and power density of the expanded signal beam incident on the front surface of the sample is measured using a knife-edge technique (Khosrofian and Garetz 1983) and the setup illustrated in Figure 3.3.

![Figure 3.3 Setup of measuring the expanded signal beam](image)

The measurement is performed with the tank and the sample in Figure 3.2 removed, and a lens is used to focus the expanded signal beam onto the aperture of a power meter (13PEM001, Melles Griot, NM, USA), which records the power of the unblocked (by the knife-edge) portion of the signal beam. By scanning the blade edge across the beam along X direction in small increments, we obtain a power distribution as a function of blade edge position (Figure 3.4a). A Gaussian fit to the derivative of Figure 3.4(a) yields the shape of the signal beam (Figure 3.4b), which has a FWHM of 16.1 mm. Accounting for the additional optical attenuation in our experimental system due to the tank/holder walls and the water (measured and/or calculated), the signal beam incident on the sample front surface in our study has an intensity of approximately 200 mW/cm².
3.3.2. Calibration of the ultrasound transducer

The ultrasound fields driven with sine bursts at a central frequency of 1 MHz under moderated pressures (0.1-1.5 MPa) are measured in clean, degassed water using a calibrated PVDB membrane hydrophone (MH, 0.2 mm diameter, SN1502-31, Precision Acoustics, Surrey, UK).

Figure 3.5 shows the schematic of the calibration system. By adjusting the driving signal amplitude at the function generator, the acoustic field generated by the transducer is changed which is recorded with the MH. The signal from the MH is preamplified, digitized and time-averaged (100 sweeps) on an oscilloscope (LT224, LeCroy, NY, USA). The averaged waveform is transferred via GPIB into the PC. The transducer electrical drive signal is also recorded at the output of the IMN. The MH is mounted on an XYZ
gantry (not shown) that is driven by stepper motors (Velmex, NY, USA) controlled by the PC.

Fig. 3.5 Experimental setup to calibrate the ultrasound transducer in water. MedBed Tank— a big water tank filled with degassed water; MH- membrane hydrophone (placed in the XY plane); PA- MH integrated preamplifier; Power- DC power supply for the PA (0-28 volts); OSC- oscilloscope; other abbreviations please refer to Figure 3.2.

Figure 3.6 shows the normalized peak pressure (mean value of the magnitudes of peak-positive and peak-negative pressures) along the acoustic axis and the radial direction in the focal plane. As seen, the ultrasound focal position is 63 mm away from the transducer, and the FWHM of the focal region is 9x1.5x1.5 mm$^3$. 
Figure 3.6 Normalized peak pressure (a) along the ultrasound axis and (b) a function of radial distance in the focal plane.

Figure 3.7 shows the acoustic pressure waveforms generated in the focus when the HIFU transducer is driven with sine bursts of varying duration. The transducer reaches a steady state output condition after approximately 7-10 cycles. Because the pulse durations employed in the experiments were often 10 cycles or less, the transducer output had to therefore be calibrated for each pulse duration. With 10 cycle bursts, the focal pressure is shown as a function of IMN output voltage in Figure 3.8 fit by

\[ P_{\text{focal}} = 0.05746 \cdot V_{\text{IMN}} - 0.004336. \]  

(3.1)

Note the onset of acoustic nonlinearity for pressure amplitude greater than about 0.9 MPa. With this P-V curve, one is able to monitor and control the focal pressure from the IMN output read on the oscilloscope. Similar calibration curves were produced for all the pulse durations employed in the research.
Figure 3.7 Response on the membrane hydrophone at the focal position when driving the HIFU transducer with different cycle numbers bursts at 1 MHz center frequency.

Figure 3.8 Focal pressure amplitude as a function of IMN output voltage (10 cycle pulse).

3.3.3. Tissue-mimicking phantoms

*In vivo* soft biological tissue is the ultimate intended media for AO sensing and imaging.

For the early-development experiments described in the sections to follow, tissue-
mimicking phantoms and exercised tissues are used for expediency, precise control, and cost.

Tissue phantoms are easily fabricated with controllable geometries, homogeneities and physical properties, and they usually do not deteriorate or age like real tissues. Therefore, phantoms are used for system calibration, optimization, stability and repeatability testing, as well as for quantitative sensing and imaging studies (Pogue and Patterson 2006). However, some important characteristics such as blood/mass flow and inhomogeneities due to microstructures are difficult to duplicate. In an AOI phantom, it is essential that one accurately controls phantom optical properties ($\mu_a$ and $\mu'_s$) and acoustical properties (mass density, speed of sound). We use a phantom recipe modified from Ref. (Sathyam and Prahl 1997; Viator and Prahl 1999), where a mixed solution of acrylamide and bisacrylamide is used as the gel matrix material, polystyrene microspheres (Pogue and Patterson 2006) as the optical scatterer, and India ink as the optical absorber. Macroscopic optical inhomogeneities (imaging targets, if you will) are fabricated from the same gel matrix material as the background and infused with differing concentrations of particles and/or ink to produce contrast in optical scattering and/or absorption, respectively. The next two Sections provide details of this procedure.

The addition of either the microspheres or ink does not substantially alter the acoustic properties at 1 MHz, which are summarized in Table 3.2 (Sui 2005). Note that phantoms made from this recipe possess lower acoustic attenuation than human breast, a limitation that is not deemed significant to the work reported herein. Moreover, we make no attempt to reproduce the microstructural heterogeneities or vasculature of real tissues.
# Table 3.2 Measured acoustic properties of made phantom versus human breast tissue

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tissue phantom</th>
<th>Breast tissue (Duck 1990)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass density (Kg/m$^3$)</td>
<td>1045</td>
<td>990-1060</td>
</tr>
<tr>
<td>Sound speed (m/s)</td>
<td>1515</td>
<td>1450-1570</td>
</tr>
<tr>
<td>Attenuation (Np/m/MHz)</td>
<td>0.2</td>
<td>3.4-7.4</td>
</tr>
</tbody>
</table>

### 3.3.3.1 Scatterer concentration required to achieve a desired phantom $\mu'_s$

The scattering of the phantom in the recipe is determined by the concentration of polystyrene microspheres (07759-15, 0.792 µm of diameter, 1.08x10$^{11}$ spheres/ml, Polysciences, PA, USA) employed in the mixture, which is computed using an online Mie scattering calculator (Prahl 2007).

# Table 3.3 Parameters to perform the Mie scattering calculation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical wavelength in vacuum</td>
<td>1064 nm</td>
</tr>
<tr>
<td>Refractive index of medium (water)</td>
<td>1.33</td>
</tr>
<tr>
<td>Sphere diameter</td>
<td>0.792 µm</td>
</tr>
<tr>
<td>Real index of sphere</td>
<td>1.576</td>
</tr>
<tr>
<td>Imaginary index of sphere</td>
<td>0</td>
</tr>
<tr>
<td>Sphere concentration C$_m$ spheres/ µm$^3$</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.3 lists the parameters required to perform the calculation. The resulting anisotropic factor is 0.8, and the reduced scattering coefficient (in units of cm\(^{-1}\)) induced by the introduction of microspheres is expressed, given by

\[
\mu_s = 59.0319 \cdot C_m, \quad \text{(3.2)}
\]

where \(C_m\) (unit: spheres/\(\mu m^3\)) is the microsphere concentration in phantom (solution). It should be noted that the absorption effect due to the polystyrene microspheres is assumed negligible (Passos et al. 2005), thus, the imaginary index is listed as zero in Table 3.3.

3.3.3.2 Absorber concentration required to achieve a desired phantom \(\mu_a\)

Figure 3.9 Setup to measure the absorption coefficient as a function of India ink concentration in the phantom solution (scatterers are not added).

Fountain pen India ink (Item 46030, Sanford Corp, Ill, USA) is used as the absorber in our study. An arrangement illustrated in Figure 3.9 is used to measure the optical absorption of a phantom “solution” consisting of water (no scattering particles) doped with different concentrations of India ink. According to the Beer’s law, the quantity of light absorbed by the water/ink mixture is directly proportional to the absorption coefficient and the light path length through the sample. Thus we have
\[ A = \frac{I_{in} - I'}{I_{in}} = \exp(-\mu_a d), \quad (3.3) \]

where \( A \) is the absorbance, \( I_{in} \) is the incident light intensity, \( I' \) is the transmitted light intensity measured after the sample and \( d \) is the path length, which is the Y dimension of the acrylic container holding the sample (21.68 mm). The attenuation due to the acrylic walls of the container and water were measured beforehand and taken into account when calculating the absorption coefficient due to the India ink (\( \mu_{a,\text{ink}} \)). Figure 3.10 shows the measured results and the resulting linear fit, given by

\[ \mu_{a,\text{ink}} = 32.47 \cdot C_{\text{ink}} - 0.014, \quad (3.4) \]

where \( C_{\text{ink}} \) is the volume concentration of ink. With this expression, one is able to accurately determine the amount of India ink required to achieve a desired absorption coefficient within the gel phantom.

Figure 3.10 Absorption coefficient due to the India ink as a function of ink concentration (squares- experiment data; line- the linear fit).
It should be pointed out that one usually needs to dilute the ink in two steps to achieve a small yet precise concentration. For example, to obtain a $C_{\text{ink}}$ of 0.0012%, 0.1 ml ink is first diluted in 20 ml water (giving a $C_{\text{ink}}$ of 0.4975%), and then 0.1 ml from the diluted solution is added in another 40 ml water. Moreover, Passos et al. (2005) reported that adding India ink for absorption also causes the scattering to change ($\mu'_s$ of 2 cm$^{-1}$ for a $\mu_a$ of 90 cm$^{-1}$). However, since our ink concentrations are much lower than Passos et al. ($\mu_a < 5$ cm$^{-1}$), this effect is not deemed important.

3.3.4. Principle of PRC and its usage for the detection of AO signals

A brief overview of the principle of PRC interferometry for the detection of ultrasound-induced phase modulated light is presented here. Further details can be found in the literature (Saleh and Teich 1991; Solymar et al. 1996; Murray et al. 2004; Gross et al. 2005; Sui 2005; Sui et al. 2005).

The photorefractive crystal (PRC) is a material whose index of refraction adaptively varies according to the spatial distribution of incident optical illumination, following procedures shown in Figure 3.11.
Figure 3.11 The process that mediates the photorefractive effect by which the spatial distribution of optical illumination alters the refractive index grating of the photorefractive material. [Modified from (Saleh and Teich, 1991)]

A simplest case of two plane waves interfering within the crystal is considered here (Figure 3.11a), which forms a sinusoidal intensity distribution pattern in the material (Figure 3.11b). Light is absorbed in the PRC, and in the bright regions (with high intensities), free carriers like electrons are generated in a process called photogeneration (Figure 3.11c). Because of concentration differences, these electrons diffuse and/or drift
from the bright regions (Figure 3.11c), and are trapped in the dark regions (Figure 3.11d), resulting in a non-uniform (periodic) space-charge distribution and an electric field (Figure 3.11e). The time required for the formation of this space charge field is referred to the PRC response time (Millerd et al. 1999). Since the material is electro-optic, the internal electric field locally modifies the index of the refraction, forming a refractive index grating inside the crystal (Figure 3.11f), which stores the unique magnitude and phase information of the incident beam regardless of its complexity.

Figure 3.12 Photorefractive two-wave-mixing (TWM) effect with (a) the absence and (b) the presence of the ultrasound modulation. $E_{\text{sig}}$ is the scattered (signal) beam collected from the diffuse sample, $E_{\text{ref}}$ is the reference beam, $E_{\text{sig,t}}$, and $E_{\text{ref,t}}$ are the transmitted signal and reference beams through the PRC, respectively, and $E_{\text{ref,d}}$ is the reference beam energy diffracted into the direction of signal beam.

Figure 3.12 illustrates the usage of PRC for the detection of ultrasound-induced modulation on diffuse light. The incident signal beam is multiply scattered and phase

---

1 The application of an external electrical field can enhance this process and subsequently the formation of the index grating (Millerd et al. 1999).
modulated by the ultrasound in the turbid medium, and then it is collected and sent to the PRC, where it is written as $E_{\text{sig}}$ and interferes with the reference beam ($E_{\text{ref}}$). These two beams set up an interference pattern, which is recorded in the PRC in a form of index of refraction grating. Off this grating, two beams exchange energy, a process usually referred to as TWM or two-beam-coupling. As a result, part of $E_{\text{ref}}$ is diffracted into the direction of the transmitted signal beam ($E_{\text{sig,t}}$). The index grating adapts itself to low frequency variations in the signal beam. Therefore in the absence of ultrasound modulation (Figure 3.12a), the diffracted reference beam ($E_{\text{ref,d}}$) is an exact replica of $E_{\text{sig}}$. Thus, $E_{\text{sig,t}}$ and $E_{\text{ref,d}}$ are perfectly in phase and interfere constructively, obtaining a maximum optical intensity voltage at the photodetector positioned in the direction of $E_t$. In the presence of ultrasound modulation (Figure 3.12b) and if the temporal duration of AO interaction (which is determined by ultrasound pulse as light is continuously on in the study) is short with respect to the crystal response time, the perturbations in the signal beam are not “written” into the grating because the PRC (charge field formation) cannot respond fast enough. Thus the index grating inside the PRC remains stationary, and so does the diffracted reference beam ($E_{\text{ref,d}}$). Since $E_{\text{sig}}$ is partially phase shifted due to the ultrasound, $E_{\text{sig,t}}$ and $E_{\text{ref,d}}$ in this case are therefore no longer in phase, and the interference between them results in a reduction in the light detected by the APD.

It should be emphasized at this point that the PRC’s adaption in the index grating to low frequency disturbances is key to AOI for in vivo applications. If the PRC response time is relatively slow, e.g. on the order of 150 ms for BSO (Sui 2005), the 0.1-1 ms-
scale physiological motions *in vivo* (Gross *et al.* 2009) could induce extra phase shifts to the signal beam that are also “written” into the PRC index grating, causing a speckle de-correlation on AO signals. Therefore, a faster response time is required, which is feasible by choosing the right photorefractive material and increasing the intensity of the incident beams (Millerd *et al.* 1999).

The collected scattered field outside the sample from one speckle corresponding to optical path $s$ is given by

$$E_{\text{sig},s} = E_s + [E_s \exp(i\Phi_s) - E_s],$$

(3.5)

where we explicitly separate the stationary contribution ($E_s$) from the bracketed terms that are modulated by the ultrasound on a time scale of one microsecond or less, depending on the acoustic frequency. In the crystal, only the stationary contribution is amplified with a TWM gain of $\gamma$ as the reference beam is diffracted into the signal beam direction, as discussed above, whereas the other terms in Eq. (3.5) is not amplified because it fluctuates over a time scale that is much shorter than the response time of PRC (between 10-20 ms in our setup); on the microsecond time scale, the PRC refractive index grating is essentially “frozen”. Considering the absorption due to the PRC, the field after passing through the PRC can be written as

$$E_{\text{sig},s} \rightarrow \exp(-\alpha L/2) \{ E_s \exp(\gamma L) + [E_s \exp(i\Phi_s) - E_s] \}$$

$$= \exp(-\alpha L/2) E_s \{ \exp(\gamma L) + [\exp(i\Phi_s) - 1] \}$$

(3.6)

with $\alpha$ and $L$ representing the absorption coefficient and optical length of the crystal, respectively. Therefore, when a large-aperture detector (such as the 5-mm diameter avalanche photodiode used in this study) is used to detect light from multiple speckles,
the resulting detected signal can be expressed by (Delaye et al. 1995; Murray et al. 2004; Blonigen et al. 2005)

\[
I_{se} = \exp(-\alpha L) \sum_s |E_s|^2 \left( |\exp(\gamma L)|^2 + 2 \text{Re}\{[\exp(\gamma L) - 1]*[\exp(i \Phi_s - 1)]\} \right),
\]  
\[ (3.7) \]

where the TWM gain coefficient in the signal beam is defined as \( \gamma = \gamma^r + i \gamma^i \), with \( \gamma^r \) and \( \gamma^i \) representing the real and imaginary parts. The quantity \( |E_s|^2 \) is the light intensity contribution from one speckle following optical path \( s \) in the absence of ultrasound modulation. The quantity \( \Phi_s \) is the accumulated phase shift from optical path \( s \) given by

\[
\Phi_s = -|\Phi_s| \sin(\omega_d t - \chi_s) = \text{Re}\{ -i |\Phi_s| \cdot \exp[-i(\omega_d t - \chi_s)] \},
\]  
\[ (3.8) \]

where the magnitude \( |\Phi_s| \) is related with phase increment terms due to ultrasound-induced perturbation (\( \Delta \phi_{s,UL} \) in Eq. 2.14) and the optical path \( s \)-dependent term \( \chi_s \) (related with \( \phi_s \) in Eq. 2.13) is distributed randomly between 0 and \( 2\pi \) for different paths in highly diffuse medium.

Returning to Eq. (3.7), the first term in the bold parentheses under summation represents the background optical signal that would be measured in the absence of ultrasound modulation, and the remaining terms are dependent on the ultrasound-induced phased shifts and the specific optical path, which is referred to as modulated signal (MS). When multiple speckles from different optical paths are detected with one large aperture photodetector, signals from different speckles are not expected to sum coherently. Instead there is a reduction in modulation depth (MD) as discussed in Chapter 2. Equation (3.7)
also shows that PRC is essential to the detection of ultrasound-induced modulation of diffuse light in that the modulated signal increases in proportion to $\exp(\gamma L)$ as PRC TWM gain increases, and it vanishes when there is no TWM effect ($\gamma = 0$).

By calculating the Bessel series expansion of $\exp(i\Phi_s)$ and retaining the lowest-order terms, Eq. (3.7) can be expressed as the sum of the following two terms (Blonigen et al. 2005):

$$I_{se}^{AC} = 4\exp(-\alpha L)\exp(\gamma' L)\sum_s |E_s|^2 J_1(|\Phi_s|)\sin(\omega_s t - \chi_s), \quad (3.9)$$

$$I_{se}^{DC} = 2\exp(-\alpha L)\exp(\gamma' L)\sum_s |E_s|^2 \left[ J_0(|\Phi_s|) - 1 \right]. \quad (3.10)$$

Note that presence of both time independent and time dependent terms. Equation (3.9) describes the “AC” component of the signal, which is modulated at the ultrasound frequency, $\omega_s$. This vanishes quickly for, when light propagates through turbid media, the path-dependent variable $\chi_s$ is randomly distributed between 0 and $2\pi$. Equation (3.10) describes the additional “DC offset” component to the signal that is independent of the path and depends only on the magnitude of ultrasound-induced phase modulation. This allows for coherent summation of individual contributions from different optical paths. It is this DC component (Eq. (3.10)) that we term the “AO signal” used for sensing and imaging in our study.

To maximize the magnitude of AO signal, the signal beam and reference beam are set to be in phase, giving a pure (real) photorefractive gain, i.e., $\gamma' = 0$ and $\gamma = \gamma'$. Thus,
the AC component of the detected signal becomes zero, and the DC component can be written as

\[ I_{AOS} = 2 \exp(-\alpha L) \exp(\gamma L) \sum_{s} E_s \left[ J_0(|\Phi_s|) - 1 \right]. \] (3.11)

When there is no ultrasound modulation (\(|\Phi_s| = 0\)), \(J_0(|\Phi_s|) - 1 = 0\), there is no AO signal. In the presence of ultrasound modulation, \(I_{AOS}\) is negative, suggesting a DC offset in light intensity with respect to \(I_o\). The stronger is the ultrasound modulation, the larger is the magnitude of \(I_{AOS}\).

3.3.5. Optimization of PRC TWM gain and diffuse light collection

In accordance with Eq. (3.11), optimizing the PRC TWM gain and diffuse light collection is critical for the detection of the AO signal.

![Figure 3.13 Schematic diagram to characterize the TWM gain coefficient](image)
The setup illustrated in Figure 3.13 is used to characterize the PRC TWM gain coefficient in the air, which is measured from the ratio of intensity of the detected signal beam \( I_0 \) with and without the reference beam in the absence of ultrasound modulation:

\[
\Gamma = \frac{I_{0,\text{reference ON}}}{I_{0,\text{reference OFF}}} = e^{\gamma L}.
\]  

(3.12)

A series of measurements were taken to characterize the TWM gain as a function of \( \theta_{SR} \) (angle between the signal and reference beam), \( \beta \) (beam ratio, \( \frac{I_{\text{ref}}}{I_{\text{sig}}} \)), \( I_{\text{ref}} \) and \( E_{\text{ext}} \) (applied electrical field voltage, peak to peak). During the measurements, \( I_{\text{sig}} \) and \( I_{\text{ref}} \) was adjusted through a combination of variable attenuators, half-wave plates and a beam splitter. The distance between the beam splitter and the surface of the crystal (\( |OA| \)) is fixed at 17 inches, and the distance between the beam splitter and the mirror (\( |OB| \)) is made variable in order to alter the angle \( \theta_{SR} \). A camera shutter is used to control the ON/OFF of the reference beam (and ON/OFF of TWM) at a shutter speed of 0.14 ms. Other parameters used in the experiment are listed in Table 3.4, and the measured results are shown in Figure 3.14 (a)-(d).
Table 3.4 Experiment parameters for PRC TWM characterization

<table>
<thead>
<tr>
<th>Figure</th>
<th>$I_{\text{sig}}$ (mW/cm$^2$)</th>
<th>$I_{\text{ref}}$ (mW/cm$^2$)</th>
<th>$\theta_{\text{SR}}$ ($^\circ$)</th>
<th>HV AC electrical field</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Frequency (kHz)</td>
</tr>
<tr>
<td>(a)</td>
<td>1.18</td>
<td>320</td>
<td>Varied</td>
<td>2.1</td>
</tr>
<tr>
<td>(b)</td>
<td>Varied</td>
<td>31</td>
<td>5</td>
<td>2.1</td>
</tr>
<tr>
<td>(c)</td>
<td>1.18</td>
<td>Varied</td>
<td>5</td>
<td>2.1</td>
</tr>
<tr>
<td>(d)</td>
<td>1.18</td>
<td>320</td>
<td>5</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Figure 3.14(a)-(c) show that the application of an external high voltage AC electric field greatly enhances the TWM gain effect, and this enhancement increases with the voltage of the external field applied across the PRC as Figure 3.14(d) shows. However, there is an upper limit to the voltage we can apply while avoiding overheating or unstable beam coupling over a long time scale. In our system, a electric field strength of 7.14 kV/cm (peak-to-peak) is used. Under such an external field, as shown in Figure 3.14 (b) and (c), the TWM gain increases proportionally with $\beta$ and $I_{\text{ref}}$. This suggests that pumping more optical power into the reference beam will help to increase the TWM gain, and sequentially, the sensitivity to AO signals in AOI. In addition, more optical power on the PRC will also speed up the temporal response of the crystal. However, we have limited power output from the laser source and we wish to retaining sufficient energy in $I_{\text{sig}}$. Therefore, $I_{\text{ref}}$ is set ~15 mW/cm$^2$ in our system unless otherwise mentioned.
Figure 3.14 TWM gain coefficient as a function (a) $\theta_{SR}$ (b) $\beta$ (c) $I_{ref}$ and (d) $E_{ext}$. The squares are the data when no external high voltage field is applied across the PRC and the circles correspond to the data with external high voltage field.

We can see from Figure 3.14(a) that when signal and reference beams have an interfering angle around 5$^\circ$, one obtains optimum TWM gain, which is also indicated in Figure 3.15(a). This, however, should be balanced with the efficiency of diffuse light collection, which is governed by the theory of etendue, which specifies the geometric capability of an optical system to transmit and accept light. Light collection efficiency is constrained by the least optimized segment in an entire optical system (Cassarly 2002;
Lerner and Thevenon 2010). For a conical beam normal to a source of area $S$, etendue can be expressed as

$$G = \pi S \sin^2 \Omega.$$  \hspace{1cm} (3.13)

It is found the etendue of the PRC is the smallest among all the components in our optical detection scheme, and thus limits the diffuse light collection capability of the whole system. In our setup, $\theta_{SR}$ and the half of the solid angle ($\Omega / 2$) for the PRC are identical, which means a small $\theta_{SR}$ for optimum TWM effect results in a correspondingly low collected light intensity. It is thus a trade-off between optimum TWM effect and maximum light collection efficiency.

![Graph](image_url)

Figure 3.15 (a) The relative TWM gain coefficient ($\Gamma$) and (b) enhanced signal beam intensity as a function of $\theta_{SR}$. 
We measure the enhanced signal beam due to the TWM, i.e., $I_{\text{ref,d}}$ in Figure 3.12, as a function of $\theta_{\text{SR}}$ (Figure 3.15b). As we can see, the best response is achieved using an angle of 10-13°. This value is therefore used in the system.

3.3.6. System noise characterization

As mentioned earlier in the dissertation, the ambient vibrations and physiological motions \textit{in vivo} induce extra speckle de-correlation to the AO interaction. Beyond that, the potential noise sources in the experimental setup include contributions from both the optical and the ultrasound systems. Shot noise and thermal noise determine the limit of detection and are inherent within the electronic devices. We measure the variance of transmitted signal beam (in the absence of ultrasound modulation) into the APD using the Krohn-Hite active filter (Figure 3.2). The variance is defined by

$$\sigma^2 = \frac{\sum_{i=1}^{M} (\bar{X} - X_i)^2}{M},$$

where $\bar{X}$ is the mean value of a time domain intensity (voltage) sequence $X$, $X_i$ is the value of the $i$\textsuperscript{th} element in the sequence, and $M$ is the total number of elements in the sequence.

Figure 3.16 shows the variance as a function of light intensity through diffuse media with attenuation and scattering coefficients $\mu_a = 0.14\, \text{cm}^{-1}$ and $\mu_s' = 8\, \text{cm}^{-1}$. As we can see, when light intensity is smaller than 0.007 $\mu\text{W}$ (highlighted with the circle),
thermal noise dominates in the system; above this intensity, shot noise (including laser noise) increases approximately linearly which can be fitted as

\[ N_{\text{sig}} = 2.9 \times 10^{-6} + 3.5 \times 10^{-5} \times (I_{\text{sig,t}}^{-} - 0.007), \]  

(3.15)

where \( I_{\text{sig,t}}^{-} \) is the amplified \( I_{\text{sig,t}} \).

From Eq. (3.15), one is able to estimate the variance of the optic signals through a diffuse sample based on the signal beam intensity that can be computed from the aforementioned diffusion equation (DE) provided sample geometry and optical properties.

In order to reduce the noise level, in our study the optical table is isolated by air from the environment vibrations. When pulsed ultrasound is applied to generate the AO interaction, the collected AO signals are averaged coherently over many (typically 1,000-10,000) acoustic sweeps to achieve AO signals with reasonable SNR (Sui 2005, Lai et al. 2009).
Chapter 4

Quantitative Measurement of Optical Properties in Diffuse Media Using Pressure Contrast Acousto-Optic Imaging

4.0. Overview

A new approach, referred to as pressure contrast AOI, is proposed in this chapter to quantify the measurement of optical properties using acousto-optic imaging. In Section 4.1, several examples of general AOI scan lines obtained with the system developed in Chapter 2 are illustrated, showing that relating standard AO signal with optical properties of the sample is challenging. The concept of studying the ratio of signals generated at two different ultrasound pressure amplitudes is proposed in Section 4.2. In Section 4.3, we detail the related methods and materials, and experimental results demonstrating the feasibility of this new approach for quantitative optical characterization are given in Section 4.4. Discussions of pressure contrast AOI, and its relation to ultrasound modulation mechanisms, are given in Section 4.5 and 4.6, respectively.
4.1. Introduction

In Chapter 2, we showed that by employing the PRC as the interferometer to demodulate the ultrasound-induced phase modulation, one obtains an “intensity” modulation expressed by Eq. 3.10. The magnitude of this AO signal strength is rewritten in the form

\[ |I_{AOS}(t)| = \chi(\eta(z,t))(\nu(\alpha, \gamma)) \frac{1}{N} \sum_{s=1}^{N} \left[ 1 - J_0(\Phi_s(P_f, P, z, t, l_p)) \right] , \tag{4.1} \]

where \( \chi \) is a constant and \( \eta(z,t) \) gives the intensity of modulated light reaching the detection system and depends on the spatial extent of the ultrasound pulse, the amount of light reaching the interaction region, and the probability that the modulated light will be collected. The third term, \( \nu(\alpha, \gamma) \), characterizes the detection efficiency of the photorefractive crystal and is a function of the absorption in the crystal \( (\alpha) \) and TWM gain coefficient \( (\gamma) \). The forth term, \( N \), represents the total number of optical paths. Referring to the term in the brackets, \( \Phi_s \) gives the accumulated phase shifts over propagation path \( s \) through the interaction region, which, as discussed in Chapter 2, is affected by, among other factors, the in situ pressure amplitude and the local optical transport mean free path \( (l_\alpha = 1/(\mu_\alpha + \mu_s)) \). The in situ pressure amplitude, \( P \), is a function of focal pressure amplitude \( (P_f) \), spatial position along the vertical axis with respect to the transducer \( (z) \), and time \( (t) \). \( t = 0 \) corresponds to the moment when the ultrasound pulse is generated at the transducer. In stating the magnitude of general AO signals in this form (Eq. (4.1)), we assume that light incident on the AO interaction region is relatively uniform with respect to ultrasound field distribution and the
contributions to the total light intensity from each individual optical paths that eventually enter the photodetector are approximately even.

Figure 4.1 (a) The 2-cycle, 1MHz ultrasound pulse used to generate the AO response around the focal position; (b) The ultrasound pulse propagates along the Z direction across the phantom portion (i) without and (ii) with an optically absorbing inclusion; (c) and (d) AO signal waveforms corresponding to scenario (i) and (ii), respectively.

The two-cycle, 1.0 MHz ultrasound pulses with 0.4 MPa focal pressure \(^1\) shown in Figure 4.1(a) were used to generate the AO interaction in a diffuse phantom dimensioned 40×23×40 mm\(^3\) along XYZ-axes with \(\mu_a = 0.14 \, cm^{-1}\) and \(\mu_s = 4 \, cm^{-1}\), which is embedded with an optically absorbing inclusion \((5\times5\times5 \, mm^3, \mu_a = 3 \, cm^{-1}, \mu_s = 4 \, cm^{-1})\) at its center (see Figure 4.1 (b)). Figure 4.1 (c) shows a typical AO signal

\(^1\) Unless otherwise noted, peak positive pressures are referred to in this chapter.
when the ultrasound pulses propagate through the phantom outside of the inclusion (scenario i in Figure 4.1b). The signal was coherently averaged over 10,000 sweeps to improve the SNR. As we can see, the light intensity at the detector is reduced whenever/wherever there is overlap of light and sound. When time is around 45 µs, corresponding to the focus of the ultrasound field, the modulation is highest because both \textit{in situ} light and sound are strongest. Thus one gets minimum light intensity at the detector forming the valley of the “V-shaped” AO signal in response to an optically homogenous region. In the signal shown, the background light level was subtracted and the displayed scan line is normalized to the minimum value.

In comparison, Figure 4.1(d) shows a (normalized) AO scan line obtained when the ultrasound pulses are scanned over a portion of the same phantom containing an absorbing inclusion (scenario ii in Figure 4.1b). A rise in the signal is observed around 45 µs, indicating that the strength of AO modulation is diminished when the ultrasound pulse traverses the center of the absorbing target. This occurs because the total number of photons within the AO interaction volume that are modulated by the ultrasound field and eventually enter the photodetector is greatly reduced due to the high absorption coefficient. It is this “W-shaped” AO signal that is used as the signature of the absorbing inhomogeneity in AOI. In addition, according to the study in Chapter 2, the magnitude of the phase modulation is also reduced for increased absorption and/or scattering. These are the essential mechanisms for the detection of optical inhomogeneities within scattering media in AOI.
Relating the strength of AO signal to the exact optical properties of the interaction region is, however, complicated by the fact that besides local optical properties the signal strength is also affected by many other factors as discussed in reference to Eq. (4.1). In order to extract quantitative information about the local optical properties based on standard AO response, Bal and Schotland (2010) proposed an inversion algorithm based on the diffuse approximation (DA) to the light radiative transport equation (RTE, briefly introduced in Chapter 2), which is similar to those employed for diffuse optical tomography (Arridge 1999; Arridge and Schotland 2009; Bal 2009). Another potential solution is to measure the AO signals at multiple optical wavelengths and use the spectral information to infer, for example, the composition of the media within the AO interaction region (Kim and Wang 2007).

4. 2. Pressure contrast AOI

Focusing on a different aspect, the role of ultrasound pressure in the ultrasound-induced modulation, we propose a new sensing mechanism in this chapter to quantify the optical measurement based on the general AO signals.

Eq. (4.1) shows that only the last term, the accumulative phase shift along the specific optical path $s$, is affected by the ultrasound field pressure and optical properties within the AO interaction region. So, if we generate the AO interaction with two different ultrasound focal pressure amplitudes of $P_{f1}$ and $P_{f2}$ ($P_{f1} < P_{f2}$), two AO signals such as those shown in Figure 4.2 can be obtained.
Figure 4.2 Two AO signal waveforms generated with two different ultrasound focal pressure amplitudes (dashed curve for lower pressure, $P_{f1}$, and real curve for higher pressure, $P_{f2}$) within a diffuse phantom ($\mu_s' = 5\,cm^{-1}$). Both waveforms were averaged over 10,000 times with a PRF of 1 kHz.

The two AO signals shown in Figure 4.2 are denoted as $I_{AOS}^{P_{f1}}$ and $I_{AOS}^{P_{f2}}$. The division of these yields a ratio, which is given by:

$$\frac{I_{AOS}^{P_{f2}}}{I_{AOS}^{P_{f1}}} = \frac{\sum_{s=1}^{N} \left[ 1 - J_0 \left( |\Phi_s(P(P_{f2}, z, t), I_w)| \right) \right]}{\sum_{s=1}^{N} \left[ 1 - J_0 \left( |\Phi_s(P(P_{f1}, z, t), I_w)| \right) \right]}.$$  \hspace{1cm} (4.2)

As we can see, this ratio is independent of the intensity of modulated light reaching the detection system ($\eta$) and the characteristics of the detection scheme itself ($\nu$), but is rather only dependent on the shape of the ultrasound pulse and the local optical properties.
(\textit{I}_w) of the AO interaction region. The spatial distribution of ultrasound pressure changes as the pulse propagates along the Z axis, resulting in the temporal variations in the AO signal shown in Figure 4.2. For quantitative measurements, in this study we consider the ultrasound pressure distribution at time \( t_f \) when pulse is centered about the focal plane at \( z_f \). The ratio of two AO signal amplitudes at this position, is defined as the pressure contrast signal (PCS):

\[
\text{PCS} = \frac{\text{I}_{AO3}(t = t_f)}{\text{I}_{AO1}(t = t_f)}.
\]

(4.3)

In the following sections, we will show that such PCS may be calibrated at a particular set of \( P_{f1} \) and \( P_{f2} \) with a constant ultrasound pulse shape, which allows for (a) quantitative measures of optical properties of homogeneous media, (b) detection and imaging of embedded optical inhomogeneities in turbid media, and (c) quantitative measures of optical properties of the embedded inclusions without \textit{a priori} knowledge of the background media.

4.3. Methods and materials

4.3.1. AOS strength dependence on ultrasound focal pressure

The AOS strength measured as a function of ultrasound focal pressure across a homogenous phantom (40x25x40 mm\(^3\) along the XYZ-axes) with a reduced scattering of 7 cm\(^{-1}\) is shown in Figure 4.3. For this experiment, three-cycle, 1 MHz ultrasound pulses
were used to elicit the AO response with focal pressure amplitude increased from 0.3 MPa to 1.5 MPa in steps of 0.1 MPa. At each pressure, the AO waveforms were averaged over 20,000 sweeps and this process was repeated 8 times to obtain a mean AO scan line, from which the AOS strength was recorded.

Figure 4.3 Measured AO signal strength as a function of applied ultrasound focal pressure amplitude in a homogeneous phantom ($\mu_s = 7 \text{ cm}^{-1}$). The discrete circles are the measured data and the real line is the curve fit using the function $S = \kappa [1 - J_0(\beta P_f)]$.

Assuming the phase shift due to the ultrasound in Eq. (4.1) is linearly proportional to the applied focal pressure, this phase shift around the focal position for optical path $s$ is written as

$$\Phi_s = \beta P_f,$$  \hspace{1cm} (4.4)
with $\beta$ being directly related to the optical properties ($I_r$) within the AO interaction region, and a larger value of $\beta$ indicating higher phase shifts induced by the same ultrasound field. Thus, the experiment data shown in Figure 4.3 is fit with a model:

$$S = \kappa \left[ 1 - J_0 (\beta P_f) \right], \quad (4.5)$$

where constant $\kappa$ is used to represent the terms of $\chi(\eta(z, t)) \left( \nu(\alpha, \gamma) \right)$ in Eq. (4.1). As shown in Figure 4.3, Eq. (4.5) shows excellent agreement with the experiment data, despite it is just an empirical function and it is only equivalent to Eq. (4.1) under the condition that

$$\frac{1}{N} \sum_{s=1}^{N} \left[ 1 - J_0 \left( |\Phi_s(P, I_r)| \right) \right] \approx 1 - J_0 (\beta P_f), \quad (4.6)$$

meaning that the accumulated phase shifts along each optical path contribute equally to the net phase shift of the whole collected scattered light, i.e., $\Phi_s = \Phi = \beta P_f$. Nevertheless, Eq. (4.5) provides a simple but useful means for interpreting the strength of direct AOSs, and more importantly, for interpreting the measurements in pressure contrast AOI in terms of the constant $\beta$

$$PCS = \frac{1 - J_0 \left( \beta P_{j_2} \right)}{1 - J_0 \left( \beta P_{j_1} \right)}. \quad (4.7)$$
4.3.2. The selection of ultrasound focal pressure amplitudes

To study how PCS is affected by ultrasound pressure amplitudes, the zero-order Bessel function shown in Eq. (4.7) is expanded under the assumption of moderate ultrasound modulation (stated in Chapter 2), written by

$$J_0(x) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m!\Gamma(m+1)} \left(\frac{x}{2}\right)^{2m},$$  \hspace{1cm} (4.8)

where the Gamma function $\Gamma(n) = (n-1)!$. Therefore, the zero-order Bessel function can be expressed as

$$J_0(x) = 1 - \left(\frac{x}{2}\right)^2 + \frac{1}{4}\left(\frac{x}{2}\right)^4 \quad \text{and} \quad \frac{1}{36}\left(\frac{x}{2}\right)^6 + \ldots,$$  \hspace{1cm} (4.9)

and

$$1-J_0(x) = \left(\frac{x}{2}\right)^2 - \frac{1}{4}\left(\frac{x}{2}\right)^4 + \frac{1}{36}\left(\frac{x}{2}\right)^6 + \ldots.$$  \hspace{1cm} (4.10)

Referring this back to Eq. (4.7), it is evident that if only the first nonzero term in the expansion series of $1-J_0(x)$ is kept, the PCS is independent of $\beta$, and the concept of pressure contrast AOI is no more applicable. Instead, the expansion terms beyond the second order are required to retain the PCS dependence on $\beta$ and local optical properties, which suggests one (at least) of the two pressure amplitudes has to be sufficiently high (but without exceeding the safety guidelines by US Food and Drug Administration regulation (1997)) so that the higher order terms in Eq. (4.10) are non-negligible.
Figure 4.4 Simulated PCS as a function of focal pressure amplitude pair for reduced scattering coefficient of (a) 6 cm\(^{-1}\) and (b) 7 cm\(^{-1}\) (same absorption of 0.14 cm\(^{-1}\)). The color bar corresponds to the PCS value. (c) Simulated PCS contrast between small optical changes in diffusivity (7 cm\(^{-1}\) and 6 cm\(^{-1}\)) as a function of pressure amplitude pair, and in (d) the PCS contrast is plot as a function of lower pressure amplitude when the higher pressure amplitude is fixed at 1.5 MPa.

Meanwhile, we performed numerical simulations of PCS as a function of selected pressure amplitudes with \(\beta\) values estimated from experimental data in diffuse homogeneous media. Figure 4.4(a) and (b) show the simulated PCS as a function of focal pressure amplitude pair in phantoms with reduced scattering coefficients of 6 and 7 cm\(^{-1}\), respectively. The color bar indicates the value of PCS computed at each point between a
higher pressure amplitude (along the Y axis) and a lower pressure amplitude (along the X axis). Figure 4.4(c) illustrates the differences in simulated PCS, referred to as PCS contrast, between 7 and 6 cm$^{-1}$ as a function of pressure amplitude pair, and in Figure 4.4(d) the obtained PCS contrast is plot as function of the lower pressure amplitude ($P_{f1}$) from 0.3-1.5 MPa when the higher pressure amplitude ($P_{f2}$) is fixed at 1.5 MPa.

These simulations suggest that the highest sensitivity of detection using the PCS among small changes in optical properties occurs when the higher pressure is as high as possible (limited by the safety considerations (US Food and Drug Administration 1997)) while the other pressure should be as low as possible (limited by the dynamic range of the detection system and noise source). In our study, focal pressures of 1.5 and 0.3 MPa are used respectively as the higher and lower pressures.

4.3.3. Determination of PCS experimentally

In order to perform PCS measurements experimentally, a user-defined pulse shown in Figure 4.5(a), with the inset showing the excited pulse from the function generator shown in Figure 3.2, which is amplified and used to drive the ultrasound transducer to generate an ultrasound field to pump the AO interaction. This pulse contains two tone bursts, one with 3 cycles of 1 MHz sine waves at a lower focal pressure $P_{f1}$ (0.3 MPa), and the other with the same parameters except at a higher pressure $P_{f2}$ (1.5 MPa). These two bursts are separated temporally by 97 µs as shown in Figure 4.5(a). The short separation in time
between pulses ensures that the effects of instability and noise from the environment vibrations that are longer than this duration can be effectively reduced in experiment.

Figure 4.5 (a) The user-defined pulse excited by the function generator and used for driving the ultrasound transducer. The inset shows the zoom-in of the 3-cycle sine waves at 1.0 MHz with the lower amplitude. (b) The resulting AO (averaged) scan line obtained within a homogenous phantom (μ_a = 0.14 cm^{-1}, μ_s' = 7 cm^{-1}).
A time-dependent (averaged) AO scan line generated under these conditions within a homogenous phantom ($\mu_a = 0.14 \, cm^{-1}$, $\mu_s' = 7 \, cm^{-1}$) is shown in Figure 4.5(b), which shares the same time base (X axis) with Figure 4.5(a). As we can see, the first arrival at approximately 45 $\mu$s is the AO signal generated by the 0.3 MPa pulse and the latter arrival at 142 $\mu$s is generated by the 1.5 MPa pulse. The PCS is then determined by dividing the AO signal amplitude measured at $t_{f2}$ and $t_{f1}$:

$$PCS = \frac{|I_{AOS}(t = t_{f2})|}{|I_{AOS}(t = t_{f1})|}. \quad (4.11)$$

### 4.3.4. Experiment samples

17 acrylamide gel tissue-mimicking phantoms were used for the study in this chapter. These phantoms were fabricated with a range of optical absorption and scattering properties following the method described in Chapter 2. Table 4.1 lists the optical characteristics of these phantoms with exterior dimensions of $40 \times 25 \times 40 \, mm^3$ (along the X, Y, and Z axes, respectively). The phantoms are divided into 5 groups.
Table 4.1 The optical features of phantoms used in this chapter

<table>
<thead>
<tr>
<th>Group</th>
<th>Quantity</th>
<th>Background medium</th>
<th>Inclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>7</td>
<td>( \mu_s = 4 - 10 \text{ cm}^{-1} ), ( \mu_a = 0.14 \text{ cm}^{-1} )</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>4</td>
<td>( \mu_s = 4 \text{ cm}^{-1} ), ( \mu_a = 0.14 \text{ cm}^{-1} )</td>
<td>6x6x20 mm(^3), ( \mu_s = 4 \text{ cm}^{-1} ), ( \mu_a = 0.14 / 1 / 2 / 3 \text{ cm}^{-1} )</td>
</tr>
<tr>
<td>III</td>
<td>4</td>
<td>( \mu_s = 5 \text{ cm}^{-1} ), ( \mu_a = 0.14 \text{ cm}^{-1} )</td>
<td>6x6x20 mm(^3), ( \mu_s = 5 \text{ cm}^{-1} ), ( \mu_a = 0.14 / 1 / 2 / 3 \text{ cm}^{-1} )</td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>( \mu_s = 6 \text{ cm}^{-1} ), ( \mu_a = 0.14 \text{ cm}^{-1} )</td>
<td>6x6x20 mm(^3), ( \mu_s = 5 / 7 \text{ cm}^{-1} ), ( \mu_a = 0.14 \text{ cm}^{-1} ) (2 inclusions)</td>
</tr>
<tr>
<td>V</td>
<td>1</td>
<td>( \mu_s = 7 \text{ cm}^{-1} ), ( \mu_a = 0.14 \text{ cm}^{-1} )</td>
<td>5x6x20 mm(^3), ( \mu_s = 10 \text{ cm}^{-1} ), ( \mu_a = 0.14 \text{ cm}^{-1} )</td>
</tr>
</tbody>
</table>

Among them, phantoms in Group I had the identical absorption but different scattering coefficients by changing the concentration of polystyrene microspheres, and these were used for measuring the PCS as a function of optical scattering in homogeneous media. Phantoms in Group II and III were embedded with an optical absorption inclusion at the center as shown in Figure 4.6(a). The inclusions were made of the same material as the background except that extra amount of Indian ink was added during the fabrication to exhibit different absorption coefficients. These phantoms were
used for measuring the PCS as a function of absorbing contrast with ultrasound pulses traversing the center of the inclusion, the results of which were compared with those obtained from Group I phantoms. The phantom in Group IV was embedded with two inclusions with different scattering coefficients in contrast with the background (Figure 4.6b) and used for demonstrating the feasibility of using pressure contrast AOI for the detection and quantification of optical inhomogeneities. The last phantom (Group V) had a scattering inclusion at its central position (as Group II/III phantoms) and it was used to demonstrate 2-D quantitative imaging of an optical heterogeneity.

![Diagram of phantoms](image)

Figure 4.6 Illustration of phantoms embedded with (a) one inclusion at the center and (b) two inclusions positioned at the same Z position in the X-Z plane and separated by 15 mm along the X axis. XYZ is the system coordinate.

During the experiment, the ultrasound pulses were fired from the top of the phantoms and travelled along the Z axis (Figure 4.6). The center of the acoustic focal
region was placed in the middle of the phantom (and the inclusion if embedded) along the Z direction. The inclusion lengths along the Z direction were made sufficiently long with respect to the ultrasound pulse axial length (around 5-6 mm) to ensure when the ultrasound pulse traversed the center of the inclusion, that entire ultrasound pulse packet would be inside of the inclusion. This was done to ensure that the detected PCS at the focus is solely determined by the inclusion material, but not affected by the background medium.

4.4. Experiment results

4.4.1. Correlation between PCS and optical properties

In order to measure the dependence of PCS on optical properties, each of the phantoms in Group I was sonified by the aforementioned user-defined ultrasound pulses at a repetition rate of 4 kHz. The ultrasound transducer was aligned in advance such that the focal region intersected the center of the incident optical beam as well as the center of the phantoms. 10,000 time-domain AO signals were acquired and averaged, yielding a single scan line from which both AO signal amplitudes at the focus corresponding to the two pressure amplitudes were obtained. The PCS was then determined through Eq. (4.11). This process was repeated 80 times to obtain a mean PCS for an improved measurement precision (low standard errors). The same procedures were followed for all the phantoms.

The resulting mean PCSs are illustrated in Figure 4.7 (squares) as a function of the transport coefficient of each individual homogeneous phantom, where the error bars
depict the stand error from the 80 times of repetition. As we can see, the PCS increases monotonically from approximate 14.4 to 16.1 when $\mu_i$ (sum of optical absorption and scattering coefficients) is increased from 4.14 cm$^{-1}$ to 10.14 cm$^{-1}$.

![Figure 4.7 PCS as a function of transport coefficient in homogeneous media (Group I) or in embedded inclusions (Group II and III).](image)

Same measurements of PCS were also performed in group II and III phantoms, where the ultrasound pulses traversed through the center of the embedded absorption inclusions in a way outlined in Section 4.3.4. As shown in Figure 4.7, the obtained PCSs are consistent in general with those in homogeneous (Group I) phantoms. This finding shows the correlation between PCS and optical properties is not affected by the media surrounding the AO interaction volume.
4.4.2. Dependence of PCS on ultrasound field focus position with respect to the light illumination

From Group I, two phantoms were selected, one with $\mu_s = 5 \text{ cm}^{-1}$ and the other with $\mu_s = 7 \text{ cm}^{-1}$. The transducer was positioned such that the focus of the ultrasound pulse met with the signal beam center, and this position was denoted as $(X = 0, Z = 0)$. Then, the transducer was scanned from -5 mm to 5 mm along the X and Z directions, respectively, while the phantoms and optical beam were kept stationary (Figure 4.8). At each position, the PCS was measured with previously described procedures, except that the measurements were repeated 40 times instead of 80 to obtain a mean PCS.

Figure 4.8 The schematic configuration of mechanically scanning the ultrasound transducer along the X and Z directions respectively.
Figure 4.9 PCS dependence on ultrasound transducer position for (a) $\mu_s = 5\,cm^{-1}$ along the X direction, (b) $\mu_s = 5\,cm^{-1}$ along the Z direction, (c) $\mu_s = 7\,cm^{-1}$ along the X direction, and (d) $\mu_s = 7\,cm^{-1}$ along the Z direction.

The scanning results are shown in Figure 4.9. As we can see the values of PCS at the central positions are approximately consistent with those in Figure 4.7, which have the same transport coefficients. In the less diffuse ($\mu_s = 5\,cm^{-1}$) phantom, the value of PCS, however, increases when the ultrasound beam focus is off the light illuminating
center. In comparison, within the phantom with a higher diffusivity ($\mu' = 7 \text{ cm}^{-1}$), the measured PCSs are relatively uniform, showing less dependence on the exact position of the ultrasound beam focus.

4.4.3. Application of pressure contrast AOI for the detection and quantification of optical heterogeneities

We have shown in the previous sections that the PCS is directly related with the $\mu'$ of the local medium, which is consistent in either homogeneous or inhomogeneous highly diffuse media. In this section, the pressure contrast approach was used to detect and characterize the optical properties of inhomogeneities embedded in another diffuse medium.

The phantom in Group IV (Table 4.1), embedded with two optical scattering inclusions as illustrated in Figure 4.6 (b), was used in this experiment. The user-defined ultrasound pulses were generated over the phantom and propagated downwards along the Z direction. The focus of the ultrasound field was positioned around the middle of the phantom as described earlier. During the experiment, the phantom was scanned from -15 mm to 15 mm in 1 mm steps along the X direction (transducer and optical beam were stationary). At each position, the PCS was obtained with the aforementioned procedures outlined for the measurements for Figure 4.7.

The scanning result is in shown in Figure 4.10, where the PCS is plotted as a function of phantom position. The two inclusions are clearly evident in the figure, with one centered about $X = -7.5 \text{ mm}$ and the other around $X = 7.5 \text{ mm}$. The dimension of
these two inclusions and the spacing between them in the X direction seen from the figure agree quite well with the actual values. Moreover, as we can see the mean PCS at the centers of the inclusions are approximately 14.66 and 15.39, respectively. Outside of the inclusions, pressure ratio values around 15.0 are observed. Returning to the PCS values calibrated in Figure 4.7, these values of PCS are nearly identical to those measured for transport coefficients of 5, 7 and 6 cm$^{-1}$, respectively. It once again confirms that the PCS is not influenced by the fact the inclusions are embedded in another medium possessing scattering contrast, indicating that the pressure contrast AO response potentially can be used for the local and quantitative measurement of transport coefficients.

Figure 4.10 PCS as a function of phantom position along the X direction revealing the presence and diffusivity of the embedded optical inhomogeneities.
To further demonstrate the feasibility of pressure contrast AOI for the quantitative optical measurement of embedded optical inhomogeneity, the PCS measurements were performed within the phantom in Group V (Table 4.1) that was embedded with a scattering inclusion (\( \mu_s = 10 \text{ cm}^{-1} \)) in the middle. As in previous experiments, the transducer focal zone was positioned at the center of the phantom (and the inclusion) in the Z direction. During the measurement, the transducer was scanned in the XY plane with a step size of 0.5 mm along both directions. At each position, the PCS was measured with experiment settings identical to those outlined previously except the total number of repetitions to obtain a mean PCS at each position was reduced by a factor of ten.

![Figure 4.11 An XY-plane pressure contrast AO image of an optically scattering inclusion](image)

Figure 4.11 An XY-plane pressure contrast AO image of an optically scattering inclusion (\( \mu_a = 0.14 \text{ cm}^{-1}, \mu_s' = 10 \text{ cm}^{-1} \)) embedded in a highly diffuse phantom (\( \mu_a = 0.14 \text{ cm}^{-1}, \mu_s' = 7 \text{ cm}^{-1} \)). The color bar corresponds to the measured value of mean PCS.
Figure 4.11 shows the XY-plane pressure contrast AO image of the embedded inclusion. Each pixel in the image represents one measuring position, and the value of measured mean PCS is indicated by the color bar. With this image, one can readily tell the existence, location and dimensions of the inclusion. Furthermore, the mean PCS values at the center of the inclusion and the background are around 16.1 and 15.1, respectively. Again, referring back to the calibration (Figure 4.7), these values correspond to $\mu_t$ of 10 and 7 cm$^{-1}$ that were measured in homogeneous media. This finding, as well as that from Figure 4.10, shows that an inclusion gives a similar pressure contrast response as a homogeneous medium as long as they have the same transport coefficient, irrespective of the drastic difference in direct AOS strengths.

4.5. Discussion

The objective of this chapter was to develop an approach to measure the optical properties of scattering media quantitatively based on the general AO response. In Section 4.2, it was shown theoretically that the ratio of two AO signal amplitudes under different ultrasound focal pressures depended solely on the local optical transport coefficients within the AO interaction volume with given ultrasound pulse shape and pressure pair.

Through experiments it was found that the measured PCS increased approximately linearly with the transport coefficient in homogeneous media. In Eq. (4.7), this PCS is related with the coefficient $\beta$. Using the measured PCS data shown in Figure 4.7 and the and known $P_{f1}$ and $P_{f2}$, the coefficient $\beta$ can be found. A plot of $\beta$ as a
function of medium optical transport coefficient is given in Figure 4.12(a). According to Eq. (4.5), the value of $1 - J_0(\beta P_f)$ provides a measure of the modulated signal strength. In Figure 4.12(b), $1 - J_0(\beta P_f)$ is plot as a function of $\mu'_i$ with a focal pressure of 1 MPa.

Figure 4.12 (a) Calculated $\beta$ from the measured PCS and (b) $1 - J_0(\beta P_f)$ as a function of medium optical transport coefficient.
As we can see from Figure 4.12, in response to increased PCS, the values of $\beta$ and $1-J_0(\beta P)$ are reduced with increased medium optical absorption and/or scattering, which can be interpreted as a decrease in the mean phase shift imparted on the diffuse light due to the ultrasound modulation as the $\mu'_t$ is increased. This finding is consistent with Figure 4.13 that is derived from Figure 2.8(b), highlighting that the net signal modulation from the ultrasound ($C_{sU}$, which was described in Chapter 2) decreases with increased $\mu'_t$. Similar experimental observations were also reported (Kim and Wang 2007; Kothapalli et al. 2007; Kothapalli and Wang 2008).

![Figure 4.13 Simulated modulation depth as a function of optical transport coefficient based on the mechanisms of AO interaction discussed in Chapter 2.](image)
Figure 4.7 also shows that detections in embedded inclusions afford similar PCS values as those obtained in homogenous media, and the value of PCS is consistent for scattering or absorbing contrast. These, along with the observed independence of PCS on ultrasound transducer position relative to the light illumination in highly diffuse media (Figure 4.9), suggest that the PCS is not dependent on the characteristics of the optical path that the light follows or the amount of light collected, but rather is dictated by the optical properties within the region where light and sound interact under the assumption that any spatial variations in the light distribution within the media are large with respect to the ultrasound pulse (i.e., the ultrasound pulse should be uniformly illuminated). This indicates that the PCS can be potentially used as a relatively simple means for the quantitative measurement of optical properties for embedded optical inhomogeneities, the feasibility of which was demonstrated experimentally (Figures 4.10 and 4.11). Therefore, pressure contrast AOI opens up the possibility of quantitative measurement of optical properties of inhomogeneities buried in turbid media with no a priori knowledge of the optical features of the background media.

Lastly, it should be pointed out that the detection contrast in PCS is quite small. The SNR in the measurement system ultimately limits the ability to distinguish two media with similar optical properties. In the experimental results shown here, a substantial number of averages were taken. Figure 4.14 shows a series of PCS scanning of Group IV phantom that have been repeated over differing times (denoted as $N_{rep}$). In Figure 4.14(a), five measurements were repeated to obtain a mean value of PCS at each
position. It is apparent that the SNR of the PCS detection\(^2\) in this case is too poor to reveal the location or dimensions of the embedded targets. Needless to say, quantitative measures of the optical properties are impossible in this case. However, as \(N_{\text{rep}}\) is increased, the error bar of the PCS measurements decreases approximately by a factor of \(1/\sqrt{N_{\text{rep}}}\), as expected for coherent averaging of uncorrelated measurements. With \(N_{\text{rep}} = 40\) and \(80\), as illustrated in Figure 4.14(e) and (f), the embedded scattering inclusions can be clearly identified in terms of location, dimension and quantitative \(\mu'\) with Figure 4.7 as reference.

\(^2\) The SNR of the PCS detection is defined here as the ratio between the signal amplitude (PCS value differences between diffusivity of 6 cm\(^{-1}\) and 5/7 cm\(^{-1}\) from Figure 4.7) and the rms value of the error bars.
Figure 4.14 PCS detection of two embedded inhomogeneities in Group IV phantom with the same procedure but different numbers of repetition on PCS computation. The error bars represent the levels of standard error.
4.6. Summary

This chapter describes an extension of AOI for the local and quantitative measurement of optical properties within diffuse media. The GaAs crystal based AOI system built in Chapter 3 is used to detect direct AO signals generated at ultrasound focal pressures of 0.3 and 1.5 MPa when an ultrasound pulse traverses its focus. The ratio of the magnitudes of the two AO signal strengths, denoted as PCS in the study, is shown to be solely dependent on the mean phase shift imparted on the light by the ultrasound in highly diffuse media, which is closely related to the local optical properties within the AO interaction region. It is shown experimentally that the PCS increases with the optical transport coefficient (sum of absorption and scattering coefficients) of the medium, and this increase is related to a decrease in the modulation depth induced by the ultrasound as optical absorption and/or scattering is increased. This agrees qualitatively with the theoretical simulations and other experimental observations reported in literature. It is also demonstrated that it is feasible to use the proposed pressure contrast AOI to both image and quantify the optical properties of the inhomogeneities buried in turbid media without a priori knowledge of the background media in which the heterogeneities are embedded.
Chapter 5

Monitoring High Intensity Focused Ultrasound (HIFU) Treatment in Real Time Using Acousto-Optic Sensing

5.0. Overview

In this Chapter, we propose to use AO sensing to monitor the real-time changes in the optical properties of tissue associated with the formation of thermally necrosed tissue regions under the high intensity focused ultrasound (HIFU) exposure. In Section 5.1, a general introduction of HIFU and HIFU treatment monitoring is given, showing that real-time treatment monitoring poses a significant challenge. The concept of using the AO response to monitor the lesion formation is presented in Section 5.2. In Section 5.3, the methods and materials used in the study are detailed. In Sections 5.4 and 5.5, experimental results obtained using ex vivo chicken breast demonstrate the feasibility of using AO sensing to identify the onset and growth of lesion formation in real time, and to guide the HIFU exposure for more predictable lesion formation. A brief summary of this Chapter is given in Section 5.6.
5. 1. Introduction

5.1.1. High intensity focused ultrasound

Figure 5.1 A schematic diagram showing the basic principle of HIFU treatment of a tumor in a target organ. By scanning the focal position of the HIFU field, a series of adjacent “lesions” can be created as shown to obtain the ablation of the whole tumor volume. Cross-section of a formed necrosed region (lesion) in exercised chicken breast is shown on the right.

High intensity focused ultrasound (HIFU) is a promising non-invasive technique that is used for the thermal damage of soft tissue tumors, while minimizing damage to outlying regions (ter Haar 1995). Figure 5.1 shows a schematic diagram of the basic principles of HIFU treatment of a solid tumor in a target organ. In HIFU therapy, a continuous wave (CW) or pulsed modulated CW ultrasound field, usually with a center frequency between 1 and 5 MHz, is generated by a focused transducer, penetrates through a coupling medium (usually water or gel), skin and soft tissue, and is focused to a relatively small volume (order of 0.01 cm$^3$) with intense \textit{in situ} acoustic power density (order of kW/cm$^3$) (Watkin \textit{et al.} 1996). Sound absorption by tissue results in a temperature elevation locally
within the focal region. If the temperature, for example, is raised above 55-56 °C for more than 1 s (Dewhirst et al. 2003; Hill et al. 2004), this heating causes irreversible tissue necrosis, where the volume of the destroyed tissue is commonly referred to as a “lesion”. Since the heating is spatially confined within the ultrasound focal region, the volume of one lesion formed from a single HIFU exposure is usually ellipsoidal and order 1-2 mm in diameter and 1 cm in length; the specific dimensions depend on the acoustic frequency and the dimension of the HIFU source. Therefore, to ablate a whole region of tumourous tissue, as shown in Figure 5.1 the ultrasound focus needs to be scanned over the required volume to generate a series of adjunct lesions in 2- or 3-D.

HIFU was first proposed by Lynn et al. (1942) 68 years ago, and presently HIFU has been investigated for many applications, such as haemeostasis (Vaezy et al. 1998), thrombolysis (Rosenschein et al. 2000), drug/gene delivery (Porter and Xie 2001; Ng and Liu 2002) and the clinical treatment of tumors in liver (ter Haar et al. 1989; Kennedy et al. 2004), kidney (Kohrman et al. 2002; Wu et al. 2003b), prostate (Gelet et al. 2000; Thuroff et al. 2003), uterus (Chan et al. 2002; Stewart et al. 2003), breast (Gianfelice et al. 2003a; Wu et al. 2003a), and pancreas (Wu et al. 2005; Xie et al. 2008).

5.1.2. Clinical monitoring of HIFU treatment

The variations in physical properties of the tissue layers (e. g., fat and muscle) in the acoustic path between the transducer and the focal region, however, limit the reliability in estimating the HIFU intensities in situ (Maleke and Konofagou 2008) and the resulting
heating. This, along with uncertainty in the degree of tissue cooling from blood flow, serves to complicate treatment planning. In order to improve the efficacy and safety of HIFU treatments there is a need for reliable real-time feedback techniques that correspond to the lesioned tissue in situ. This would allow for the implementation of precise protocols to provide the optimum treatment of the tumourous region (Rivens et al. 2007). A number of non-invasive techniques have been developed to tackle this problem, for example magnetic resonance imaging (MRI) (Cline et al. 1993; Gianfelice et al. 2003a), diagnostic ultrasound (ter Haar et al. 1989; Illing and Chapman 2007), magnetic response elastography (MRE) (Lewa 1991), radiation force elastography (RFE) (Lizzi et al. 2003) and vibroacoustography (Konofagou et al. 2003). Among these, MRI and diagnostic ultrasound are the only methods that are currently used clinically.

5.1.2.1 Magnetic resonance imaging

Magnetic resonance imaging (MRI) has been used to delineate tissue types and map the temperature change resulting from HIFU exposures with millimeter spatial and 2°C temperature resolution in vivo (Tempany et al. 2003; Rivens et al. 2007). An example of a magnetic resonance image of a lesion is given in Figure 5.2, where one is able to identify the shape, extent and boundary of the lesion evidently. Currently MRI is the “gold” standard for HIFU guidance (Cline et al. 1993; Hynynen et al. 1996; McDannold et al. 1998; Furusawa et al. 2006) and has been used clinically in the treatment of breast carcinoma (Gianfelice et al. 2003b) and uterine fibroids (Stewart et al. 2003). A significant disadvantage of this imaging technique, which is particularly pertinent for
temperature imaging, is that each image frame can take up to several seconds to acquire and process (Vaezy et al. 2001; Kopelman et al. 2006) not allowing for real-time monitoring. Furthermore, the high cost of the apparatus, the lack of portability, and requirement for a magnetically compatible HIFU system further increases the design complexity and cost, ultimately limiting the accessibility of this modality (Kennedy 2005).

Figure 5.2 An example of magnetic resonance image of a lesion sample (Courtesy of Dr. Ian Rivens, Institute of Cancer Research, UK).

### 5.1.2.2 Diagnostic ultrasound

In contrast with MRI, diagnostic ultrasound is comparatively inexpensive, portable, and capable of imaging in real time with reasonable spatial resolution. Ultrasound-guided HIFU has been implemented clinically, for both extracorporeal (Wu et al. 2004; Wang et al. 2009) and transrectal (Uchida et al. 2002; Illing and Chapman 2007) treatments.
When using diagnostic imaging in conjunction with HIFU it is necessary to temporally interleave the imaging and therapy beams in order to avoid acoustic interference in the B-mode images (Vaezy et al. 2001). However, insufficient acoustic contrast between necrotic and normal tissue results in the inability to reliably visualize lesions on B-mode images (Hill and ter Haar 1995) unless the exposure possesses the intensity and duration needed to generate actual boiling within the lesion, leading to a “hyperechoic” response in the HIFU focal region (Vaezy et al. 2001; Rabkin et al. 2005; Rabkin et al. 2006; Coussios et al. 2007) as shown in Figure 5.3b. Studies (Meaney et al. 1998; Meaney et al. 2000; Bailey et al. 2001; Khokhlova et al. 2009) show that cavitation and/or boiling may distort the lesion location, shape and size. On the other hand, the formation of cavitation and/or boiling is hard to predict and control, and the occurrence of boiling may imply an overtreatment for a particular region. More importantly, bubbles and lesion don’t necessarily coincide. These complicating factors highlights the fact that boiling may want to be avoided during treatments, even though this will result in no feedback mechanism from exposures.
5.2. Acousto-optic sensing

As we can see real-time monitoring of lesion formation still poses challenges thus far, especially at lower ultrasound pressure levels where boiling effect does not result. Therefore, there is a need for new approaches that are able to provide accurate feedback associated with the formation and development of HIFU lesions.

The sensing contrasts of the modalities discussed above are based on the dynamic changes in either proton resonant frequency shift or mechanical/acoustic properties accompanying the thermal necrosis of tissue. In soft tissue, such as liver and breast, thermal necrosis induces an increase in the optical absorption coefficient ($\mu_a$) and the reduced scattering coefficient ($\mu_s'$) of the lesioned volume. In the visible and near-infrared (NIR) optical wavelength range, optical absorption in tissue is predominantly
dictated by the relative concentrations of water, lipids, oxy-haemoglobin (HbO$_2$) and deoxy-haemoglobin (Hb) (Quaresima et al. 1998), and scattering is affected by the tissue structural inhomogeneities and the variations in index of refraction. A study from Nilsson et al (1998) demonstrated a 100-300% increase in optical absorption and 120-280% increase in reduced scattering coefficient (for 600-1500 nm) in necrotic and normal rat liver \textit{in vivo}. Similar trends were reported for \textit{ex-vivo} porcine liver (Khokhlova \textit{et al.} 2006) and chicken breast (Ben-David \textit{et al.} 2008) at wavelengths of 1064 and 1041 nm, respectively. Three major mechanisms have been proposed for the observed increase in optical absorption and scattering. First, the coagulation increases the concentration of chromophores (Cilesiz and Welch 1993; Yaroslavsky \textit{et al.} 2002). Next, the formation of methaemoglobin from haemoglobin during blood coagulation has been shown (Black and Barton 2004) to cause a five-fold increase in the absorption at 1064 nm. Finally, the decrease in the average effective size of the scatterers further increases the number of scattering sites and consequentially the scattering (Nilsson \textit{et al.} 1998).

Optical sensing, therefore, presents a potential modality for monitoring lesion formation in tissues such as breast, brain, and prostate, where optical access is facilitated by characteristically low absorption, particularly when compared with highly vascularized tissues such as kidney and liver. However, as mentioned earlier (Chapter 1 and 2), light is highly scattered in most of biological tissues, resulting in a diffusive optical field that limits spatial resolution to approximately 5 mm (at best) for penetration depth of order centimeters (Boas \textit{et al.} 2001).
In this chapter, AO sensing is proposed as a technique to monitor, in real time, the formation of non-cavitating lesions from HIFU exposures in excised chicken breast. The formation of a lesion results in a measurable increase in the optical absorption and reduced scattering coefficients, which in turn would induce a reduction in the amplitude of the AO signal amplitude (Sakadzic and Wang 2005; Lai et al. 2009a). The sensing technique is based on the AOI system described in Chapter 3 and modified to allow for real-time monitoring of a fixed volume using a lock-in amplifier to enhance the SNR. Since the same HIFU beam is used to simultaneously form the lesion and pump the AO response, registration between the sensing and therapy modalities is automatic and the system is used to both monitor the onset of lesion formation and estimate the resulting lesion volume in real time.

5.3. Materials and methods

Fig. 5.4 shows a schematic of the experimental apparatus used for this study. It is comprised of four sub-systems: a HIFU system to provide both the local heating and ultrasound modulation; a GaAs photorefractive crystal-based AOI system described in Chapter 3 to detect the local optical properties of the tissue; an active cavitation detection (ACD) system using a conventional ultrasound imaging system to determine whether or not boiling is generated during the exposure; and finally, a passive cavitation detection (PCD) system using a single element transducer to monitor the broadband emissions from the potential inertial cavitation. Figure 5.5 is a photograph showing the arrangement of
HIFU/PCD transducers, diagnostic ultrasound probe, and incident light beam with respect to the experiment sample.

Figure 5.4 A schematic of the experimental setup used in this study. XYZ- optical system coordinate (with Z as the vertical axis); VBS- variable beam splitter; BE$_1$, BE$_2$- beam expander; M$_1$, M$_2$- mirror; TUP- Terason ultrasound probe (acoustic axis along the Z axis); WT- tank filled with degassed water; S- degassed chicken breast sample; UT$_1$- HIFU transducer; UT$_2$- ultrasound transducer for passive-cavitation detection (PCD); L$_1$, L$_2$- lens; HV AC- high voltage AC electrical field; PRC- photorefractive crystal; BPF- band-pass filter; APD- avalanche photodiode; AF- active filter; LA- lock-in amplifier; FG- function generator; Amp- power amplifier; IMN- impedance matching network; PA- preamplifier; HPF- high-pass filter; Scope- Oscilloscope; SYNC- synchronizing output; Trg- trigger signal; Ref- reference signal.
5.3.1. **Ex-vivo tissue sample preparation**

*Ex-vivo* chicken breast was used as experiment sample for this study. Chicken breasts were purchased 24 hours prior to the experiment from a local grocery store (Shaw’s Allston, Boston, MA, USA). The tissue samples were cut from the chicken breasts to a size of 50x50 mm along both the X and Z axes and 15-30 mm along the Y axis (Fig. 5.6 a-b). The cut tissue samples were degassed in 1% phosphate buffered saline solution (PBS, BP665-1, FisherBiotech, NJ, USA) for 3 hours (Aspirator Pump, Model 7049-00, Cole-Parmer Instrument Company, Ill, USA). Then the sample was mounted in an acrylic holder that was designed to hold the tissue sample through gentle compression with two plates in the Y direction (Figure 5.6c-d). The sample and the holder were then submerged
in a large tank (400x180x160 mm$^3$) filled with freshly degassed (for 1 hour) water as shown in Figure 5.5. The tissue holder was attached to a three-dimension automated translation stage (VXM, Velmex, NY, USA) that allowed the sample to be positioned accurately with respect to the HIFU focus.

Figure 5.6 Preparation of chicken breast sample. (a), (b): cut tissue sample in the XZ and YZ planes, respectively; (c), (d): degassed tissue sample mounted in the holder.

In this study, 2 or 3 lesions were produced in each sample, with a minimum separation of 10 mm along the Z axis between neighboring lesions. The focal peak of the HIFU was approximately 16 mm into the tissue along the X axis. To ensure that subsequent lesions are generated from the same initial conditions, a minimum of 3 min
wait time was used between exposures to allow for tissue cooling. In addition, a thermometer was used to monitor the water temperature at two hourly intervals for each experiment, giving a mean value of 21 ± 2°C.

5.3.2. HIFU exposure sub-system

In typical AOI systems, the AO interaction was driven by continuous wave ultrasound (Wang et al. 1995), millisecond-duration ultrasound bursts with low duty cycle (Kim et al. 2006) or short ultrasound pulses (Murray et al. 2004). In the present study, the AO response was driven by a HIFU field, a 1.1 MHz sine wave that was 100% amplitude modulated using a 50 Hz square wave, yielding a pulse train possessing a 50% duty cycle (Figure 5.7), which serves to generate both the AO response and the local heating in tissue during the exposure at the same time.

![Figure 5.7 The amplitude modulated sinusoidal waves with central frequency of 1.1 MHz during the HIFU exposure. The modulation frequency is 50 Hz and the duty cycle is 50%.](image_url)

Figure 5.7 The amplitude modulated sinusoidal waves with central frequency of 1.1 MHz during the HIFU exposure. The modulation frequency is 50 Hz and the duty cycle is 50%.
The modulated signals were excited from a function generator (33120A, Agilent, CA, USA), programmed by a personal computer (Dimension 4600, Dell, TX, USA) as shown in Figure 5.4. This function generator also provides a 50 Hz reference signal to the lock-in amplifier, and a trigger signal for data acquisition on the oscilloscope, which will be further mentioned in the following sections. The output of the function generator was attenuated by 20 dB before being sent to a power amplifier (55dB, A150, ENI, NY, USA), whose output was connected to an impedance matching network. The output of the impedance matching network was monitored with a high-impedance voltage probe, which was connected to an oscilloscope (LC334A, LeCroy, NY, USA) and served as an indicator of HIFU pressure amplitude. In a separate measurement performed in degassed water, the driving voltage into the HIFU transducer was mapped to acoustic pressure at the focus using a calibrated fiber optic fiber hydrophone (100 µm fiber diameter, FOPH500, RP Acoustics, Leutenback, Germany).

A 70 mm-aperture, spherically focused single-element piezoelectric transducer (H102, Sonic Concepts, WA, USA) with a 20 mm-diameter central hole was used as the HIFU source (UT₁ in Figure 5.4) in this study. The acoustic beam profile was measured under a peak positive pressure of 9.5 MPa in water using the fiber optic hydrophone. The 6 dB full width half maximum (FWHM) of the focal region was measured to be 10.5x1.6x1.6 mm³. The acoustic axis of the HIFU transducer was aligned perpendicular to the incident light beam such that the focal point intersected with the center of the incident laser beam.
Table 5.1 HIFU Exposure Parameters

<table>
<thead>
<tr>
<th>Group</th>
<th>Duration (s)</th>
<th><em>Peak pressure (MPa)</em></th>
<th>‡Peak intensity (W/cm²)</th>
<th>Number of exposures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>40</td>
<td>8</td>
<td>2100</td>
<td>72</td>
</tr>
<tr>
<td>Group 2</td>
<td>5-60</td>
<td>6-10</td>
<td>1200-3300</td>
<td>87</td>
</tr>
<tr>
<td>Group 3</td>
<td>‡</td>
<td>10</td>
<td>3300</td>
<td>157</td>
</tr>
<tr>
<td>Group 4</td>
<td>25-75</td>
<td>10</td>
<td>3300</td>
<td>189</td>
</tr>
</tbody>
</table>

* Free field peak positive pressure, calibrated in water.
‡ Approximated free-field spatial-peak temporal-peak intensity from equation $I = \frac{P_0^2}{2\rho\nu_a}$, where $P_0$ is the peak positive pressure in water; $\rho$ is the mass density of water, 1000 kg/m³; and $\nu_a$ is the sound speed in water, 1500 m/s.
‡ Determined by changes in the AO response during the exposure.

Table 5.1 details the exposure parameters used in this study. The acoustic intensities were chosen in order to necrose tissue while avoiding the generation of inertial cavitation and/or boiling. Two study groups were used to explore how AO response change is related to lesion formation under the same (Group 1) or different (Group 2) exposure parameters. The exposures in a third category (Group 3) were used to investigate the feasibility of using the AO response to dynamically guide the exposure duration in order to obtain more consistent and repeatable lesion volumes compared with exposures of a fixed duration (Group 4). The pressure amplitudes shown in Table 5.1 refer to free field peak-positive pressures measured in water, and the corresponding spatial-peak temporal-peak acoustic intensities were approximated from these pressure measurements.
5.3.3. AO sensing sub-system

The PRC-based AOI system described in Chapter 3 is used in this study. An important distinction in the present case, however, is that the output from the photodetector was preamplified (20 dB) and low-pass filtered (at 500 kHz) by an Active Filter (Model 3940, Krohn-Hite, MA, USA), and then fed directly into a lock-in amplifier (LA) (SR830, Stanford Research System, CA). The 50 Hz HIFU modulation signal served as the reference signal for the LA. This resulted in the real-time output from the LA being proportional to the RMS value of the DC offset signal. The LA output was recorded on a personal computer and served as a measure of the AO interaction strength averaged over the 30 ms integration time of the LA.

An example of an averaged AO signal waveform obtained under a relatively low focal pressure (1 MPa peak positive) in ex-vivo tissue is illustrated in Figure 5.8. Acquisition of this signal took approximately 20 s (1,000 averages) in order to reach the required SNR level. The APD output possessed a maximum of $V_0$ in the absence of the HIFU field. At time $t_0$ the HIFU field was present in the interaction region, resulting in tagged photons and a corresponding voltage offset, $V_{pp}$. Subsequently, when the HIFU field was off at time $t_0 + 10$ ms, the APD output gradually returned to $V_0$ at a rate that was governed by the response time of the PRC crystal. This trend was repeated for each modulation cycle of HIFU field.
Figure 5.8 An example of time domain AO signal monitored at the APD output under a relatively low ultrasound focal pressure (1 MPa peak positive) in ex-vivo chicken breast. The waveform was obtained by coherently averaging over 1,000 sweeps (10-ms HIFU bursts) which took more than 20 s. No lesion was formed in this case.

It should be pointed out that the exposure parameters used for this example were not sufficient to lesion the tissue, which resulted in a constant value for $V_{pp}$. However, if the optical properties of the tissue had been affected through the formation of a lesion, the increased attenuation would reduce the number of “tagged photons” and the depth of modulation (Sakadzic and Wang 2005; Kothapalli et al. 2007; Lai et al. 2009a). Therefore $V_{pp}$ would be reduced over time, as the lesion grows in size. Since the averaged waveform in Figure 5.8 took up to 20 s to acquire, simple time averaging is not suitable for real-time monitoring. The LA was implemented in this study to increase this speed by virtue of the reduced bandwidth afforded by lock-in detection (i.e. less noise).
We set the LA integration time constant to 30 ms, with a 12 dB/octave roll off. The continuous output of the LA, denoted as \( S(t) \), was proportional to the RMS of \( V_{pp} \). This value was streamed and recorded on the personal computer at a rate of 7 Hz and displayed as a function of exposure time.

The value of AO signal amplitude varied from sample to sample (Lai et al. 2009), so the value of \( S(t) \) of each exposure was recorded and normalized as \( NS(t) = S(t) / S_0 \), where \( S_0 \) was the initial value for each exposure, and it was defined in this study as the mean value of \( S(t) \) measured in the time window of 2-5 s from the start of the exposure, when no lesion was formed. The change of AO signal amplitude during the exposure was then quantified as

\[
\Delta S(t) = |NS(t) - 1| \times 100\% = \left| \frac{S(t)}{S_0} - 1 \right| \times 100\% .
\]  

(5.1)

### 5.3.4. Passive cavitation detection

A 7.5 MHz single element, focused transducer (140-710-S, Olympus, MA, USA, diameter 15.9 mm, focal length 57 mm), was used as a passive detector (UT\(_2\) in Figure 5.4) of cavitation noise and installed in the central aperture of the HIFU transducer, aligned concentrically, coaxially and confocally with respect to the HIFU field as shown in Figure 5.9. During the HIFU exposure, this transducer functions passively, receiving acoustic signals originating from its focal region, which was also the focal region of the HIFU field.
The acoustic signals sensed by this “passive cavitation detector” (PCD) originate from two mechanisms: (a) the scattering of the fundamental and the non-linear components of the HIFU field from tissue inhomogeneities and/or bubbles and (b) the broadband acoustic emissions from bubbles (Leighton 1997). The detected signals were high-pass filtered at 5 MHz (F5081, Allen Avionics, NY, USA) in order to minimize the HIFU fundamental and the first three harmonics of the detected signals. The filtered signals were then amplified by a low noise preamplifier (40 dB, Model 5185, EG&G, MD, USA) and recorded using the oscilloscope (Figure 5.4). The oscilloscope was triggered by the function generator corresponding to the start of a HIFU burst, and the PCD traces were digitized at a rate of 25 Msample/sec with a window of length of 200 µs (with a delay of 72 µs to allow for time of flight of the HIFU field and any emissions from the focal region). The digitized signals were downloaded through the GPIB interface to the personal computer, at a constant rate of 7 Hz. The data transfer time
ultimately limited the speed of acquisition used in this study. After the exposure, the PCD signals were processed in Matlab (McLaughlan 2008; Farny et al. 2009) to obtain the level of broadband acoustic emissions, which served as an indication for inertial cavitation in the HIFU/PCD confocal volume. The gray, real curve in Figure 5.10 shows the corresponding PCD signal, which remained between 0.3-0.4 volts during the exposure, indicating that no inertial cavitation was detected during the exposure. In the comparison, the black, dashed curve in Figure 5.10 shows an example of PCD broadband emission as a function of time when inertial cavitation was generated during another exposure in another tissue sample with the signal associated with cavitation beginning at approximately 27 s.

Figure 5.10 The PCD broadband emission as a function of exposure time from two exposures. The real and dashed curves represent the scenario without and with the presence of inertial cavitation during the exposure, respectively.
5.3.5. Active cavitation detection

A commercially available diagnostic ultrasound imaging system (TUP in Figure 5.4), Terason 2000 (Terason Tech, MA, USA) employing a 128-element, 38-mm aperture linear probe (10L5, center frequency of 7.5 MHz, focal distance set at 50 mm) was used to image the tissue samples and sense the onset of hyperechogenic regions associated with stable cavitation and boiling. The array was aligned parallel to the propagation direction of the HIFU field (X axis) and perpendicular to the light path. It was aligned such that the focal peak of the HIFU was approximately in the centre of the array and 50 mm away from the transducer along the imaging acoustic axis. B-mode ultrasound images were acquired immediately before and after each HIFU exposure. The presence of boiling was identified through the changes in hyperechogenicity in the focal region of the HIFU transducer (Rabkin et al. 2006) as shown in Figure 5.3.

5.3.6. Characterization of the lesion volume

The lesion volume was estimated for each exposure. Each sample was dissected using a skin-graft knife (SM9940, Cincinnati Surgical Company, OH, USA). They were first cut along the approximate position of the HIFU focal plane (Figure 5.11a) in order to identify the centre of the lesion in the Y direction, and then along the XZ plane to expose the central cross-section of the lesion. A photograph of this cross-section, with a millimeter scale rule, was taken using a digital camera (M763, Kodak, NY, USA) for every lesion. Figure 5.11(a) shows an example photograph of a lesion cross-section produced by a 3300 W/cm$^2$ (free field peak intensity, 10 MPa peak pressure) 50 s exposure, with the
HIFU propagating from left to right along the X axis. A Matlab routine was developed to identify the lesion boundary in the tissue based on an iso-intensity contour threshold method, as shown in Figure 5.11(b).

Figure 5.11(a) A cross-section photo of a lesion produced in \textit{ex-vivo} chicken breast by a 3300 W/cm² (peak intensity, 10 MPa peak pressure) and 50 s exposure. The HIFU direction was from left to right, with its focus plane 16 mm into the tissue along the X direction. (b) The photograph of the lesion with its boundary outlined by dashed black lines.

For volume estimation it was assumed that the lesion was axis-symmetric. This is a reasonable approximation for this study which employed relatively homogeneous tissue samples devoid of large structural defects like big blood vessels, and did not employ
acoustic intensities sufficient to induce inertial cavitation activity or boiling. The lesion volume, denoted as $LV$, was estimated using the equation

$$LV = \sum_{i=1}^{N} \left\{ \pi \left( \frac{W_i}{2} \right)^3 / C_p \right\}, \quad (5.2)$$

where $N$ is the total amount of pixels along the length of the lesion, $W_i$ is the lesion width at acoustic position $i$, and $C_p$ is the pixel calibration factor, defined as the number of pixels per mm distance in the cross-section photograph. The same procedure was performed for all lesions in the study, which could then be compared with their corresponding AO signal amplitude reduction ($\Delta S(t)$). It should be mentioned here that this calculation of lesion volume is more representative of the true geometry than describing the lesion as a circular cylinder or perfect ellipsoid (Meaney et al. 1998). Although we do assume axis-symmetric, it must also be noted that the act of removing the sample from the tissue holder might have led to geometric deformation sufficient to modify the measured dimensions of the lesion (Zheng and Vaezy 2008).

5.4. Experiment results

Figure 5.12 (a) shows a typical non-normalized AO signal amplitude plot $S(t)$, from a single 3300 W/cm$^2$ (10 MPa peak pressure) 40 s HIFU exposure in ex-vivo chicken breast. The figure shows $S(t)$ increased from 0 to 29 mV in less than 1 second after the HIFU was turned on. Between 2-5 s, $S(t)$ had a mean value $S_0 = 29.5$ mV with a standard deviation of 0.29 mV. After 8 s, $S(t)$ started to decrease and obtained a value of 14.9
mV by the end of the exposure. Figure 5.12 (b) shows the corresponding PCD broadband emission as a function of time, indicating that no inertial cavitation was detected during this exposure. Two B-mode images acquired immediately before and after this non-cavitating exposure are displayed in Figure 5.12 (c) and (d), where the dashed box indicates the approximate position of the HIFU focus. No change in echogenicity was observed as a result of this exposure, suggesting that no boiling occurred. Figure 5.12 (e) shows the cross-section photograph of the lesion generated from this exposure, where the HIFU propagated from left to right along the X axis. With Eq. (5.2), the volume of this lesion was estimated to be 252 mm$^3$. Although no evidence of this lesion was identifiable from the B-mode images, the reduction in $S(t)$ during the exposure indicates a change in the optical properties of the sample.
Figure 5.12 Examples for a typical 3300 W/cm² (peak intensity, 10 MPa peak pressure) 40 s exposure in *ex-vivo* chicken breast: (a) non-normalized AOI amplitude as a function of exposure time; (b) PCD signal as a function of exposure time; B-mode ultrasound images acquired immediately (c) before and (d) after the exposure (the dashed box indicates the approximate location of the HIFU focus); (e) A photograph of the cross-section of the lesion generated by this exposure (HIFU field propagated from left to right, and the bar length represents 5 mm spatially).
Figure 5.13 Normalized AO signal amplitude as a function of time for three HIFU exposures in one single tissue sample with the same peak intensity (3300 W/cm$^2$, 10 MPa peak pressure) but different durations of (a) 5 s, (b) 30 s, and (c) 40 s; (d) Photographs of the cross-sections.

In order to demonstrate how the AO signal is affected by lesion size, three exposures were performed in a single tissue sample at different locations along the Z direction. Each exposure had the same peak intensity (3300 W/cm$^2$, 10 MPa peak pressure) but the exposure times were 5, 30 and 40 s. Figure 5.13 (a)-(c) shows the normalized AOI amplitude, $NS(t)$, and the corresponding lesion cross-sections are
displayed in Figure 5.13 (d). For each of the exposures $NS(t)$ increased from 0 to 1 in less than 1 s after the HIFU exposure was turned on. The signal spiking observed in the initial rise of (b) and (c) was related with the set detection bandwidth of the LA. Between 2-5 s, $NS(t)$ had a constant value of $1.00 \pm 0.03$ for three exposures. For the 5 s exposure, there was no change in $NS(t)$ greater than $\pm 0.03$ throughout the entire exposure, which corresponded to no lesion present in the tissue. However, for the longer exposures, $NS(t)$ started to reduce around 5-7 s, ending at 0.45 for 30 s exposure and 0.28 for 40 s exposure (Figure 5.13b-c). The measured lesion volumes were 250 and 470 mm$^3$ respectively (Figure 5.13d), suggesting that the greater reduction in $NS(t)$ correlates with larger lesion volume. In both Figure 5.13(b) and (c), we interpret the knee of the $NS(t)$ curves at 5-7 second to indicate the onset of lesion formation.

In order to further explore the relationship between normalized AOI reduction, $\Delta S(t)$, and the corresponding ensuing lesion volume, 72 exposures were performed with fixed pressure and duration (Group 1, Table 1). A further 87 exposures were performed with varied pressures and/or durations (Group 2, Table 1) to further study how the relation between $\Delta S(t)$ and lesion volume was affected by the exposure parameters. For each of these exposures, the PCD signals and B-mode images confirmed the absence of inertial cavitation and boiling for all exposures in the study.
Figure 5.14 (a) The normalized AO signal amplitude change $\Delta S$ as a function of resulting lesion volume for Group 1 (stars), and 2 (circles) exposures as well as the LSE fit for the data (line). The correlation between AO signal amplitude change and resulting lesion volume for Group 2 exposures were sorted according to the exposure parameters (b) sample source (c) and sample thickness (d). Each color symbol in (c) represents one sample cut from the same chicken breast.

Figure 5.14(a) shows the correlation of $\Delta S(t)$ with the measured lesion volume for Groups 1 (green stars) and 2 (red circles) as well as the least square error (LSE) power fit for the measurements (purple line). From Group 1 data, it can be seen that when using the same pressure and exposure duration, the ensuing lesion volumes were broadly
distributed, ranging from 0 to 205 mm$^3$. However, despite this large distribution in lesion volume, the level the level of $\Delta S(t)$ nevertheless is correlated with the measured volumes. This data indicates the measured reduction in AO signal level is a much better predictor of lesion formation than the acoustic source driving parameters. The correlation between $\Delta S(t)$ and lesion volume remained consistent when different exposure parameters were employed as shown from the Group 2 data in Figure 5.14(a). The Group 2 data is re-plotted in Figure 5.14(b)-(d), with the symbols in each plot corresponding to different experimental parameters. In Figure 5.14(b), each symbol corresponds to a given exposure pressure and time, while in Figure 5.14(c) the symbol represents measurements on a different chicken breast. Finally in Figure 5.14(d) the symbols indicate whether the sample is thick (> 20mm) or thin (< 20mm). Taken as a whole, Figure 5.14 serve to underscore the wide variety of samples tested and the fact that $S(t)$ tends to track lesion volume irrespective of exposure parameters, sample source and geometry.

For HIFU treatments, it is imperative to ensure that the desired target volume is necrosed while the neighboring healthy tissues are not adversely affected. Therefore, predictable and repeatable shapes and sizes of necrosed regions are required to avoid inadequate or excessive heating. In order to use AO sensing to guide HIFU therapy in real time, measurements of the instantaneous $S(t)$ were continuously streamed to the computer at a rate of 7 measurements per second. HIFU exposure was continued until $\Delta S(t)$ equaled or exceeded the user preset threshold AO change at which point the HIFU exposure was immediately terminated. A flow chart of the exposure process is given in Figure 5.15.
To demonstrate the efficacy of this approach compared with exposures employing fixed time durations, 157 repeat exposures (Group 3, Table 5.1) were performed at the same peak intensity (3300 W/cm², 10 MPa peak pressure), with the exposure duration regulated in real time by the method described above. These were compared with another series of 189 exposures at a fixed intensity (Group 4, Table 5.1) but a number of preset exposure durations. Table 5.2 shows the mean and standard deviation of the resulting exposure durations corresponding to each $\Delta S_p$ for Group 3, and Figure 5.16 illustrates the distribution of the resulting lesion volumes as a function of (mean) exposure durations for Groups 3 and 4. As we can see from Figure 5.16, when the exposure durations and/or the mean of lesion volumes were approximately equivalent, a 30-40% decrease in the standard deviation of the lesion volumes was obtained when a preset AO reduction threshold was used as the criteria to guide the exposures. In addition, the lesion volumes shown in Figure 5.16 for different $\Delta S_p$ agree quite well with the estimated lesion volumes based on the LSE fit in Figure 5.14(a).
Table 5.2 Mean and standard deviation (STD) of durations for Group 3 exposures

<table>
<thead>
<tr>
<th>$\Delta S_p$ (%)</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (s)</td>
<td>25</td>
<td>31</td>
<td>38</td>
<td>57</td>
<td>67</td>
</tr>
<tr>
<td>Standard deviation (s)</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>15</td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 5.16 Lesion volumes as a function of exposure duration for exposures guided by AO response (circles, with 20, 30, 40, 50 and 60% preset $\Delta S_p$ from left to right) and exposures with fixed durations (squares, with 25, 30, 40, 50, 60, and 75 s from left to right). The height of the position and the error bar represent the mean value and the standard deviation of the lesion volumes, respectively.
5. 5. Discussion

5.5.1. AO monitoring of exposures

The objective of this study was to develop an integrated AO sensing system to monitor the onset and growth of HIFU lesions in ex-vivo chicken breast in real time. The amplitude of the detected AOI signal was affected by a number of parameters which included the amount of light reaching the AO interaction region, the optical path length through the tissue, the characteristics of the ultrasound field, the characteristics of the PRC configuration (size, absorption coefficient and TWM gain coefficient), as well as the optical properties of the AO interaction region (Lai et al. 2009). During the process of HIFU exposure, the reduction of AOI amplitude in Figure 5.12 (a) was associated with an increase in optical absorption and scattering coefficients due to the formation of a lesion within the AO interaction region, the existence of which was confirmed by the cross-section photograph. We note that lesions created in this study were unable to be visualized with B-mode ultrasound and likely this was due to the absence of cavitating bubbles, which highlights the need for a more robust detection method.

It was found (Figure 5.13a-d) that the AOI response was correlated with the lesion volume. The extent of tissue damage depends on a number of factors, such as the profile and the intensity of the HIFU field, exposure duration, acoustic path length in the tissue, as well as the physical properties and the functional status of the overlying tissues between the transducer and the focal region (ter Haar 1995; Meaney et al. 1998; Wang et al. 2003). Samples that were found to contain large blood vessels upon subsequent
dissection photography were excluded from the data set in this study. Despite constant HIFU pressure and exposure duration, large variations in the ensuing lesion volumes were observed (Figure 5.14a, Group 1), likely due to inhomogeneities in the tissue samples, which can cause acoustic reflection, refraction, scattering and diffraction (Wang et al. 2003). The large variations in lesion volumes were in agreement with previously published data (ter Haar et al. 1989; Meaney et al. 1998; Wang et al. 2003; Li et al. 2006).

Interestingly, the normalized AO signal amplitude of an exposure changed proportionally with the volume of the resultant lesion (Figures 5.14a-d), and the correlation was unaffected by the exposure parameters, sample source and sample geometry at the given range. This is the case because the normalized AO signal amplitude reduction, as discussed earlier, was solely caused by the formation of a lesion. The larger the volume of such a lesion, the fewer the number of photons “tagged” by the ultrasound, resulting in a greater reduction in AO signal. Therefore, the change in AO response during exposure could potentially be used to determine the onset and development of a HIFU lesion. This is of significance since real-time feedback of lesion formation is still a challenge for HIFU treatments.

5.5.2. AOI-guided exposures

To guarantee the efficacy of HIFU treatments it is important to ensure that the desired tumor volume is necrosed while damage to neighboring healthy tissues is kept to a
minimum. Therefore, the ability to predict consistently the size and shape of necrosed regions is of importance. Unfortunately, the volumes of individual lesions, many of which would be required to ablate a complete tumor, can vary due to the aforementioned factors. As a result, inadequate or excessive heating might be employed in practice, resulting in incomplete tumor ablation or damage of healthy tissues. In this study, the use of AO sensing was proposed as an exposure-guidance method in order to obtain less variability in lesion volume (Figure 5.15). Statistical analysis of the measurements (Figure 5.16) demonstrated significant improvements in the consistency and repeatability of individual lesion volumes by using feedback from AO sensing in contrast with using fixed exposure parameters to guide tissue necrosis. It should be mentioned at this point that these measurements were performed in relatively homogeneous chicken breast samples, representing the best scenario for HIFU exposures. For in vivo applications, exposures with fixed duration would produce more diverse lesions in terms of volume, whereas the AOI-guided exposures should be immune to such changes as the AO response is normalized to the initial level for each exposure. These suggest that AO sensing could potentially be used to improve treatment planning and efficacy evaluation.

5.5.3. Limitations of lesion detection

In our experimental setup, accurate prediction of lesion volume was limited by the size of the HIFU focal volume, which consequently limits the AO sensing volume. (AO signal strength is roughly quadratic in the pressure amplitude (Lai et al. 2009).) This effect was reflected in the correlation curve in Figure 5.14. When the lesion volume was less than 40
mm\(^3\) (corresponding to the contour volume of FWHM of the peak pressure), \(\Delta S(t)\) increased approximately linearly with the lesion volume, as expected. Above 40 mm\(^3\), however, the curve plateaued due to the pressure contours of the HIFU field, outside of the main focal zone, giving a lower detection sensitivity for AO. In order to accurately detect or guide the formation of larger legions, the AO sensing region could be expanded by using an additional transducer with a larger focal field to pump the AO interaction, provided this larger beam does not exceed the optical illumination region.

### 5.5.4. Influence of inertial cavitation

![Figure 5.17](image)

Figure 5.17 Lesion photos (a) along the focal plane and (b) in the XZ plane when the HIFU field propagated across a big blood vessel in an *ex-vivo* chicken breast sample.

As mentioned previously, the data reported in this study were obtained using HIFU exposure intensities that are too low to generate inertial cavitation in the tissue in most instances. However, when the HIFU beam traversed across large blood vessels, as shown in Figure 5.17, four out of five 10 MPa, 40 s HIFU exposures (these five data set were not included Table 5.1) resulted in inertial cavitation being detected by the PCD (the red
curve in Figure 5.18). The corresponding AO signal amplitude as a function of time is also shown in Figure 5.18.

![Figure 5.18 The PCD broadband emission (dashed line) as a function of time when inertial cavitation activity was detected during a HIFU exposure and an example of corresponding AO response (real line) as a function of time.](image)

As we can see from Figures 5.17 and 5.18 that the existence of structural defects like large blood vessels increases the possibility of generating inertial cavitation, which in turn serves to distort the orientation and shape of the lesion. The bubble activity excited pre-focally serves partially “block” the propagation of HIFU field to into the focal region. This so-called “shielding” effect may account for the sudden reduction in AO signal
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amplitude in Figure 5.18, as the ultrasound modulation is proportional to the square of the \textit{in situ} ultrasound pressure amplitude in the AO interaction region. Thus when there is inertial cavitation, the correlation between $\Delta S(t)$ and the lesion volume breaks down, as shown in Figure 5.19. The deviation originates primarily from the erratic reduction in $S(t)$ and the increased error in lesion volume estimation based on Eq. (5.2). The physical mechanisms and potential consequences of these phenomena, however, require further study.

Figure 5.19 The relationship between AO signal amplitude change and lesion volume for four exposures (triangles) when inertial cavitation occurred during the exposure.
5. 6. **Summary**

In this Chapter we describe a series of experiments in which the GaAs PRC-based AO sensing system was modified and used to sense and monitor, in real time, the formation of lesions under HIFU exposures. The same HIFU field induced tissue heating and pumped the AO interaction. Because the same acoustic beam was used for both therapy and sensing, alignment was automatic. The AO signal amplitude change during exposure correlated with the resulting lesion volume, which suggests that AO sensing could improve the efficacy of HIFU exposure evaluation in organs that support diffusive optical fields; notably breast, brain, and prostate. The use of AO sensing for real-time feedback yielded a 30-40% improvement in the consistency of resultant lesion volumes, compared with fixed duration exposures. Although the system was not optimized for *in vivo* trials, this exploratory study indicates that *in vivo* HIFU guidance using AO sensing may indeed be feasible. Moreover the technique studied in this paper is not limited to HIFU therapy, but could potentially be used for treatment monitoring of other thermal ablation therapies such as laser and microwave.
Chapter 6

Summary and Conclusions

6.1. Objectives and goals

The overall goals of this research are to (a) better understand the nature of ultrasound-induced modulation of diffusive light in turbid media, (b) design and construct a photorefractive crystal-based AO imaging system operating in the near infrared optical wavelength regime, and (c) use this system to quantitatively measure the optical properties of tissue mimicking materials and for real-time monitoring of HIFU treatment process. To fulfill these objectives, studies in four topics have been thus far performed and documented in the dissertation.

6.2. AO sensing in the NIR

The physical principles of ultrasound-induced modulation of diffuse light are discussed in the context of an analytical model based on the two acknowledged mechanisms for light-sound interaction: periodic variations in medium refractive index and periodic optical scatterer displacement. It is shown that the optical phase modulation due to each mechanism, when acting independently, is proportional to the square of ultrasound focal pressure amplitude and averaged number of scattering events. When the acoustic
wavelength is large compared to optical mean free path length, the phase increments
induced in consecutive scattering events by both mechanisms are somewhat correlated,
probably because the phase of the sound field is relatively constant along the optical path.
Moreover, there is non-negligible correlation between phase increments due to the
aforementioned mechanisms, which is destructive (negative) and possesses a magnitude
that is also proportional to focal pressure amplitude squared and averaged number of
scattering events. The strength of the net optical phase modulation induced by ultrasound
decreases with ultrasound frequency and optical transport coefficient (sum of absorption
and scattering coefficients), which has been confirmed experimentally in previous studies.
This dependence of modulation strength on optical properties functions as the theoretical
foundation for quantitative optical measurements using pressure contrast AO sensing, a
new approach developed in the research.

A GaAs photorefractive crystal-based AO system operating at 1064 nm optical
wavelength is successfully developed and deemed more suitable for sensing in tissue and
tissue like phantoms. The characterization, optimization, and operational theory of this
system are detailed. This system serves as the experimental platform in the study.

A modified approach, based on standard AO sensing techniques, is developed to
quantify the optical properties of diffuse media. We measure the ratio of standard AO
signals generated when insonifying the same sample volume with successive, short-
duration ultrasound pulses at two different focal pressures. The resulting “pressure
contrast signal” (PCS), is solely dependent on the mean phase shift imparted on the
diffusive light from the ultrasound perturbation. Once calibrated for a particular
ultrasound pulse shape and pressure set, the PCS yields a direct measure of the spatially averaged optical transport attenuation coefficient within the AO interaction region. It is also shown that the PCS measurements yield materials properties that consistent in either homogeneous media or embedded optical inhomogeneities. Experiments further demonstrate that pressure contrast AO sensing can potentially be used for (a) detecting/imaging the optical inhomogeneities in tissue and (b) producing a quantitative measure of the optical properties of optically diffuse media without \textit{a priori} knowledge of the background media in which the heterogeneities are embedded.

\section*{6. 3. AO sensing for guiding HIFU therapy}

The fact that tissue optical absorption and scattering coefficients are irreversibly increased by the formation of thermally necrosed regions under HIFU exposure suggests that AO sensing techniques can be used for monitoring HIFU treatment in real-time. A fixed, focused ultrasound beam is used to induce tissue heating as well as pump the AO interaction, thereby automatically co-registering with AO sensing volume with the expected location of HIFU lesion formation. Experiments performed in \textit{ex-vivo} chicken breast demonstrate that the change in AO signal amplitude during an exposure is correlated with the resulting lesion volume, suggesting the AO sensing can be used to characterize the onset and subsequent development of a lesion in real time. Experiments using the AO response for real-time feedback to control HIFU exposure duration result in more consistent and predictable lesion formation when compared with results obtained with fixed HIFU exposure duration.
6.4. Suggestions for future work

Work performed in this dissertation, like the plurality of current studies in the area of AOI, was performed in either tissue-mimicking phantoms or *ex vivo* tissue. Further improvements are required to make this technique suitable for clinical trials.

6.4.1 Improvement of effective sensing depth

The most critical limitation of AOI technique comes from limited sensing depth in tissue caused by the typically low SNR of AO signals. Presently, the majority of AO systems (Murray *et al.* 2004; Ramaz *et al.* 2004; Sakadzic and Wang 2004; Bossy *et al.* 2005; Kim *et al.* 2006; Bossy *et al.* 2007; Li *et al.* 2008; Lai *et al.* 2009), including the one used in this study, employ CW lasers as the light source where the maximum permissible exposure (MPE) for safe clinical usage is strictly limited. In addition, only the light traversing the AO interaction region is modulated by the ultrasound, which is typically detected against a much stronger background of unmodulated light. The total amount of tagged light that can be collected outside the tissue sample is therefore small and the SNR poor. Even though the incident laser intensity (200 mW/cm$^2$) and the sample thickness in this study (less than 30 mm) did not test the upper limit of system sensitivity, the system described in this dissertation was not optimized for clinical applications, where relevant sensing depths are typically more than 50 mm (Wang 1998). Given recently reported progresses in increasing AO signal SNR by incorporating a pulsed laser with high peak intensity but low duty cycle (Rousseau *et al.* 2008; Rousseau *et al.* 2009) and/or the possibility of more efficient demodulators based on, for example, confocal Fabry-Perot
Interferometer (CFPI, Sakadzic and Wang, 2004) and spectral-hole burning crystals (SHBC, Li et al. 2008), we believe that deep-tissue, real-time imaging of tissue optical properties using AO sensing could become a reality. In addition, the enhancement in tagged photon flux afforded by greater peak laser intensity will speed up the response of PRC demodulators, helping to diminish the mitigating influence of room/platform vibration and/or physiological motion in vivo.

6.4.2 Improvement of sensing speed and image-guidance HIFU treatments

The improved system SNR discussed above can also facilitate faster pressure contrast AO sensing. For pressure contrast AO, the coherent average of a large number of ultrasound pulses (typically 10,000) are required to get a single AO scan line, from which a single PCS was computed. This procedure was then repeated several time (8-80 times in our experiments) to obtain an estimate of the mean PCS along the ultrasound scan line, a process that proved to be quite time consuming. Indeed, obtaining a pressure contrast AO image of an embedded optical inclusion in two dimensions with desirable contrast and resolution could take hours. With enhanced SNR, fewer samples will need to be averaged, reducing the time required to get a scan line and potentially allowing for quantitative optical sensing and imaging in vivo using pressure contrast AO.

For the HIFU treatment monitoring, the AO amplitude change, monitored in real time, was used as a metric to infer the size of the lesion formed in the tissue sample. However, with potential improvements in system SNR, real-time 2-D imaging of the HIFU focal region during the exposure may prove feasible, providing the location and
shape of the necrosed region. This could be accomplished by using a clinical ultrasound-imaging machine to both form B-mode structural images \textit{and} pump the AO response. This approach was used for imaging optical absorption contrast by Bossy \textit{et al.} (2005) in tissue phantoms and excised tissue samples.

\subsection*{6.4.3 Optical illumination and detection alignment}

The AO system described in this study employs a transillumination geometry in which the laser source and detector are on the opposite sides of the sample, and the ultrasound propagates perpendicular to the source-detector axis. This alignment, however, has severe drawbacks for medical imaging, for in many situations transillumination is impractical or might call for much larger penetration depths. A more convenient configuration is to install the source and detector on the same surface of the sample. The feasibility of this reflection configuration for AO imaging has been successfully demonstrated (Lev \textit{et al.} 2000; Granot \textit{et al.} 2001; Li and Wang 2004; Sakadzic and Wang 2004; Kothapalli and Wang 2009). However, it should be noted that the background (“untagged”) photon flux is much higher in a reflection geometry than in a transillumination geometry, which makes detection of the tagged photons emanating from deep within the tissue more challenging, which in turn could compromise signal SNR.
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