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Conditional Rewriting Modulo a Built-in Algebra

Jürgen Avenhaus and Klaus Becker

1 Motivation

Conditional equational specifications can be regarded as programs of a functional programming language with conditional rewriting as its computation mechanism. Whereas built-in concepts can be used in common programming languages, they usually are not available in rewrite environments.

In the following example, which is intended to define the greatest common divisor function over the natural numbers, it would be desirable to consider ‘+’ and ‘0’ as symbols with a predefined meaning, that agrees with the common interpretation of the symbols over the natural numbers. However, in most rewrite based specification environments these equations would not be "executable".

\[ g(x, 0) = x \]
\[ g(0, y) = y \]
\[ g(x + y, y) = g(x, y) \]
\[ g(x, x + y) = g(x, y) \]

Built-in concepts are attractive for several reasons:

- Built-ins allow programming at a higher level of abstraction. The “basic world of interest” can be assumed to be given, it need not be modeled in a bottom-up fashion.

- Built-ins possibly allow to gain efficiency, if appropriate built-in algorithms are available to treat the predefined structures.

- Built-ins can increase the expressive power of equational specification environments. By a built-in algebra we are able to describe “non-constructive” domains, as for instance real numbers, that cannot be characterized equationally.

\( ^1 \text{Fachbereich Informatik, Universität Kaiserslautern, W 6750 Kaiserslautern, Germany, email: avenhaus@informatik.uni-kl.de.} \)
The aim of this paper (for an extended version see [AvBe92]) is to present a general approach of how to integrate predefined objects and operations into rewrite based equational reasoning. There has been done some related work by Vorobyov [Vo89] about built-in arithmetic, by Kaplan, Choppy [KaCh89] and Walters [Wa90] about implementational aspects and Kirchner, Kirchner, Rusinowitch [KKR90] and Comon [Co92] about equational specifications with constraints.

2 Syntax

Let \( \Sigma_0 + \Sigma_1 \) be an “ordinary” flat functional signature enrichment. \( \Sigma_0 \) introduces the basic sorts and objects. The built-in structure over the basic domain is intended to be given by a \( \Sigma_0 \)-algebra — the built-in algebra. We assume for simplicity that the sorts in \( S_0 \) are not empty. \( \Sigma_1 \) introduces new function symbols over the basic sorts, which are intended to be partially defined by the equations of the specification. We thus mix semantically treated \( \Sigma_0 \)-symbols and syntactically treated \( \Sigma_1 \)-symbols. In order to allow separation between semantically and syntactically oriented operations, we restrict the range of the variables that occur in the equations: Variables are to be instantiated only by built-in objects resp. \( \Sigma_0 \)-terms.

In order to design this kind of restriction, we use a suitable order sorted interpretation \( \Sigma \) of \( \Sigma_0 + \Sigma_1 \), based on a copying process (see also [SNGM89], where the same approach is used to describe partial functions). Let \( F_0 \) be divided into \( F_0^{(=0)} \) and \( F_0^{(\geq 1)} \), the set of symbols from \( F_0 \) with an arity that is equal to 0 — the constants from \( F_0 \) — resp. greater or equal than 1.

**Definition 1** Let \( \Sigma_0 + \Sigma_1 = (S_0, F_0, D_0)+ (\emptyset, F_1, D_1) \) be a flat functional signature enrichment. \( \Sigma = (S,F,D) \) is said to be the hierarchical signature resp. order-sorted signature induced by \( \Sigma_0 \) and \( \Sigma_1 \) — written \( \Sigma = \Sigma_0 + \Sigma_1 \) — iff

- \( S = S_0 \cup S_0^\wedge \) where \( S_0^\wedge = \{ s^\wedge \mid s \in S_0 \} \) and
- \( F = F_0 \cup F_1 \) and
- \( D = D_0 \cup D^\wedge \cup D_{\text{sort}} \) where
  \[
  D^\wedge = \{ f: s^\wedge_1, \ldots, s^\wedge_n \to s^\wedge \mid f \in F_0^{(\geq 1)} \cup F_1 \text{ and } f: s_1, \ldots, s_n \to s \in D_0 \cup D_1 \} \text{ and }
  D_{\text{sort}} = \{ s \triangleleft s^\wedge \mid s \in S_0 \}.
  \]

Variables are introduced only for the base sorts in \( S_0 \). Let \( V = \bigcup_{s \in S_0} V_s \) be the union of disjoint infinitary sets \( V_s \) of variables for the basic sorts. \( \Sigma \)-terms are defined as usual. A conditional equation over \( \Sigma \) is a formula \( \bigwedge_{i=1}^n u_i = v_i \Rightarrow u = v \) such that \( u_i \) and \( v_i \) resp. \( u \) and \( v \) are sort compatible \( \Sigma \)-terms (see [SNGM89]).

**Definition 2** A specification with a built-in algebra \( (\Sigma = \Sigma_0 + \Sigma_1, E, A) \) consists of a hierarchical signature \( \Sigma \) induced by a flat functional signature enrichment \( \Sigma_0 + \Sigma_1 \), a set \( E \) of conditional equations over \( \Sigma \) and a term-generated (built-in) \( \Sigma_0 \)-algebra \( A \).
3 Semantics

We consider a specification $(\Sigma = \Sigma_0 \oplus \Sigma_1, E, A)$ with built-in algebra $A$. First, the meaning of the specification is characterized denotationally. The built-in algebra $A$ is taken into account by $E_A = \{ u = v \mid A \models u = v \; ; u, v \in \mathit{TERM}_0(\Sigma, V) \}$, the set of $\Sigma_0$-equations induced by $A$. The algebras that capture the denotational meaning of the specification are the order-sorted $\Sigma$-algebras that are models of $E \cup E_A$. These algebras have a “core”, constituted by the base elements, that contain a uniquely defined homomorphic image of the built-in algebra $A$. Further, they satisfy $E$, but due to our hierarchical concept in the following weak sense: Only assignments that (correctly) instantiate variables by “base elements” have to be taken into account.

Next we present an inference system, depending on $E$ and an additional set $S$ of $\Sigma$-equations, in order to define the semantics of the specification operationally. The rules of this inference system model (R)eflexivity, (S)ymmetry, (T)ransitivity, (C)ongruence and (E)-application (see [Ga91] for a similar approach).

\[(R) \quad \frac{}{u = u} \]
\[(S) \quad \frac{u = v}{v = u} \]
\[(T) \quad \frac{u = v, v = w}{u = w} \]
\[(C) \quad \frac{u_i = v_i}{f(u_1, \ldots, u_n) = f(v_1, \ldots, v_n)} \quad \text{if } f(u_1, \ldots, u_n), f(v_1, \ldots, v_n) \text{ are well-formed.} \]
\[(E) \quad \frac{\sigma(u_i) = \sigma(v_i)}{\sigma(u) = \sigma(v)} \quad \text{if } \bigwedge_{i=1}^{n} u_i = v_i \Rightarrow u = v \in E, \sigma(u_i) = \sigma(v_i) \in S. \]

We write $S \vdash_E u = v$ to indicate that $u = v$ can be derived from $S$ by the above inference rules (depending on $E$).

Let $\sim_{E,A} = \sim_{E,A}^*$ be the congruence relation on $\mathit{TERM}(\Sigma, V)$ induced by $A$. Note that if e.g. $x + y = y + x \in E_A$ and $f, a, b \in F_1$, then $f(a + b) \sim_A f(b + a)$, but not necessarily $f(a) + f(b) \sim_A f(b) + f(a)$, as $x, y$ cannot be instantiated by $f(a), f(b)$.

According to the intuition that built-in equivalences are given in advance, the inductive definition to follow starts with the congruence relation $\sim_A$. Let $\sim_{E,A}^0 = \sim_A$. For all $\Sigma$-terms $u, v$ let $u \sim_{E,A}^{i+1} v$ iff $u \sim_{E,A}^i v$ or $\sim_{E,A}^i \vdash_E u = v$. Finally, let $\sim_{E,A} = \bigcup_{i \geq 0} \sim_{E,A}^i$. Obviously, $\sim_{E,A}$ is a congruence relation on $\mathit{TERM}(\Sigma, V)$, the congruence relation induced by $E$ and the built-in algebra $A$.

The following “Birkhoff-theorem” states the equivalence of the denotational and operational semantics of the specification.

**Theorem 1** Let $(\Sigma = \Sigma_0 \oplus \Sigma_1, E, A)$ be a specification with built-in algebra $A$. Then for any $s, t \in \mathit{TERM}(\Sigma, V)$, $s \sim_{E,A} t$ iff $E \cup E_A \models s = t$. 
4 Rewriting

A conditional rewrite rule over \( \Sigma \) is a (directed) conditional equation \( \bigwedge_{i=1}^{n} u_i = v_i \Rightarrow u = v \), where all variables occurring in \( v, u, u_i, v_i \) also occur in \( u \), and where the left hand side \( u \) is a term of a sort in \( S_0^\wedge \). The latter condition, meaning that the left hand side of a rewrite rule has to contain a new symbol, is a kind of constructor preserving property, provided we interpret base terms as constructors. In addition, this condition assures that rewrite rules are always sort-decreasing, i.e. \( \text{sort}(u) \supseteq \text{sort}(v) \) (see [SNGM89] for the relevance of this property).

Next we define conditional rewriting modulo the built-in algebra \( A \), which is essentially conditional rewriting of \( \sim_A \)-equivalence classes.

**Definition 3** Let \( R \) be a set of conditional rewrite rules over \( \Sigma \) and \( s, t \in \text{TERM}(\Sigma, V) \). \( s \) rewrites to \( t \) modulo \( A \), written \( s \rightarrow_{R/A} t \), iff there exist terms \( s', t' \in \text{TERM}(\Sigma, V) \), an occurrence \( p \in O(s') \), a substitution \( \sigma \) and a rule \( \bigwedge_{i=1}^{n} u_i = v_i \Rightarrow u = v \in R \) such that

- \( s \sim_A s' \), \( s'[p \leftarrow \sigma(v)] = t' \), \( t' \sim_A t \) and
- for any \( i \in \{1, \ldots, n\} \) there exist \( u'_i, v'_i \in \text{TERM}(\Sigma, V) \) such that \( \sigma(u_i) \xrightarrow{R/A} u'_i \sim_A v'_i \xrightarrow{R/A} \sigma(v_i) \) (resp. \( \sigma(u_i) \xleftarrow{R/A} v'_i \sim_A u'_i \xleftarrow{R/A} \sigma(u_i) \)).

Let \( R \) be a set of conditional rewrite rules over \( \Sigma \). \( R \) is said to be **Church-Rosser modulo** \( A \) iff for any \( s, t \in \text{TERM}(\Sigma, V) \), \( s \sim_{R,A} t \) iff \( s \downarrow_{R/A} t \). \( R \) is said to be **confluent modulo** \( A \) (resp. **locally confluent modulo** \( A \)) iff for any \( s, s_1, s_2 \in \text{TERM}(\Sigma, V) \): if \( s \xrightarrow{R/A} s_1 \) (resp. \( s \xrightarrow{R/A} s_2 \)), then \( s_1 \downarrow_{R/A} s_2 \).

The following theorem relates the operational and rewrite semantics.

**Theorem 2** Let \( R \) be a conditional rewrite system over \( \Sigma \). Then \( R \) is Church-Rosser modulo \( A \) iff \( R \) is confluent modulo \( A \).

By Newman’s lemma, if \( \rightarrow_{R/A} \) is terminating, then \( R \) is confluent modulo \( A \) iff \( R \) is locally confluent modulo \( A \). Local confluence can be tested as usual by considering critical equations. For that reason we first generalize unification by introducing a suitable notion of constraints in order to be able to represent the solutions of an equation in a finite way.

A substitution \( \sigma \) satisfies a set \( S \) of \( \Sigma \)-equations modulo \( A \) resp. is an \( A \)-solution of \( S \) iff \( \sigma(s) \sim_A \sigma(t) \) for all \( s = t \in S \). A constraint \( \gamma \) is either a finite conjunction (or set) of \( \Sigma_0 \)-equations or one of the symbols \( \top \) ("solved by every \( \sigma \)") and \( \bot \) ("solved by no \( \sigma \)).

**Lemma 1** For any finite set \( S \) of \( \Sigma \)-equations one can compute a constraint \( \gamma_S \) such that \( S \) and \( \gamma_S \) have the same \( A \)-solutions.

**Definition 4** Let \( U \Rightarrow u = v \) and \( U' \Rightarrow u' = v' \) be two conditional rules over \( \Sigma \) that have no variables in common. Let \( p \) be a position in \( u \) such that \( u/p \) is no variable. Then the conditional equation \( \gamma_{u/p=v'} \land U \land U' \Rightarrow u[p \leftarrow v'] = v \) is called a (conditional) critical equation between the two rules.
Note that there exist no variable overlaps, since variables are introduced only for the base sorts and since the left hand sides of the rules have to be of a new sort. So we do not have to require \( R \) to be decreasing in order to prove local confluence, in contrast to the syntactical case (see [DeOk90]).

**Theorem 3** Let \( R \) be a conditional rewrite system over \( \Sigma \). If all conditional critical equations, that can be built from the rules of \( R \), are joinable modulo \( A \), then \( R \) is locally confluent modulo \( A \).

### 5 Termination

In this section we only sketch some ideas about how to prove termination of the rewrite relation \( \rightarrow_{R/A} \). Technical details can be found in the extended paper [AvBe92].

The equations from the example above do not induce a terminating rewrite relation modulo the natural number interpretation \( \mathcal{N} \), as \( g(x, 0) \sim_{\mathcal{N}} g(x + 0, 0) \) and hence \( g(x, 0) \rightarrow_{R/N} g(x, 0) \). We change the rewrite rules (3) and (4) by adding constraints.

\[
\begin{align*}
(3') & \ y > 0 = \text{true} \Rightarrow g(x + y, y) = g(x, y) \\
(4') & \ x > 0 = \text{true} \Rightarrow g(x, x + y) = g(x, y)
\end{align*}
\]

Now we may use the well-foundedness of the algebra \( \mathcal{N} \) wrt. \( > \) and \textit{true} and the fact, that \( \mathcal{N} \models y > 0 = \text{true} \Rightarrow x + y > x = \text{true} \) and \( \mathcal{N} \models x > 0 = \text{true} \Rightarrow x + y > y = \text{true} \), to conclude that \( \rightarrow_{R/N} \) is terminating.

We capture these ideas by a suitable recursive path ordering construction [De87]. First, conditions are divided into a constraint part and a rest part. A rewrite rule then has the form \( \gamma \land C \Rightarrow u = v \). Further, \( \Sigma_0 \)-terms are viewed as semantic units. For that reason we introduce a new constant \([u]\) for any \( \Sigma_0 \)-term \( u \). The terms to be considered consist of syntactic operators \( f \in F \) and semantic units \([u]\). The precedence, that allows to compare such terms by recursive decomposition, is constituted by the following three parts: (i) \( \preceq_{f} \), the given "syntactical precedence" that allows to compare syntactic operators, (ii) \( >_{H} = \{(f, [u]) \mid f \in F, u \in \text{TERM}(\Sigma_0, V)\} \), the "hierarchy precedence" that makes every term of a sort in \( S_0^\gamma \) greater than every \( \Sigma_0 \)-term, and (iii) \( \succeq_{0}^{(\gamma)} \), the "semantical base ordering system" that allows to compare semantic units.

The base ordering system provides an ordering for any constraint \( \gamma \). These orderings are assumed to satisfy some basic properties as well-foundedness and compatibility with the congruence relation \( \sim_{\mathcal{A}} \).

In the above example we can define for any \( \gamma \) a base ordering by \( \succeq_{0}^{(\gamma)} = \{([u], [v]) \mid \mathcal{N} \models \gamma \Rightarrow u \succeq v\} \), where \( \succeq \) is the normal ordering on \( \mathcal{N} \).

Let \( >_{\text{rpo}, \mathcal{A}}^{(\gamma)} \) be the recursive path ordering induced by the union of the above precedences (for any constraint \( \gamma \)). This construction allows us to lift semantic properties as compatibility with the built-in algebra \( \mathcal{A} \) from the base orderings (over \( \Sigma_0 \)-terms) to the recursive path orderings (over the \( \Sigma \)-terms).

We then obtain the following main result: If \( u >_{\text{rpo}, \mathcal{A}}^{(\gamma)} v, u_i, v_i \ (u_i = v_i \in C) \) for any rule \( \gamma \land C \Rightarrow u = v \), then rewriting by \( \rightarrow_{R/A} \) as well as the recursive evaluation of conditions is terminating.
References


We present a new Associative-Commutative matching algorithm. It is based on the syntacticity of associative-commutative theories. As shown by Tobias Nipkow, it is possible to build a matching algorithm from a resolvent presentation of an AC theory and we have shown how this algorithm can be improved in such a way that most redundant computations are avoided. The resulting algorithm has been implemented and, compared to the algorithms that solve the AC-matching problem using solving of inhomogeneous linear Diophantine equations, it gives much better performance, in particular a first match is computed several orders of magnitude faster.
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Order-Sorted Feature Theory Unification
Hassan Ait-Kaci

Order-sorted feature (OSF) terms generalize first-order rational terms whereby constructors become partially ordered sorts, and argument positions become symbolic feature symbols. Matching and unification are extended accordingly making OSF terms a more versatile data structure for symbolic programming than first-order terms, where unification is akin to inheritance among objects in object-oriented programming. In order to obtain the functionality of the latter more adequately, one also needs the notion of class or object template. This can be rendered very precisely as an OSF theory in the form of a monotonic mapping from sorts to OSF terms imposing structural constraints on objects using certain sorts. We will show how this may be done quite precisely and simply by achieving the template effect of a class hierarchy through a remarkably efficient unification algorithm modulo such an OSF theory. This algorithm does in effect lazy inheritance, importing a minimal amount of information from the theory to the OSF formula being normalized. Recursive classes, self-referring classes, and class attribute coreference are readily accommodated. The scheme extends also to disjunctive theories.

\[\text{Digital, Paris Research Laboratory, 85 Avenue Victor Hugo, F-92563 Rueil Malmaison Cedex, France, email: hak@prl.dec.com.}\]
Combination Techniques and Decision Problems for Disunification
Franz Baader, 1 Klaus U. Schulz 2

Abstract. Previous work on combination techniques considered the question of how to combine unification algorithms for disjoint equational theories E1, . . . , En in order to obtain a unification algorithm for the union E1 ∪ . . . ∪ En of the theories. Here we want to show that variants of this method may be used to decide solvability and ground solvability of disunification problems in E1 ∪ . . . ∪ En. Our first result says that solvability of disunification problems in the free algebra of the combined theory E1 ∪ . . . ∪ En is decidable if solvability of disunification problems with linear constant restrictions in the theories Ei (i = 1, . . . , n) is decidable. In order to decide ground solvability (i.e., solvability in the initial algebra) of disunification problems in E1 ∪ . . . ∪ En we have to consider a new kind of subproblem for the particular theories Ei, namely solvability of disunification problems with linear constant restriction under the additional constraint that values of variables are not Ei-equivalent to variables. The correspondence between ground solvability and this new kind of solvability holds, (1) if one theory Ei is the free theory with at least one function symbol and one constant, or (2) if the initial algebras of all theories Ei are infinite. Our results can be used to show that the existential fragment of the theory of the (ground) term algebra modulo associativity of a finite number of function symbols is decidable; a similar result follows for function symbols which are associative and commutative, or associative, commutative and idempotent.

1 Introduction and Formal Preliminaries

In recent years the rôle Robinson unification—and later unification modulo equational theories—played in theorem proving, term rewriting, and logic programming has more and more been taken on by constraint solving (see e.g., [Bü90, KK89, JL87, Col90]). One advantage of constraint approaches is that it is no longer necessary to compute (a complete set of) solutions; deciding satisfiability of the constraints is usually sufficient. Thus one can, for example, work modulo non-finitary equational theories such as associativity.

1 DFKI, Stuhlsatzenhausweg 3, 6600 Saarbrücken 11, Germany, Email: baader@dfki.uni-sb.de.
2 CIS, University of Munich, Leopoldstr. 138, 8000 Munich 40, Germany Email: schulz@sun1.cis.uni-muenchen.de.
Another benefit of using a constraint approach is that it is rather natural to enhance the expressive power by considering more general constraints than the equality constraints of unification problems. One of the earliest of these generalizations was Colmerauer’s use of equations and negated equations in PROLOG II \cite{Col84}. In the present paper we shall consider solvability of this kind of equational problems (subsequently called disunification problems) modulo equational theories.

We shall introduce a method to decide solvability of disunification problems which contain function symbols whose properties are defined by equational theories with disjoint signatures. For pure unification problems, such combination methods have been extensively studied (see, e.g., the introduction of \cite{BS91a} for a brief overview), but until now these approaches have not been generalized to the disunification case. We shall consider two notions of solvability, solvability in the initial algebra (called \textit{ground solvability}) and solvability in the free algebra (simply called \textit{solvability}). Both types of solvability are used in the literature (see \cite{Com90, Bu88}), but ground solvability seems to be more interesting for most applications.

In order to stress the signature over which the terms in the formulation of a disunification problem and in the solutions of the problem may be built we shall talk about \((E, \Sigma)\)-disunification problems, where \(\Sigma\) is a finite superset of \(\text{sig}(E)\), the signature of \(E\). Such a problem is a finite set of equations and disequations

\[
\Gamma = \{s_1 \equiv t_1, \ldots, s_n \equiv t_n\} \cup \{s_{n+1} \neq t_{n+1}, \ldots, s_{n+m} \neq t_{n+m}\},
\]

where \(s_1, \ldots, t_{n+m}\) are \(\Sigma\)-terms. A \textit{solution} of the \((E, \Sigma)\)-disunification problem \(\Gamma\) is a \(\Sigma\)-substitution \(\sigma\) such that \(s_i \sigma =_E t_i \sigma\) (\(i = 1, \ldots, n\)) and \(s_{n+j} \sigma \neq_E t_{n+j} \sigma\) (\(j = 1, \ldots, m\)). A \textit{ground solution} is a solution that maps all variables occurring in \(\Gamma\) to variable-free \(\Sigma\)-terms.

The \((E, \Sigma)\)-disunification problem is called \textit{elementary}, if \(\Sigma = \text{sig}(E)\); it is a disunification problem \textit{with constants}, if \(\Sigma \setminus \text{sig}(E)\) is a finite set of constants; and it is a \textit{general} disunification problem, if no such restrictions hold.

In order to formulate our results we have to consider the following generalization of a disunification problem with constants: an \(E\)-disunification problem \textit{with linear constant restriction} consists of two parts:

1. An \((E, \text{sig}(E) \cup C)\)-disunification problem \(\Gamma\), where \(C\) is a finite set of constant symbols not occurring in \(\text{sig}(E)\), and

2. a linear ordering \(<\) on \(C \cup X\), where \(X\) is a finite superset of the set of variables occurring in \(\Gamma\).

For a given problem of this kind, the sets \(V_c\) of \textit{variables which may not use} \(c\) are defined as \(V_c = \{x \in X; x < c\}\), for every \(c \in C\). A \textit{solution} of this problem is a substitution \(\sigma\) which assigns terms \(x \sigma\) built with variables, symbols from \(\text{sig}(E)\), and constants in \(C\) to the variables \(x \in X\), solves all equations and disequations of \(\Gamma\) modulo \(E\), and has the additional property that \(c\) does not occur in \(x \sigma\) for all \(c \in C\) and \(x \in V_c\). A solution \(\sigma\) is called \textit{restrictive} if for all variables \(x \in X\) the value \(x \sigma\) is not \(E\)-equivalent to a variable.
2 Main Results

Our first result says that solvability of disunification problems in the combination of disjoint equational theories can be reduced to solvability of disunification problems with linear constant restriction in the single theories.

**Theorem 2.1 (Solvability)** Let $E_1, \ldots, E_n$ be equational theories over disjoint signatures such that solvability of disunification problems with linear constant restriction is decidable for $E_1, \ldots, E_n$. Then solvability of elementary disunification problems is decidable for the combined theory $E_1 \cup \ldots \cup E_n$.

This result is analogous to the one for unification given in [BS91a], and it depends on a decomposition algorithm (given in [BS92]) which is very similar to the algorithm presented in that paper. However, the proof of soundness of the method is more complex.

**Corollary 2.1** (1) Let $E$ be an equational theory such that solvability of disunification problems with linear constant restriction is decidable. Then solvability of general $E$-disunification problems is decidable.

(2) The assumptions of Theorem 2.1 are sufficient to get decidability of general disunification problems in the combined theory.

(3) If, for $E_1$ and $E_2$, solvability of disunification problems with linear constant restriction can be decided by an NP-algorithms, then solvability of disunification problems in the combined theory is also NP-decidable.

For ground solvability we arrive at a distinct characterization.

**Theorem 2.2 (Ground Solvability)** Let $E_i, i = 1, \ldots, n$, be equational theories over disjoint signatures $\Sigma_i$, and suppose that the initial algebras $T(\Sigma_i, \emptyset)/=_{E_i}$ are infinite. If restrictive solvability of $E_i$-disunification problems with linear constant restriction is decidable for $i = 1, \ldots, n$, then ground solvability of disunification problems is decidable for $E_1 \cup \ldots \cup E_n$.

Sometimes the condition that the initial algebras are infinite can be dropped: we call an equational theory $F$ the free theory with signature $\Sigma$ iff $\text{sig}(F) = \Sigma$ and $=_F$ is just the syntactic equality of terms.

**Corollary 2.2** Let $\Sigma_1, \ldots, \Sigma_n$ be disjoint signatures, $E_1, \ldots, E_{n-1}$ be equational theories over $\Sigma_1, \ldots, \Sigma_{n-1}$, and let $E_n$ be the free theory with signature $\Sigma_n$. Assume that $\Sigma_n$ contains at least one function symbol of arity greater zero and one constant. Then ground solvability of disunification problems in $E_1 \cup \ldots \cup E_n$ is decidable if restrictive solvability of $E_i$-disunification problems with linear constant restriction is decidable for $i = 1, \ldots, n-1$.

The method can be applied to the combination of $A$, $AC$, $ACI$, and free theories.\(^3\)

\(^3\)An equational theory is called an $A$-theory iff its signature consists of a binary function symbol $h$, and it contains the single axiom $h(h(x, y), z) = h(x, h(y, z))$ (associativity). For $AC$-theories, one has an additional axiom $h(x, y) = h(y, x)$ (commutativity), and for $ACI$-theories there is a third axiom $h(x, x) = x$.\]
Theorem 2.3 Solvability of disunification problems is decidable for every theory which is a disjoint combination of finitely many A-, AC-, and ACI-theories and a free theory. To get decidability of ground solvability by our method we have to assume that the free theory contains at least one constant symbol and one function symbol of arity greater than 0.

Since existential equational formulae can be seen as disjunction of disunification problems we have the following immediate consequence of the theorem.

Corollary 2.3 Let $\Sigma$ be a signature consisting of $n \geq 1$ binary function symbols $h_1, \ldots, h_n$, and at least one constant and one additional non-constant function symbol. Let $A_n$, $AC_n$, and $ACI_n$ respectively stand for associativity, associativity and commutativity, and associativity, commutativity and idempotency of the function symbols $h_i$. (1) The existential theories of the free algebra $T(\Sigma, Y)/=_{A_n}$ and the initial algebra $T(\Sigma, \emptyset)/=_{A_n}$ are decidable. (2) The existential theories of the free algebra $T(\Sigma, Y)/=_{AC_n}$ and the initial algebra $T(\Sigma, \emptyset)/=_{AC_n}$ are NP-decidable. (3) The existential theories of the free algebra $T(\Sigma, Y)/=_{ACI_n}$ and the initial algebra $T(\Sigma, \emptyset)/=_{ACI_n}$ are NP-decidable.

For $AC$, decidability has already been shown by Comon [Com88]. The result for $A$ seems to be new. There is no real hope to extend these decidability results to equational formulae with more complex quantifier prefix. A recent result by Treinen [Tr92] shows that already the $\Sigma_2$ fragment$^4$ of the theory of the ground term algebra modulo $A$ is undecidable. For $AC$, Treinen shows that the $\Sigma_3$-fragment is undecidable, both for the free algebra and the initial algebra.
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A Complete and Decidable Feature Theory

Rolf Backofen and Gert Smolka

Various feature descriptions are being employed in constrained-based grammar formalisms. The common notational primitive of these descriptions are functional attributes called features. The descriptions considered in this paper are the possibly quantified first-order formulae obtained from a signature of features and sorts. We establish a complete first-order theory FT by means of three axiom schemes and construct three elementarily equivalent models.

One of the models consists of so-called feature graphs, a data structure common in computational linguistics. The other two models consist of so-called feature trees, a record-like data structure generalizing the trees corresponding to first-order terms.

Our completeness proof exhibits a terminating simplification system deciding validity and satisfiability of possibly quantified feature descriptions.

---
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Complexity Results for Difference Unification
David A. Basin\textsuperscript{1} and Toby Walsh\textsuperscript{2}

1 Introduction

In\cite{4} we present a general procedure called difference unification for identifying differences between two terms or formulas. Difference unification extends unification in that it decides if terms are syntactically equal not only by giving assignments for variables but also by computing what incompatible term structure must be removed. This incompatible term structure, called wave-fronts is marked by sets of annotations which are used to direct a special kind of rewriting called rippling. Rippling seeks to reduce the differences between the terms by moving the wave-fronts “out of the way” while not disturbing the unannotated parts of the terms.

Difference unification and rippling have proved very successful in several different areas of mathematics: in inductive theorem proving\cite{1,2}, summation\cite{7}, inductive completion and normalization\cite{4}. For example, if we wish to prove $p(x)$ for all natural numbers using induction, we assume $p(n)$ and attempt to show $p(s(n))$. The hypothesis and the conclusion are identical except for the successor function $s(.)$ applied to the induction variable $n$. This wave-front is marked by placing a box around it and underlining the wave-hole the subterm contained in the hypothesis: $p(s(n))$. Rippling then attempts to move this difference out of the way leaving behind the induction hypothesis.

2 Difference unification

To specify difference unification we must be more precise about the representation of wave-fronts and annotations. As in\cite{3} wave-fronts are assumed to be in a normal form in which every wave-front has an immediate subterm deleted (i.e. all wave-fronts are one functor thick). In addition, rather than superimposing a particular representation on terms (like the “box-and-hole” notation used in the introduction and in [2]), annotations

\textsuperscript{1}Max-Planck-Institut für Informatik, Im Stadtwald, Saarbrücken, Germany. Email:basin@mpi-sb.mpg.de

\textsuperscript{2}Department of AI, University of Edinburgh, 80 South Bridge, Edinburgh, Scotland. Email:tw@aisb.ed.ac.uk
will be abstracted out and represented separately; this makes it much easier to specify
difference unification. Annotations will therefore be represented by the set of positions
of the wave-holes; as the wavefronts are always one functor thick, the position of the
wave-hole uniquely determines the wavefront. Positions are defined recursively as follows:
Λ is the root, and the set of positions in the term \( t \) is \( \text{Pos}(t) \) where,

\[
\text{Pos}(f(s_1, ..., s_n)) = \{ \Lambda \} \cup \{ i, p \mid 1 \leq i \leq n \land p \in \text{Pos}(s_i) \}
\]

By recursion on terms it is simple to define a function \( \text{skeleton}(t, \Lambda_t) \) which takes a
term \( t \) and a set of annotations for that term \( \Lambda_t \), and returns the unannotated part of the
term. For example, the skeleton of \( f(g(f(a, b)), g(b)) \) is \( f(g(a), b) \).

Difference unification is then a relation written \( \text{du}(s, t, \Lambda_s, \Lambda_t, \sigma) \) that satisfies the
property

\[
\sigma(\text{skeleton}(s, \Lambda_s)) = \sigma(\text{skeleton}(t, \Lambda_t)),
\]

where \( \sigma \) is a most general unifier. Note that this is rather different from the much harder
homomorphic embedding problem [6] where the substitution is applied before deleting
function symbols possibly including those introduced by the substitution. Trivially, dif-
ference unification is a generalisation of matching and unification. In [4] we give a set
of transformation rules for difference unification which we prove are sound, complete and
terminating.

3 Complexity

A naive implementation of difference unification which generates (annotations) and tests
(for unifiability) is exponential since a term of size \( n \) (\( n \) function symbols) has \( O(n) \)
interior (neither constants or variables) function symbols that can be hidden in \( O(2^n) \)
different ways. It is natural to ask whether this the best that we can do, and whether
there are more tractible cases. In asking such questions we must distinguish between the
problem of generating all solutions and that of generating a solution or knowing if one
exists. The first problem is easily seen to require exponential size and space even in the
very restricted of case of ground difference matching.

**Theorem 1** There are difference matching problems requiring exponential time and space.

**Proof:** Consider difference matching \( \langle s, t \rangle \) where \( s = f^n(a) \) and \( t = f^{2n}(a) \) \( (f^m(a) \) is the
\( m \)-fold application of \( f \) to \( a \)). The solutions correspond to choosing \( n \) out of \( 2n \) occurrence
of \( f \) in \( t \) to hide. That is, \( (2n)!/((n!)^2) \) which is \( O(2^n) \). \( \Box \)

Problems generating exponential numbers of solutions are exceptional as they involve
unusual amount of repeated structure. In general, there are far fewer matches and uni-
fiers; so it is interesting to investigate the complexity of returning a single solution, or
determining if one exists. Below we show that, in the ground case, determining the ex-
istence of a solution to difference matching or difference unification is polynomial time
decidable. The algorithms given are based on dynamic programming and can be easily
modified to return solutions as well as indicate their existence or non-existence. After, we
show that when variables are admitted, the problem becomes NP complete.
3.1 Ground difference matching and unification

**Theorem 2** Given terms $s$ and $t$ we can determine if $s$ difference matches $t$ ($s$ may be annotated with skeleton $t$) or $s$ difference unifies with $t$ in polynomial time.

**Proof:** For difference unification, consider the following rewrite rules on pairs of terms.

$$
\langle t, t \rangle \quad \rightarrow \quad TRUE
$$

$$
\langle a, b \rangle \quad \rightarrow \quad FALSE \text{ (for } a \neq b \text{ and } a, b \text{ atoms)}
$$

$$
\langle h(s_1, ..., s_k), h(t_1, ..., t_k) \rangle \quad \rightarrow \quad \langle s_1, h(t_1, ..., t_k) \rangle \lor \ldots \lor \langle s_k, h(t_1, ..., t_k) \rangle \lor
\langle h(s_1, ..., s_k), t_1 \rangle \lor \ldots \lor \langle h(s_1, ..., s_k), t_k \rangle \lor
\langle s_1, t_1 \rangle \land \ldots \land \langle s_k, t_k \rangle
$$

If we apply these rewrite rules deterministically, given priority in the order listed above, it is not difficult to see that there is a rewriting of $\langle s, t \rangle$ to TRUE iff $s$ difference unifies with $t$.

Whilst naive application of these rewrite rules results in an exponential amount of computation we can do better. In particular, if we assume some fixed maximal arity for the functions in the signature, each reduction can be computed in constant time given truth values for the subproblems. Without this assumption, the bound becomes linear in the size of the two terms. Notice that there are only $|s| \ast |t|$ subproblems, corresponding to the cartesian product of subterms from $s$ and $t$. If we use dynamic programming to compute these in a sensible order, or alternatively use a memo function with constant lookup time, then the overall complexity is $O(|s| \ast |t|)$.

The rules are easily modified for the ground difference matching problem: change $b$ to a term $t$ in the second rule, delete the $\langle h(s_1, ..., s_n), t_i \rangle$ disjuncts in the third rule, and delete the final rule entirely. Note that this ground difference matching algorithm can be used to solve the homeomorphic embedding problem of one ground term into another in polynomial time and is similar to the algorithm of [6] □

As a side note, observe that while the above ground difference unification algorithm can be easily modified to yield minimal answers, there is a trivial linear time algorithm for determining difference unifiability although it does not give minimal answers; two terms will difference unify iff they share at least one constant (of arity 0). In the non-ground case, two terms will difference unify iff they share one constant or if either contains a variable. In this respect, difference unification is, perhaps surprisingly, easier than difference matching.

3.2 Difference unification with variables

Difference unification and all its subproblems are trivially in NP since we can guess annotations and then unify or match resulting skeletons in polynomial time. To show NP completeness, we prove that when variables are added determining the existence of a solution is NP hard.

---

3 That is, those with the least amount of annotation necessary to ensure unifiability
**Theorem 3** Difference unifying $s$ and $t$, with annotation on one and only one side is NP hard.

**Proof:** Assume we only allow annotation on the second term $t$ (i.e. delete one of the two hiding rules). We reduce 3SAT to this restricted difference unification problem by the following construction which has similarities to one used in [5]. Let $C = \{c_1, c_2, ..., c_m\}$ be an instance of 3SAT over the boolean variables $x_1, ..., x_n$. We construct two terms $s$ and $t$ to difference unify where $s$ represents the clauses and $t$ the satisfying assignments.

The term signature is as follows. Corresponding to each clause $c_i$ is the distinct ternary function $g_i$. We also employ the $m$-ary function $h$ and the 7ary $f$ and the constants 0 and 1. Further, let $V$, the set of variables be $\{x_1, ..., x_n\}$. We intend that the truth or falsity of a boolean variable $x_i$ is simulated by $x_i = 1$ and $x_i = 0$ respectively. For each clause $c_j$, do the following: let $x_1, x_2, x_3$ be the variables in $c_j$. There are exactly 7 sets of truth-value-assignments that make clause $c_j$ true. Define 7 distinct terms $q_{j1}, ..., q_{j7}$ as follows: $q_{ji} = g_j(b_1, b_2, b_3)$ where $b_i \in \{0, 1\}$ and the assignment $(b_1, b_2, b_3)$ satisfies $c_j$. Now let $s_j = g_j(x_1, x_2, x_3)$ and $t_j = f(q_{j1}, ..., q_{j7})$. Note that if $s_j$ difference unifies with $t_j$ than a solution yields a substitution that is a satisfying assignment for clause $c_j$.

Now form terms $s$ and $t$ as follows: $s = h(s_1, ..., s_m)$ and $t = h(t_1, ..., t_m)$. Observe that the solution to difference matching must pick, for each $j$, exactly one $q_{ji}$ to unify with the variables in clause $c_j$ and the combination of these is a satisfying assignment. Hence if there exists a solution, the clauses are satisfiable.

Since the reduction is trivially polynomial time computable we have shown NP-hardness. □

## 4 Conclusions

We have shown that difference unification with variables is NP complete. Fortunately this result is not as disappointing as it first appears. In [4], we show how minimal difference unifications can often be found quickly (using a new search strategy called *left-first search*), and that these answers are usually the ones required for rippling. The exponential factor in difference unification is in the potentially exponential amount of annotation required; with minimal difference unifications, we attempt to minimize the amount of annotation returned.
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Ordered Theory Resolution and Partial Unification

Peter Baumgartner

1 Introduction

Theory reasoning ([Sti85]) means to relieve a calculus from explicit reasoning in some domain (e.g. equality, partial orders) by taking apart the domain knowledge and treating it by special inference rules. In an implementation, this results in a universal “foreground” reasoner that calls a specialized “background” reasoner for theory reasoning. More technically, the background reasoner has to implement a unification procedure for the theory. Since for the theory we want to allow arbitrary Horn theories, the theory unification procedure operates on the literal level rather than on the term level. We are interested in the design of such unification procedures, which moreover take advantage of ordering restrictions as commonly applied in the term rewriting paradigm (see [Bac91]).

2 Ordered Theory Resolution

For the foreground calculus we will use resolution. Additionally a partial ordering on the literals is used to disallow resolving two clauses which violate certain maximality constraints of the selected literals. The partial ordering on literals must contain a total — but not necessarily noetherian — ordering ‘≽’ on ground literals.

Then the main inference rule of our total ordered theory resolution calculus in its ground version is as follows:

Total ordered theory resolution:

\[
\frac{L_1 \lor R_1 \ldots L_n \lor R_n}{R_1 \lor \ldots \lor R_n} \quad \begin{cases} 
\text{if 1. } \{L_1, \ldots, L_n\} \text{ is theory-unsatisfiable.} \\
\text{and 2. } L_i \text{ is the biggest literal wrt. } \succ \text{ in } L_i \lor R_i \\
(\text{for } i = 1 \ldots n) 
\end{cases}
\]
Lifting of the inference rules to the first order level is done with respect to the following adaption of theory unification to our needs:

**Definition 2.1** Let $T$ be the axioms of a theory, given by a consistent set of clauses. Let $S = \{L_1, \ldots, L_n\}$ be a literal set. $S$ is called $T$-complementary iff the clause $\overline{L_1} \lor \ldots \lor \overline{L_n}$ is $T$-valid. A set of substitutions is called a complete set of $T$-unifiers for $S$ (or short: $CSU_T(S)$) iff

1. for all $\sigma \in CSU_T(S)$: $S\sigma$ is $T$-complementary. \hfill (Correctness)
2. for all substitutions $\theta$ such that $S\theta$ is $T$-complementary:
   there exists a $\sigma \in CSU_T(S)$ and a substitution $\sigma'$ such that $\theta|\text{var}(S) = (\sigma\sigma')|\text{var}(S)$ \hfill (Completeness)

This notion of theory unifier generalizes the notion of rigid E-unifier ([GNPS90]) to more general theories than equality (see ([Bau92])).

When an additional factoring rule (it suffices to factor on maximal literals) is added, the resulting calculus is refutational complete (see [Bau92] for a full first order version).

The problem in implementing (ordered) total theory resolution is that in general it cannot be predicted what literals and how many variants of them constitute a contradictory set. As a solution, partial theory reasoning tries to break the “big” total steps into more manageable smaller steps. For this purpose the partial ordered theory resolution calculus needs an additional inference rule:

**Partial ordered theory resolution:**

\[
\frac{L_1 \lor R_1 \quad \ldots \quad L_n \lor R_n}{Res \lor R_1 \lor \ldots \lor R_n}
\]

if 1. \{L_1, \ldots, L_n, Res\} is theory-unsatisfiable.
and 1’. \quad L_i \succ Res \text{ for some } i \in \{1 \ldots n\}.
and 2. \quad L_i \text{ is the biggest literal wrt. } \succ \text{ in } L_i \lor R_i
\text{ (for } i = 1 \ldots n)\]

Condition 1 guarantees the soundness of the rule: the “residue” $Res$ is a logical consequence of \{L_1, \ldots, L_n\}. Operationally, the residue is a new subgoal to be proved. For example, if $L_1 = a \leq b$, $L_2 = b \leq c$ then by transitivity of $\leq$ (assume $\leq$ is interpreted as a partial ordering) one possible residue is $Res = a \leq c$ if additionally the ordering restriction 1.’ is satisfied.

**3 Partial Unification**

In the total calculus a theory-unsatisfiable literal set $S = \{L_1, \ldots, L_n\}$ has to be found in every inference step; the strategy for refutations in the partial calculus is to refute this set $S$ in a chain of partial steps, concluded by a “trivial” total step.

In every partial step a residue is computed from a subset of the input set $S$ which is then joined to $S$. There is a suitable framework at hand for expressing such refutations,
namely unit resulting resolution ([MOW76])\(^2\). In order to apply unit resulting resolution for our purposes we take the following view: an axiom of the theory \( L_1 \wedge \ldots \wedge L_n \rightarrow L_{n+1} \) is mapped to a clause \( \overline{L_1} \vee \ldots \vee \overline{L_n} \vee L_{n+1} \). Additionally the resulting clause set \( \mathcal{C} \) has to be closed under resolution with unit literals from \( \mathcal{C} \), i.e. if there exists a literal \( L \in \mathcal{C} \) and a clause \( \overline{L} \vee C \in S \) then \( C \in \mathcal{C} \). This closure has to be carried out since in unit resulting steps with a clause \( \overline{L_1} \vee \ldots \vee \overline{L_n} \) from \( \mathcal{C} \) the \( n-1 \) literals shall be saturated by input literals only, but not by literals from \( \mathcal{C} \). Thus, the potential use of literals from \( \mathcal{C} \) in unit resulting steps has to be carried out “before”. It should be noted that this closure can result in infinite clause sets, as e.g. \( \{P(a), P(x) \rightarrow P(f(x))\} \) yields \( P(f(a)), P(f(f(a))), \ldots \).

The resulting (possibly infinite) clause set does not allow for order restricted refutations. By an order restricted refutation we mean a refutation where (speaking ground) the resulting unit literal is smaller than the biggest premise literal. As a typical example consider\(^3\)

\[
\mathcal{C} = \{A \rightarrow B, B \wedge C \rightarrow D\}
\]

Let \( S = \{A, C, \neg D\} \). \( S \) is unsatisfiable in the theory given by \( \mathcal{C} \). Furthermore suppose an ordering with \( B > A > C > D \). There exists a unit resulting refutation where from \( A \) and \( A \rightarrow B \) the literal \( B \) is derived. However this inference violates the ordering restriction. Now, this “peak” in the derivation can be detoured by a new clause that stems from a critical pair (much like in Knuth-Bendix completion): one has to consider all overlaps of \( A \rightarrow B \) with clauses containing \( B \) in the premise, which is here \( B \wedge C \rightarrow D \). Then we generate a new rule in the following way:

\[
\frac{A \rightarrow B \quad B \wedge C \rightarrow D}{A \wedge C \rightarrow D}
\]

In general all such order-violating situations have to be considered and turned into new rules. In order to come to finite systems more often, one needs redundancy criterion that allow to delete clauses. Besides tautology and subsumption tests the most powerful redundancy criterion is the following: a clause is redundant if its use in a derivation can be simulated by a (finite) derivation using the other clauses.

The generalization to the first order level is straightforward. Concerning the ordering, additionally to the requirements from above it must be noetherian.

In summary, by this completion technique we can combine an ordering strategy together with a unit resulting strategy for Horn clauses — two strategies that are not complete when naively combined. The technique means for the partial theory reasoning calculus a combination of ordered unit resulting resolution and ordinary ordered resolution. As an example for a finite system we can mention a system for the theory of strict orderings together with an equivalence relation.

\(^2\)In unit resulting resolution a resolvent from a \( n \)-literal clause and \( n-1 \) or \( n \) literals is built by simultaneously resolving upon the \( n-1 \) or \( n \) literals against the \( n \)-literal clause. Thus the resolvent is either a single literal or the empty clause. Unit resulting resolution is complete for Horn clauses

\(^3\)Clauses are written as implications again for easier reading
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1 Introduction

H. Chen and J. Hsiang proposed in [1] a unification algorithm for what they call $\rho$-terms (with intended applications to logic programming). These terms allow to iterate terms with one hole along fixed paths. The number of iterations is part of the syntax of the terms and may include integer variables.

Example 1.1
Let the alphabet of functions symbols be $f$ (binary), $g$ (unary) and $a$ (constant). Let $N$ be an integer variable. Then, in Chen and Hsiang’s formalism, $\Phi(f(\diamond,a),N,g(a))$ is a typical $\rho$-term whose instances (obtained by replacing $N$ with an actual non-negative integer) are $g(a), f(g(a),a), f(f(g(a),a),a), \ldots$. The term $f(\diamond,a)$ has one “hole” (the $\diamond$) and its iteration along the path 1 (which is the position of the hole) is allowed.

Such constructions can be useful in expressing infinite sets of terms which occur in logic programming (see [1]) or in the Knuth-Bendix completion procedure (see [2]). In both cases, the ability to express iterated terms can prevent the non termination of the deduction process. Other applications are currently under investigation, for example in unification theory (see [5])

Constructions involving more than one occurrence of an integer variable such as

$$f(\Phi(f(\diamond,a),N,g(a)), \Phi(f(\diamond,a),N,f(a,a)))$$

are also allowed in [1] which shows that the $\rho$-terms can schematize non regular sets of ground terms and hence they are not encompassed by the study of terms with context variables investigated in [3]. On the other hand, $\rho$-terms do not have the power of regular languages; there are two restrictions in these $\rho$-terms: nested $\rho$-terms are forbidden and the iterated part should not itself contain $\rho$-terms. Finally, in [1], the iterated parts and the terms in the holes should not contain variables.

1Laboratoire de Recherche en Informatique, Bâtiment 490, Université de Paris-Sud 91405 ORSAY cedex, France, Email: comon@lri.fr.
Example 1.2 (see also the figure on the following page)

Φ(f(⋄, a), N, Φ(g(⋄), M, a)) is not a ρ-term. (Nested ρ-terms are forbidden)

Φ(f(⋄, Φ(f(⋄, a), N, a)), M, g(a)) is not a ρ-term (the iterated part itself should not contain a ρ-term).

Φ(f(x, ⋄), N, g(a)) is not a ρ-term (variables are not allowed in the iterated part)

Φ(f(a, ⋄), N, g(x)) is not a ρ-term (variables are not allowed “below” the iterated part, i.e. in the third positions of the Φ construction).

In this note we give another unificational algorithm where these restrictions are dropped. We keep however the condition that, along an iterated path there should not occur any ρ-term. (i.e., for example, Φ(Φ(f(⋄, a), N, g(⋄)), M, g(a)) is still not allowed). Indeed, without this restriction, unification becomes undecidable.

2 I-terms

Missing definitions can be found in [JK91, 4]. We assume that $F$ is a (finite or infinite) set of function symbols together with the arity function $a$. $F$ is assumed to contain at least one constant (i.e. a symbol of arity 0). $X$ is an infinite set of constants (disjoint from $F$) called variables. $V_N$ is a fixed set of symbols denoting integer variables. The set of $I$-terms $T$ (also called “terms” for short) is the least set that satisfies:

\[
\begin{align*}
  f(\vec{s}) & \in T \iff \vec{s} \in T^{a(f)} \\
  x & \in T \iff x \in X \\
  s[^N_p \cdot t] & \in T \iff s, t \in T, p \in Pos(s), N \in V_N \\
  Pos(x) & \overset{\text{def}}{=} \{\Lambda\} \\
  Pos(f(\vec{s})) & \overset{\text{def}}{=} \{\Lambda\} \cup 1 \cdot Pos(s_1) \cup \ldots \cup a(f) \cdot Pos(s_{a(f)}) \\
  Pos(s[^N_p \cdot t]) & \overset{\text{def}}{=} \emptyset
\end{align*}
\]

For example, the constructions of figure 1.2 are allowed here. Of course the intended meaning of the construction $s[^N_p]$ (which is defined precisely in [4]) is to iterate the context $s[^p]$ (i.e. the term $s$ in which the subterm at position $p$ has been erased) $N$th times.

The main result (which can be found in [4]) is the following:

**Theorem 2.1** Unification of $I$-terms is decidable (and finitary).

However, if iterated parts themselves are allowed to contain integer exponents along the path which is iterated (this corresponds to constructions of the form $(s[^N_p])^M$), then unification becomes undecidable.
Examples of terms in $T$ which are not $\rho$-terms
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Negation Elimination in Equational Formulae

Hubert Comon, Maribel Fernández

Terms with variables serve as a basis in many areas of computer science to denote the (possibly infinite) set of their ground instances. This is for example the case in all functional or logic programming languages. Therefore basic operations on terms are fundamental in many programming activities. Examples of such operations are the computation of the greatest lower bound (unification) and the computation of the smallest upper bound (anti-unification) of two terms. Let $[[t_1, \ldots, t_n]]$ be the set of all ground instances of $t_1, \ldots, t_n$. The first operation (unification) can be reflected at the level of ground instances: to unify $s$ and $t$ (which are defined up to literal similarity) corresponds to the computation of $[[s]] \cap [[t]]$.

Another (less well-known) operation on terms has revealed to be fundamental: the term complement, i.e. the computation of the difference set $[[t]] - [[u_1, \ldots, u_m]]$. Some applications of such computations are described in [Com91, LMM91]. This difference cannot always be expressed as a finite set $[[v_1, \ldots, v_k]]$ and Lassez and Marriott gave in [LM87] a precise characterization of the cases in which the difference is expressible within the same formalism.

The computation of term complement, as well as unification and other operations are actually nothing but particular cases of solving equational formulae. An equational formula is a first-order formula constructed over a finite alphabet $\mathcal{F}$ of function symbols and only one relational symbol: the equality. It has been shown that the validity of an equational formula in the free term algebra $T(\mathcal{F})$ is decidable [Mal71, CL89, Mah88], leading to a complete axiomatization of $T(\mathcal{F})$. The technique of [CL89] consists in reducing the formula (according to a set of rewrite rules) until a solved form is reached. In the unification case, a solved form can be for example a formula $x_1 = t_1 \land \ldots \land x_n = t_n$ where $x_1, \ldots, x_n$ are variables which occur only once. Such a solved form represents a most general unifier in a straightforward way (see [JK91] for more information about solved forms of unification problems). In this view, solving equational formulae encompasses unification, as unification consists only in solving an equation $s = t$, but also encompasses term complement as the computation of $[[t]] - [[u_1, \ldots, u_m]]$ consists in solving the formula

$$\exists \text{Var}(t), \forall \text{Var}(u_1, \ldots, u_m) : x = t \land x \neq u_1 \land \ldots \land x \neq u_m$$

1CNRS and LRI, Bat. 490, Université de Paris Sud, 91405 ORSAY cedex, France, Email: {comon, maribel}@lri.fr. 
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where  \( \text{Var}(t), \text{Var}(u_1, \ldots, u_m) \) denote the set of variables in \( t \) and \( u_1, \ldots, u_n \) respectively.

However there are good reasons for which we would like the solved forms to have an additional property: to involve only equations, if this is possible. More precisely, let \([\phi]\) be the set of ground assignments \( \sigma \) to the free variables of \( \phi \) such that \( T(\mathcal{F}) \models \phi\sigma \). We would like that a solved form \( \phi' \) of \( \phi \) does not contain any disequation whenever there is such a formula \( \psi \) satisfying \([\psi] = [\phi] \). Indeed, for a formula \( \phi \) that satisfies these requirements, there are finitely many substitutions \( \theta_1, \ldots, \theta_k \) such that \([\phi]\) is exactly the set of ground instances of \( \theta_1, \ldots, \theta_k \). In other words, we would like to compute a finite set of generating substitutions \( \theta_1, \ldots, \theta_k \) as soon as such a finite set exists. In the case of complement problems, this implies that we compute a finite set of terms \( v_1, \ldots, v_k \) such that \([t] - [u_1, \ldots, u_m] = [v_1, \ldots, v_k] \) as soon as such a set exists.

Good reasons for these additional requirements on solved forms are described in [LMM91], but let us mention another motivation. Constraints systems are very useful in logic programming languages because they provide with adequate notations for specific computation domains. In particular, strategies can be expressed using constraints over \( T(\mathcal{F}) \). In the same way constraints enhance both efficiency and expressiveness in equational logic computations [KKR90]. For example, a single constrained equation can be used in place of a huge (or even infinite) set of equations. However, the drawback is the failure of the critical pair lemma: in any constrained version of rewriting, there are constrained rules without critical pairs (in the classical sense) which do not define a locally confluent rewrite system. For example, consider the constrained rewrite system \( R \) which contains only one rule:

\[
x \neq b : f(x, y) \rightarrow b
\]

where \( f \) is a binary function symbol, \( b \) is a constant and \( x, y \) are variables. There is no critical pair, but the system is not confluent: take for instance the term \( f(f(a, b), b) \) where \( a \) is also a constant. There are two possible reductions leading to different terms in normal form:

\[
f(f(a, b), b) \rightarrow b \\
f(f(a, b), b) \rightarrow f(b, b)
\]

Recent trends in rewrite systems theory undertake this problem\(^2\). A simple way for handling the problem is to assume that every constraint can (eventually) be turned into equations only. Indeed, this means that, when necessary, it is possible to turn the constrained equations into unconstrained ones. In the previous example, if the signature \( \mathcal{F} \) contains only the function symbols \( a, b \) and \( f \), then \( x \neq b \) is equivalent in \( T(\mathcal{F}) \) to \( x = a \lor \exists z_1, z_2 : x = f(z_1, z_2) \), where \( z_1, z_2 \) are variables. Then \( R \) is equivalent to the system \( R' \) containing two unconstrained rules:

\[
f(a, y) \rightarrow b \\
f(f(z_1, z_2), y) \rightarrow b
\]

where there is a critical pair.

\(^2\)There is not any published paper yet, but the problem of constrained completion of rewrite systems was one of the major themes of the 1st Int. Workshop on Constraint Theorem Proving, Dagstuhl, Oct. 1991.
Of course, for constraints systems where all constraints can be turned into equations the expressivity of equational logic is not really increased, but it is still possible to delay expensive computations until they are necessary (with the hope that they will never be necessary). This is widely demonstrated in [KKR90]. Now, since equational formulae are a possible constraint language, it is worthwhile to study the ability of turning such formulae into equations only, which is the subject of this paper.

For all these reasons, the main goal of our work is to give a terminating set of rules on equational formulae for which the irreducible formulae do not contain disequations if they are equivalent in $T(\mathcal{F})$ or $T(\mathcal{F})/\equiv_E$ to a formula which does not contain any disequation.

We solved the problem in the following cases:

1. Equational formulae in $T(\mathcal{F})$. See [CF92] where a restricted version of this problem is studied, and [Taj92] where another method of negation elimination is presented for the general case.

2. Equational formulae in $T(\mathcal{F})/\equiv_E$ when $\equiv_E$ is the congruence generated by a permutative set of equations (in Mal’cev’s sense [Mal71]). See [CF92].

3. Linear complement problems in $T(\mathcal{F})/\equiv_{AC}$ where $AC$ is an associative and commutative theory. See [Fer92].

In the first two cases we use a procedure such as those described in [CL89] to eliminate universal quantifiers: it is possible to transform any equational formula into a (semantically equivalent) purely existential formula. Therefore, we have only to consider purely existential formulae. Then we use a set of transformation rules $\mathcal{R}$ that transforms any existential formula $\phi$ into a disjunction of simple formulae. This set of rules is correct (it preserves the set of solutions of $\phi$) and terminating. The last step uses a set of transformation rules (which is inspired in the ideas of [Taj92]) to perform the inter-reduction of simple formulae. We proved that this set of rules is terminating, correct and complete (that is, the resulting formula does not have negation whenever there exists a positive formula equivalent to $\phi$).

Our results for $T(\mathcal{F})$ extend easily to some quotient algebras. In order to preserve decidability we assume that the congruence $\equiv_E$ is generated by a permutative set of equations (in Mal’cev’s sense [Mal71]). With such a restriction, all previous results which were established for $T(\mathcal{F})$ carry over $T(\mathcal{F})/\equiv_E$.

Linear complement problems modulo Associativity and Commutativity ($AC$) have been shown decidable [KLP91]. We cannot hope much more powerful results for equational formulae in the $AC$ case because the first order theory of a single $AC$ function symbol is undecidable [Tre90]. But we proved, using the same approach as for the previous cases (systems of transformation rules), that also negation elimination is decidable for linear complement problems in $AC$ theories.
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A Partial Solution for $D$-unification Based on a Reduction to $AC1$-Unification

Evelyne Contejean

1 Introduction

It is very well-known that the notion of equation is crucial in mathematics as well as in computer science. Unification is solving equations in some particular domains, namely free term algebras or term algebras modulo an equational theory. Unification was first introduced by Hebrand [2], and rediscovered by Robinson as a basic mechanism for the resolution in first order logic [6].

On the other hand, the very old and famous 10th Hilbert problem of solving Diophantine equations has been proved undecidable by Matijasevic [5]. The challenge now is to find the maximal subsets of Peano arithmetic for which unification is decidable. A candidate is actually provided by the two axioms of left and right distributivity of a symbol $*$ over a symbol $+$. Arnborg and Tidén have shown that one-sided (left or right) distributivity has a decidable unification, whereas adding a unit element for $*$ and associativity of $+$ makes unification undecidable [8]. Szabo has proved the same result when associativity of $+$ is added to both-sided distributivity [7].

We give a partial solution for both-sided distributivity. More precisely, we show that if a problem does not contain any $+$ function symbol, solvability modulo $D$ and solvability in the free algebra are equivalent.

Describing all solutions of a problem $P$, however, is more difficult. In a first step, we show that all solutions (modulo $D$) are instances of the linearized form $\lambda$ of the most general unifier of $P$ in the free algebra. Not all of them, however, are solutions. The appropriate instances have a “top” which is an $AC1$ solution of the problem $P\lambda$ in the theory where $*$ is $AC1$.

2 Definitions

$D$ is the equational theory presented by

\[
\begin{align*}
  x \ast (y + z) &= (x \ast y) + (x \ast z) & (D_l) \\
  (x + y) \ast z &= (x \ast z) + (y \ast z) & (D_r)
\end{align*}
\]

\(^1\) LRI, CNRS URA 410, Université Paris-Sud, Bât 490
91405 ORSAY Cedex, France, Email: contejea@lri.lri.fr.
and the axioms of $D$ are usually oriented from left to right, yielding developed normal forms for the terms in $T(\{+,*\},X)$.

**Definition 1 (\(*\)-Problems and Well-balanced \(*\)-Problems)** A \(*\)-equation in $T(\{+,*\},X)/D$ is an equation $s \Rightarrow_D t$, where $s$ and $t$ are terms of $T(\{\}\},X)$. A well-balanced \(*\)-equation in $T(\{+,*\},X)/D$ is an equation $t\sigma \Rightarrow_D t\tau$, where $t$ is a term of $T(\{\}\},X)$ and $\sigma$ and $\tau$ are two variables identifications. A \(*\)-problem (respectively a well-balanced \(*\)-problem) is a unification problem in the algebra $T(\{+,*\},X)/D$ in which all equations are \(*\)-equations (respectively well-balanced \(*\)-equations).

## General \(*\)-Problems

This section is devoted to the proof of our first main result: if $P$ is a unification \(*\)-problem then $P$ is solvable modulo $D$ if and only if it is solvable in the free algebra. Moreover all its solutions modulo $D$ are instances of the linearized form of its most general unifier in the free algebra. The proof of this theorem needs some technical tools, some of which are based on rewriting techniques. To record some information about the application of distributive steps, we will mark “distinct” \(*\) function symbols by distinct indexes. Two occurrences of \(*\) in a term will be considered identical if they come from the duplication of a same \(*\) symbol when using distributivity.

**Definition 2 (Marked term)** Let $X$ be a set of variables, and $I$ be a set of indexes. A marked term with respect to $I$ is either a variable $x$ in $X$, or $s + t$ where $s$ and $t$ are marked terms with respect to $I$, or $s \ast_i t$ where $s$ and $t$ are marked terms with respect to $I$ and $i$ is an index of $I$.

Indexed distributivity, called $DI$ in the following, is a version of distributivity which cops with marked terms. $DI$ is presented by the indexed axioms:

\[
\begin{align*}
& x_I \ast_i (y_J + z_K) = (x_I \ast_i y_J) + (x_I \ast_i z_K) \quad (DI_1) \\
& (x_I + y_J) \ast_i z_K = (x_I \ast_i z_K) + (y_J \ast_i z_K) \quad (DI_2)
\end{align*}
\]

where $i$ is any index and the variables $x_I, y_J$, and $z_K$ can be instantiated by marked terms. Indexed distributivity has been introduced in order to study distributivity. Hence we would like that $D$ and $DI$ have the “same” equivalence classes. Unfortunately this is not always true, but this is the case for the compatible indexations. Any term in $T(\{+,*\},X)$ can be marked in such a way that the obtained term has a compatible indexation. The obvious but useless solution is to mark all \(*\) function symbols with the same index. We introduce an ordering on indexations. Now, any term in $T(\{+,*\},X)$ can be marked in such a way that the obtained term has a minimal (finest) compatible indexation. Moreover, this indexation is unique up to renaming. Minimal compatible indexations are very useful in order to decide when a term can be “factorized”, that is, when an axiom of distributivity can be applied from right to left. Indeed when two \(*\) function symbols are marked with the same index, such a factorization is possible, and we show that there is no need to look at the subterms below them. This is important for unification since the terms that have to be unified are known, but the substitution that has to be applied in order to make them equal is a priori unknown.
Thanks to this factorization result, we can state proposition 1 about the solutions of *-problems:

**Proposition 1** Let $P$ be a *-problem. $P$ has a solution modulo $D$ if and only if it has a solution modulo the empty equational theory. Moreover if $P$ is solvable, and if $\sigma$ is a solution of $P$ modulo $D$, then $\sigma$ is an instance of the linearized most general unifier of $P$ in the empty equational theory $\lambda_0$: $\sigma = D \lambda_0 \rho$.

### 4 Well-balanced *-Problems

Well-balanced *-problems always admit solutions. The most trivial one is a substitution which maps all variables on a single variable. Hence, the question is not the solvability of such problems, but a full description of their solutions. In [3], Kirchner and Klay have proved that the distributivity is not a syntactic theory, by giving an infinite set of uncomparable solutions for the very simple equation $x \ast y = D^2 u \ast v$. We introduce a representation of the solutions which enables us to represent such an infinite set by a single scheme. Actually, we cannot represent all solutions, but only the “upper part” of each solution. Such an upper part is also a solution for a well-balanced *-problem.

In the following, $T(\{+,\Box\})$ is called the algebra of structures. The upper part of a term in $T(\{+,\ast\},X)$, which is in developed normal form, is the structure obtained by replacing all *-headed subterms and variables by the $\Box$ symbol. A term can have several developed normal forms. If we extend our notion of upper part to terms which are not in developed normal form, we cannot ensure the uniqueness property. This problem is solved by considering classes of structures modulo an equivalence relation $\sim_D$ derived from the equational theory $D$: Two structures $s$ and $t$ are $D$-equivalent if $s\{\Box \mapsto x \ast y\} = D t\{\Box \mapsto x \ast y\}$, and this is denoted by $s \sim_D t$. An important remark is that if $t_1$ and $t_2$ are in developed normal form, there is a normal form of $t_1 \ast t_2$ the upper part of which is equal to $\hat{t}_1\{\Box \mapsto \hat{t}_2\}$, which is denoted by $\hat{t}_1@\hat{t}_2$. The operator @ is called composition. The composition has some very nice properties: it is associative, has a unit element equal to $\Box$, and is compatible with $D$-equivalence. Moreover it is commutative up to $D$-equivalence.

The quotient algebra $T(\{+,\Box\})/ \sim_D$ has a unique decomposition property with respect to the composition @, similar to the situation with natural numbers. This does not imply, however, that it is a factorial ring. If $s$ and $t$ are two $D$-equal terms in $T(\{+,\ast\},X)$ which are in developed normal form, then their upper parts are $D$-equivalent. As a consequence, two distinct developed normal forms of a term $t$ have the same upper part modulo $\sim_D$, which is called the top of $t$.

All previous definitions of upper part and top extend naturally to substitutions. Thanks to the property of uniqueness for the maximal decomposition of a structure, we can describe all tops of the solutions of a well-balanced *-problem as instances of the most general unifier of an $AC1$ problem.

**Proposition 2** Let $P$ be a well-balanced *-problem and $\sigma$ a solution of $P$. Let $\rho_{AC1}$ be the most general solution of $P$ modulo the equational theory $AC1$ of *. Then there exists
a semi-group homomorphism $h$ from $T(\{\ast\}, X)/AC1(\ast)$ to $T(\{+, \Box\})/\sim_D$ such that

$$\tilde{\sigma} \equiv \rho_{AC1}h$$

Conversely, let $h'$ be any semi-group homomorphism from $T(\{\ast\}, X)/AC1(\ast)$ to $T(\{+, \Box\})/\sim_D$. Then $\rho_{AC1}h'\{\Box \mapsto x \ast y\}$ is a solution of $P$.

There are infinitely many semi-group homomorphisms from $T(\{\ast\}, X)/AC1(\ast)$ to $T(\{+, \Box\})/\sim_D$, but $\rho_{AC1}$ is unique and can be used to schematize all tops of solutions of $P$. By putting together proposition 2 and proposition 1, we get a description of the solutions of any $\ast$-problem $P$.

5 Conclusion

We have introduced new tools (indexed distributivity and the algebra of structures) which enable us to check very easily the solvability modulo $D$ of a $\ast$-problem and to represent its infinite set of solutions with a single scheme. The most surprising result is that $D$-unification of $\ast$-problems boils down to $AC1$-unification. The question of course, is wether this can be generalized to arbitrary problems. We believe it can, and based on the previous tools, we have solved the general problem under the technical assumption that there exists no cycle of some special form called “cycles of non-null weight” [1]. We therefore conjecture that unification modulo distributivity is decidable, but the algorithm appears to be even more complex than Makanin’s algorithm [4]. Moreover, it is interesting to notice that both of them use the solutions of Diophantine equations, for solving positions equations in Makanin’s algorithm, and for computing $AC1$-solutions in our algorithm.
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Conditional Rewriting Presentations for General E-Unification

Bertrand Delsart

1 Preliminaries

Many efficient algorithms have been devised to solve E-unification problems in particular theories. As regards general E-unification, there are three basic approaches: very efficient narrowing algorithms\cite{7}\cite{10}\cite{14}\cite{13}, complete procedures based on lazy-unification\cite{8}\cite{9}\cite{6} and more efficient ones for syntactic theories\cite{12}. This work is concerned with the definition of general transformation rules that subsume the topmost approaches, thus allowing the different strategies to be used simultaneously. The mutation rule is based on strictly resolvent conditional rewriting presentations of the theories, defined later.

Our notations are consistent with \cite{5}. However, since we allow new variables in the right term of the conditional rewriting systems, we must define the corresponding rewriting rule. In our approach, conditions are restricted to conjunction of E-unification problems. A (given) term $t$ is a rewriting of $s$ by the conditional rule $c_i|l_i \rightarrow r_i$ at the position $p$ by the substitution $\sigma$ if and only if $p \in \text{Pos}(s)$, $s\mid_p = l\sigma$, $t = s[r\sigma]_p$, $\sigma \in \Sigma_E(c)$ and $\text{Var}(l) \cup \text{Var}(r) \subseteq \text{Dom}(\sigma) \subseteq \text{Var}(c) \cup \text{Var}(l) \cup \text{Var}(r)$ for some variants $c$, $l$ and $r$ of $c_i$, $l_i$ and $r_i$ (i.e. $\text{Var}(c|l \rightarrow r) \cap \text{Var}(s,t) = \emptyset$).

2 Transformation rules for E-unification

Our approach is based on the classic rules Delete, Decompose, Coalesce and Eliminate\cite{11}. We must also consider Imitate, defined by Gallier and Snyder\cite{9} for collapsing theories. As for the mutation rule, the efficiency of the syntactic approach comes from the resolventness of the equational presentations. We have defined a similar property for conditional term rewriting systems. A rewriting presentation of a theory is a (conditional) rewriting system $R$ so that $\leftrightarrow_{E} = \rightarrow_{R}$. In fact, we always choose $R$ such that $\rightarrow_{R} \subseteq \rightarrow_{R} \ast_{R,\neq \Lambda}$. It means that at most one rewriting can be done before decomposing. Such a presentation is said to be strictly resolvent and gives interesting properties to the rules given in the first figure.\footnote{The soundness of Delete, Decompose,}

\footnote{Where $\sigma = \{x = \sigma : x \sigma / x \in \text{Dom}(\sigma)\}$}
Coalesce, Eliminate and Imitate is well known. The proofs of the following results can be found in [4] and [3].

**Theorem 2.1** If $R$ is a rewriting presentation of $E$ then Mutate is sound.

**Theorem 2.2** Delete, Decompose, Coalesce, Eliminate, Imitate and Mutate preserve the set of unifiers when $R$ is strictly resolvent and the control verifies the following property: if Decompose, Imitate or Mutate is applied on a given pair of terms then every transformation of this pair by one of these three rules must be tried concurrently.

Actually, the control is refined thanks to the two following properties:
- Only one orientation of $s =_E t$ need to be considered for Mutate.
- Mutate need not be applied to the problem $r =_E s$ generated by its previous application (note that it implies $t \in X$, $r \in X$ or Head($t$) = Head($r$)).

**Theorem 2.3** Any non transformable problem is either an insoluble problem or a solved form.

Theorem 2.2 and theorem 2.3 ensure that this approach results in a complete set of $E$-unifiers when it terminates. In section 4, we give particular rewriting presentations that simulate Gallier and Snyder’s complete topmost approach and Kirchner’s mutation rule for syntactic theories. Moreover, this more general framework is suitable for theoretical researches. For instance, the imitation rule is not efficient and does not allow emulation of the cycle-syntactic approach to collapsing shallow theories [1].

### 3 Improving the imitation rule

When occur-check fails, Imitate generates a loop. Fortunately, imitation cycles are avoided without losing completeness since they lead to equivalent problems. Moreover, Imitate is needed only to apply axioms above an occurrence of the initial $x$ in Gallier and Snyder’s algorithm. This result does not hold in a non-lazy approach. However, we conjecture that the same restriction can be used with strictly resolvent presentations. We proved it only when any rewriting sequence is equivalent to a strictly resolvent one in which the highest step is done at the same position. It is a direct consequence of the following theorem.

---

3. i.e. each unifier solves at least one of the concurrently generated problems

4. for instance, unification of $x$ and $f(x,x)$ in $E = \{ f(h(a),h(b)) \simeq h(a), a \simeq b \}$

5. property verified by all the presentations we considered
Theorem 3.1 Let \( \sigma \) be a solution of \( x = t_E \) so that \( t|_p = \text{r}_q \), for each rewriting presentation \( R \) of the theory, there is a position \( p \) strictly above \( q \) and a more general solution \( \tau \) so that \( t_{\tau} \multimap^* \rightarrow_R \rightarrow^p \rightarrow \rightarrow_{l\rightarrow_r} \geq^p \rightarrow_{l\rightarrow_r} \parallel^p \rightarrow_{l\rightarrow_r} x_{\tau} \)

The previous theorem also ensures\(^6\) the completeness of the mutation rule in the second figure when every rule of a rewriting presentation \( R \) is applied concurrently at every position \( p \) above a chosen occurrence of \( x \).

In addition, \textbf{Decompose} can be applied to \( t|_p = t_E \) when \( l \) is not a variable. When dealing with shallow theories, completeness is preserved even if considering only the subterm-collapsing rules\(^7\) of a cycle-syntactic presentation. We are trying to restrict the set of rules considered in the general case. Unfortunately, even rules like \( x \rightarrow f(x) \) are needed for some theories\(^8\).

4 \textbf{E-unification algorithms}

The most important point is that any theory \( E = \{ l_i \simeq r_i \} \) can be represented by

\[
R = \{ \{ x = l_i \} | x \rightarrow r_i \} \cup \{ \{ x = r_i \} | x \rightarrow l_i \}.
\]

This strictly resolvent presentation simulates Gallier and Snyder’s topmost approach. As regards the syntactic theories, \( R = \{ X = E U \} | f(X) \rightarrow g(V), Y = E V | g(Y) \rightarrow f(U) \ldots \) is a rewriting presentation of the theory \( E = \{ f(U) \simeq g(V) \ldots \} \), where capital letters denote lists of arguments. Moreover, \( R \) is strictly resolvent if \( E \) is resolvent. Thus, \textbf{Mutate} is more general than Gallier and Snyder’s topmost approach and Kirchner’s mutation rule. For example, a syntactic theory can easily be merged with a non-syntactic one if they are disjoint.

We can also use the conditions to enable mutation of the generated pair \( r \sigma = t \sigma \) for a given rule \( (c \mid l \rightarrow r \text{ becomes } c \cup \{ x = r \} \mid l \rightarrow x) \). This is particularly useful to extend a syntactic theory. Let \( R \) be the previously defined strictly resolvent presentation of a syntactic theory \( E_0 \) and \( E \) be \( E_0 \cup \{ l \simeq r \} \).

Theorem 4.1 \( R \cup \{ \{ x = l \}, y = r \} | x \rightarrow y \} \cup \{ \{ x = l, y = r \} | y \rightarrow x \} \) is a strictly resolvent presentation of \( E \).

The corresponding E-unification algorithm can be expressed as follow: if topmost applications of the new axiom are needed then introduce them without decomposition else

\(^6\)when allowing any rewriting after the first one at position \( p \)

\(^7\)\( \forall \theta \in \Sigma \mid | \theta \mid > | r \theta | \)

\(^8\)for instance to solve \( h(x) = x \) in \( E = \{ f(x) \simeq x, f(h(x)) \simeq x \} \)
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apply the unique topmost step of the resolvent proof. A deterministic algorithm should add the fact that the rightmost application of this new axiom at the root can be chosen, thus restricting the mutations of \( r = \sigma \) to conditional rules of \( R \). A more complex presentation ensures this behavior. Let \( R_{l \rightarrow r} \) be \( \{ x = \sigma \} \cup \{ x = \sigma \} \) so that \( c \leftarrow g \rightarrow d \in R \) and \( \sigma \) is the most general unifier of \( r \) and \( g \).

**Theorem 4.2** \( R \cup R_{l \rightarrow r} \cup R_{r \rightarrow l} \) is a strictly resolvent presentation of \( E \).

More generally, algorithms are build by searching conditions that ensure the existence of equivalent strictly resolvent proofs. The previous example shows that bigger sets of simpler rules often lead to more efficient algorithms.

Since unification is used to recognize the left parts, efficiency mainly depends on the complexity of the conditions. Some theories admit a strictly resolvent presentation the conditions of which include only E-equalities between variables. For instance, Transitivity with Commutativity of the innermost symbol can be expressed by the following strictly resolvent presentation:

1. \( xRy \rightarrow yRx \)
2. \( \{ x = \sigma \} \cup \{ x = \sigma \} \)
3. \( x = \sigma \)
4. \( \{ x = \sigma \} \)
5. \( \{ x = \sigma \} \)
6. \( \{ x = \sigma \} \)
7. \( \{ x = \sigma \} \)

It must be compared to the presentation simulating the syntactic approach:

1. \( \{ x = \sigma \} \)
2. \( \{ x = \sigma \} \)
3. \( \{ x = \sigma \} \)

However, useless bindings of the variables may occur when one of the arguments of \( \ast \) is a variable. We have implemented an algorithm which detects the following redundancy and ensures that the search space is at most equal to the syntactic one:

(2) \( \equiv (4), (3) \equiv (5) \) and (6) \( \equiv (7) \) when the first argument is a variable
(2) \( \equiv (3) \) and (4) \( \equiv (5) \) when the second one is a variable

5 Conclusion

**Mutate** and **Imitate** define a new approach to general E-unification. Algorithms depend mainly upon the chosen conditional rewriting presentation of the theory. An algorithm generating efficient strictly resolvent presentation has been developed and can be found in [3]. Conditions are restricted to equalities between variables but termination of the completion leads to “restricted completeness”. Interesting practical results have been obtained with the imitation rule. Improving the behavior when occur-check fails should lead to a really efficient algorithm. We are also trying to mix the different strategies to preserve completeness (using more complex conditions).
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A Unification- and Object-Based Symbolic Computation System

Georgios Grivas

1 Introduction

While pattern matching is not a necessary requirement in symbolic or functional programming, it is however nowadays a part of modern symbolic and functional languages such as Mathematica [14], Axiom [11], Reduce [7], Macsyma [9], Standard ML [10] and Miranda [12]. Actually, Mathematica delivers a more sophisticated pattern-matcher than any of the conventional symbolic and functional languages.

AlgBench [8] is an object-oriented symbolic computation system. It provides an interpreter for a symbolic language and a skeleton for implementing data types and algorithms in all areas of symbolic computation. It supports, like Mathematica, a fully functional language with pattern-matching and term rewriting facilities. Both systems provide type-checking at the user level as a special type of pattern matching.

On the other hand there are also relatively efficient systems that do not support the declarative kind of programming (e.g. Maple [4]). This gives the indication that sometimes the non-declarative way is more efficient. The main reason for this is the relatively bad efficiency of pattern matching algorithms used in existing symbolic computation systems.

The purposes presented in this paper are: First to extend the one-way pattern matching to (ac-) unification for AlgBench and therefore to increase the expressive power of its language. Second, to extend the type-constrained pattern matching by taking into account inheritance information in the unification process from a user-defined hierarchy of object types.

2 Extending Matching to Unification

All function definitions in AlgBench are rewrite rules, each of which has a pattern on the left-hand side and a replacement on the right-hand side. The idea to replace in a
term rewriting environment the pattern matching with unification, i.e. to implement narrowing [6], is legitimate, in order to gain both the advantages of functional and logic languages. In the unification process the pattern variables can be unified and bound to other pattern variables. When a pattern variable is instantiated, all the variables bound to it see its instantiation value. This is a powerful programming technique: incrementally instantiating partial data structures.

An improved version of the Huet algorithm for standard unification presented in [13] is implemented. Its basic concept is to build equivalence classes for subexpressions through union-find trees [1]. Its advantage, that works with both DAG and non-DAG representation of terms, was decisive for our choice. We realized the abstract data structure of the union-find tree as a class and the functions union and find as its methods. This is an important conceptual difference compared to the procedural solution of [1]. The Huet algorithm in [13] is formulated for functions and variables. Therefore we view all symbols, strings, numbers and pattern objects as variables. When they have to be unified with an expression, the specialized unifier for the corresponding class is called. As a result the algorithm works also for new coming classes of pattern objects. All other composite expressions are viewed as functions.

The improved version of the Stickel’s algorithm [5] was chosen for implementation of associative commutative unification. For the declaration of the ac-functions serves the command SetAttributes[symbol, attribute]. The attribute is called -like in Mathematica-Flat for the associative case and Orderless for the commutative case.

A mechanism selects the right unification algorithm to be called. We distinguish at the moment three cases: complicated expressions, simple expressions and expressions with Flat and Orderless attributes. Later we want to support expressions that contain subtype information. The criteria for simple versus complicated terms include the length and the number of nested expressions within the term. In the simple case we choose the mark and retract algorithm proposed by R. Maeder, in the case of complicated expressions the Huet algorithm and in the case of ac-functions the Stickel algorithm.

3 Unification based on Subtyping

Subtyping is a substitutability relationship. Intuitively one type is a subtype of another if an object of a subtype can stand in for an object of a supertype. In object-oriented programming a subtype has all fields and operations of its supertype as well as additional fields and operations. In other words, subtyping is the distribution of types into a generalization/specialization hierarchy. P. America [3] shows that inheritance (also called subclassing), which deals with code sharing among classes, is not always subtyping, which has to do with specialization in behaviour of objects. In this sense subclasses inherit the implementation and subtypes inherit the interface.

H. Ait-Kaci and R. Nasr [2] presented a logic programming language Login, which incorporates inheritance-based information (in form of an IS-A taxonomy) immediately into the Huet unification algorithm. Because of our object-oriented design, we do not need to integrate inheritance information into the matching process for the data types provided by the system. The type checking is done automatically by the virtual function
mechanism.

The heads of rewrite rules are interpreted in Mathematica inter alia as object types. We implemented an *AlgBench* package, that creates with the subtype command an inheritance hierarchy and then takes into account this information for the object type unification. The non-typed objects are unified with the kernel unifiers. We give the user the opportunity to define inheritance hierarchies of types via a subtype command: `Subtype[list1, list2]`, where `list1, list2` are lists of object types. Consider the following example:

```
In[1]:= Subtype[f, {g, h, i}]
In[2]:= Subtype[h, j]
In[3]:= Subtype[{g, i}, k]
In[4]:= f[x_] := x
In[5]:= g[y_] := x + y
```

The type extension is expressed in the definition of `g`, where the arguments of `f` are inherited implicitly. With the subtype command we allow user-defined type hierarchies within composite expressions, a user-defined *lattice*.

**Definition:** Two object types F,G unify iff there exists a non empty H such that H is the greatest lower bound of F and G with the following binding list: \{F→H, G→H\}.

We put at the user-level the command `Unify[expr1, expr2]`. This means in the previous example:

```
In[1]:= Unify[i[j_], g[h_]]
Out[1] = {i -> k, g -> k, h -> j}
```

The heads of the composite subexpressions (object types) are unified as a GLB (*greatest lower bound*) lattice operation. We can do the following:

```
In[1]:= k[x_] := x + 1
In[2]:= i[g[a, b]]
Out[2] = a + b + 1
```

Since there is no rule for `i`, the types of `k`, `i` are unified with the GLB-operation to `k`. The types `f`, `g` are unified for their part to `g`. As there is a rule for `g`, we get after a couple of rewrite steps a+b+1.

All rules of the supertype are inherited after the rules of the subtype as in the example of the abstract logarithm function:

```
In[1]:= log[x_, y_] := log[x] + log[y]
In[2]:= log[x^n_] := n log[x]
In[3]:= log[1] = 0
```

We specialize the logarithm function with the logarithms of base 2 (ld) and e (ln):

```
In[4]:= Subtype[log, {ld, ln}]
In[5]:= ld[2] = 1
In[6]:= ln[e] = 1
```
If we set the query:

\[
\text{In}[7]:= \text{ld}[2^k]
\]

Since there is no rule for matching the pattern \(\text{ld}[2^k]\) the inherited rules are examined, and following rewrite steps are done: \(\text{ld}[2^k] \Rightarrow k \text{ ld}[2] \Rightarrow k \ 1 \Rightarrow k\).

Reexamining the example at the beginning of this section, we see that we need an extension of the subtype command, where it is specified which arguments of the subtype are projected to the supertype: \(\text{Subtype}[h1[\text{expr1}], h2[\text{expr2}]]\). The user gives the arguments that have to be inherited, otherwise we select the arguments from left to right and cut the rest:

\[
\begin{align*}
\text{In}[1]:&= f[x_] := x^2 \\
\text{In}[2]:&= \text{Subtype}[f,g] \ /* \text{there is no rule for g} */ \\
\text{In}[3]:&= g[a,b] \ /* \text{select from left-to-right a and cut b} */ \\
\text{Out}[3]=&= a^2 \\
\text{In}[4]:&= \text{Subtype}[f[y_], g[x_, y_]] \\
\text{In}[5]:&= g[a,b] \ /* \text{select b and cut a} */ \\
\text{Out}[5]=&= b^2
\end{align*}
\]

We realized the above extension by producing and storing a new global rule.

4 Conclusions

The availability of several unifiers and of their selection mechanism makes the system ampler and faster. Both one-way and two-way pattern matching are supported. The improvement of the pattern matching operation in an object-oriented way seems to be very appropriate.
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Counterexamples to Completeness Results for Basic Narrowing

Eric Hamoen

Narrowing is a generalization of term rewriting. It can be used as an algorithm to determine whether two terms unify modulo a certain (C)TRS R. It can also be used as the operational semantics for a language which integrates functional and Horn-clause programming. Basic narrowing is a more efficient form of narrowing.

It has been conjectured that basic narrowing is complete for semi-complete TRS’s (Yamamoto) and that basic conditional narrowing is complete for semi-complete orthogonal CTRS’s (Giovannetti & Moiso). We have found counterexamples for these conjectures. Furthermore, we show that one of the assumptions in Hoelldobler’s completeness proof for basic conditional narrowing is incorrect and we give a way of repairing this problem. We will give certain syntactical restrictions that make basic narrowing complete for semi-complete TRS’s. Finally, we show that narrowing is complete for level-confluent CTRS’s that may contain variables in the right-hand side of a rule that do not appear in its left-hand side.

\[\text{erik@cs.vu.nl.}\]
Linear logic programming is a new deductive approach which can be used to formalize planning problems, deductive databases, object-oriented programming, etc. ([4]). Recently, two other approaches for solving planning problems deductively were proposed, namely the linear connection method [1] and a fragment of the linear logic [7]. Both approaches are shown to be equivalent to the linear logic programming approach applied to planning problems [9, 5]. All these approaches do not require to state frame axioms [8, 3] explicitly. In addition, the linear logic programming approach has a well defined semantics as it deals with standard first order logic [6].

The linear logic programming approach requires unification under an equational theory which consists in the axioms of associativity, commutativity, and the existence of a unit element. In the past twenty years, some algorithms solving unification under associativity and commutativity have been developed (cf. [2]). However, the problems concerning AC1-unification encountered in the linear logic programming approach show a special structure, and the general unification algorithms perform a lot of unnecessary and redundant computation if applied to these problems. In this paper, we define a restricted class of terms containing an AC1-function and give efficient unification algorithms solving AC1-matching and unification on these terms.
1 Introduction

The most thoroughly investigated application of linear logic programming is the field of
deductive planning. As an example, consider the situation where you are in a shopping
centre and, since you are really thirsty, you look for a lemonade. After a while you find
a vending machine where a lemonade costs 75c. In your pocket, you find a dollar note as
well as a quarter, i.e. it seems to be no problem to get the lemonade. Unfortunately, the
vending machine only accepts quarters. Nevertheless, beside the vending machine there
is a cashier which changes a dollar note into four quarters. Therefore, the desired result
can be achieved by first changing the dollar note and then to get the lemonade.

In linear logic programming, planning problems of this kind can be formalized as logic
programs by using terms for describing situations and clauses for describing operators.
For example, the initial situation of our example can be represented by the term dollar ◦
quarter where ◦ denotes a binary function.4

The logic program is based on a ternary
predicate plan(s,p,t) with the intended meaning that the plan p applied to situation
s leads to situation t. With the help of this predicate, the planning problem can be
formulated as a query to the program:

\[ \leftarrow \text{plan}(\text{dollar} \circ \text{quarter, } P, \text{lemonade}) \] (0.1)

To solve this problem, we need two clauses which formalize the operator to change a dollar
note and the operator to use the vending machine:

\[ \text{plan}(\text{dollar} \circ V, \text{[change, } P'], W) \leftarrow \text{plan}(\text{quarter} \circ \text{quarter} \circ \text{quarter} \circ \text{quarter} \circ V, P', W). \] (0.2)

\[ \text{plan}(\text{quarter} \circ \text{quarter} \circ \text{quarter} \circ V, \text{[get-lemonade, } P''], W) \leftarrow \text{plan}(\text{lemonade} \circ V, P'', W). \] (0.3)

The two clauses (0.1) and (0.2) can be resolved by using the substitution
\[ \{ V \mapsto \text{quarter}, P \mapsto \text{[change, } P'], W \mapsto \text{lemonade} \}. \]

The resolvent

\[ \leftarrow \text{plan}(\text{quarter} \circ \text{quarter} \circ \text{quarter} \circ \text{quarter} \circ \text{quarter}, P', \text{lemonade}) \] (0.4)

describes the reduced planning problem of getting a lemonade when owning five quarters.
This problem can be solved by resolving (0.4) and (0.3) with \{ V \mapsto \text{quarter} \circ \text{quarter},
P' \mapsto \text{[get-lemonade, } P''], W \mapsto \text{lemonade} \} which leads to the resolvent

\[ \leftarrow \text{plan}(\text{lemonade} \circ \text{quarter} \circ \text{quarter}, P'', \text{lemonade}) \] (0.5)

Since the goal situation, i.e. the lemonade, is now contained within the actual situation,
we can use a termination clause which states that the planning problem is solved:

\[ \text{plan}(X \circ Y, [], X) \leftarrow. \] (0.6)

---

4Throughout the paper we use PROLOG-syntax, i.e. constant as well as function symbols are written
in lower case, whereas variables are in uppercase letters.

5The constant [] denotes the empty plan.
As resulting substitution for the variable $P$ in (0.1) we receive the term

$$[\text{get-lemonade}, [\text{change}, []]]$$.

The desired properties of the function $\circ$ follow from the fact that the order of the sub-terms is irrelevant when describing a situation. Therefore, $\circ$ is required to be associative and commutative. $\circ$ must not be idempotent, since otherwise the terms $\text{quarter} \circ \text{dollar}$ and $\text{quarter} \circ \text{quarter} \circ \text{quarter} \circ V$ are unifiable, i.e. one quarter will be enough to settle any amount. Beside the function $\circ$, we will use the constant $\emptyset$ to denote the empty situation. More formally, we use an equational theory AC1 which consists in three equations:

$$\forall x, y, z. \quad x \circ (y \circ z) = (x \circ y) \circ z$$
$$\forall x, y. \quad x \circ y = y \circ x$$
$$\forall x. \quad x \circ \emptyset = x$$

The equational theory is used whenever applying SLDE-resolution to the query and the program clauses.

The situation terms used within our example only contain constants together with at most one variable. However, this restriction is not desired in general when using linear logic programming. For example, consider the situation in the blocks world where block $a$ is on block $b$, block $a$ is clear, and the robot is holding block $c$. This can be described by the term $\text{on}(a, b) \circ \text{clear}(a) \circ \text{holding}(c)$. The preconditions of the operator which allows the robot to put down a block, contain the fact that the robot is holding a block as well as the fact that another block is clear, i.e. $\text{holding}(X) \circ \text{clear}(Y) \circ V$. This operator can be applied in the situation above, since both terms are unifiable under AC1 using the substitution $\{X \mapsto c, Y \mapsto a, V \mapsto \text{on}(a, b)\}$.

## 2 Problem classes

Our examples motivate a special class of unification problems modulo AC1. A significant property of the terms which appear in our formalism is that there is at most one variable on the level of the AC1-function $\circ$. For this special purpose, the general AC1-unification algorithms which are based on solving diophantine equations\(^6\) are too inefficient. For example, within the blocks world example stated above, the original algorithm of Stickel [10] generates nine basis solution of the corresponding diophantine equation which will lead to $2^9 = 512$ possible solutions. Since in fact there is only one solution, 511 of them have to be rejected.

Our example also shows that often one of the two terms to unify is ground, i.e. we have the chance to use AC1-matching instead of unification quite often.\(^7\) Beside unification and matching, we define a third problem class which we call restricted unification. This problem class appears if both terms contain variables, but one of them does not contain

\(^6\)I.e. linear equations with non-negative integer coefficients.

\(^7\)More precisely, matching suffices in any case when the initial situation is fully specified.
a variable on the level of the AC1-function. For example, an initial situation described by the term

\[ \text{block}(X) \circ \text{holding}(X), \]

represents the fact that it is unknown which block the robot is holding, but beside this uncertainty, the situation is fully specified, i.e. there are no more properties which hold in the situation.

Adding a variable on the level of the AC1-function (see below) requires our general AC1-unification. For example, the initial situation

\[ \text{quarter} \circ V \]

can be used to ask the query: \textit{What else do I need apart from a quarter to get a lemonade?}

It turns out that for all three problem classes very efficient unification algorithms can be formulated. More formally, we define our problem hierarchy as follows.

- An \textit{AC1\textsubscript{l}} -matching problem\footnote{The index \textsubscript{l} is used to stress that we regard special unification problems in the linear logic programming approach.} consists of two terms \( s_1 \circ \ldots \circ s_m \circ V \) and \( t_1 \circ \ldots \circ t_n \) where the \( t_j, 1 \leq j \leq n \), are ground and \( V \) does not occur in \( s_i, 1 \leq i \leq m \).
- A \textit{restricted AC1\textsubscript{l}} -unification problem consists of two terms \( s_1 \circ \ldots \circ s_m \circ V \) and \( t_1 \circ \ldots \circ t_n \) where \( V \) does neither occur in \( s_i \) nor in \( t_j \).
- An \textit{AC1\textsubscript{l}} -unification problem consists of two terms \( s_1 \circ \ldots \circ s_m \circ V \) and \( t_1 \circ \ldots \circ t_n \circ W \) where \( V \) and \( W \) are different and do not occur in \( s_i \) nor in \( t_j \).

3 Solutions

Our algorithms are based on unification over multisets. In the sequel, we sketch the idea of the solution for each of our problem classes.

\textbf{AC1\textsubscript{l}} -matching. A substitution \( \sigma \) is a matcher for an AC1\textsubscript{l} -matching problem iff \( \sigma(s_1 \circ \ldots \circ s_m \circ V) =_{\text{AC1}} t_1 \circ \ldots \circ t_n \), where the \( t_j, 1 \leq j \leq n \), are ground. It is easy to prove that if \( \sigma \) is a solution for the AC1\textsubscript{l} -matching problem then \( \{\sigma s_1, \ldots, \sigma s_m\} \subseteq \{t_1, \ldots, t_n\} \).\footnote{Note that the subterms \( t_j \) may now contain variables.} Conversely, if we find a substitution \( \theta \) such that \( \{\theta s_1, \ldots, \theta s_m\} \subseteq \{t_1, \ldots, t_n\} \) then the AC1\textsubscript{l} -matching problem consisting of the terms \( s_1 \circ \ldots \circ s_m \circ V \) and \( t_1 \circ \ldots \circ t_n \) is solvable and the matching substitution \( \sigma \) can be constructed from \( \theta \) as follows. Let

\[ \{r_1, \ldots, r_{n-m}\} = \{t_1, \ldots, t_n\} - \{\theta s_1, \ldots, \theta s_m\}. \]

Then, \( \sigma = \theta|_{\text{Var}(s_1, \ldots, s_m)} \cup \{ V \mapsto r_1 \circ \ldots \circ r_{n-m} \}. \)

\footnote{Multisets are depicted using the modified curly brackets \{ and \}. Furthermore, \( \subseteq, \cup, \prec \), etc. denote the multiset extensions of the usual set operations \( \subseteq, \cup, \prec \), etc.}

\[ \text{Var}(X) \] denotes the set of variables occurring in the syntactic object \( X \) and \( \sigma|_V \) denotes the restriction of the substitution \( \sigma \) to the variables in \( V \).
Let $S$ and $T$ be two multisets. With the previous discussion, we are now interested in computing a complete and, if exists, minimal set $\Sigma$ of substitutions such that for each $\sigma \in \Sigma$ we find that $\sigma S \subseteq T$.\(^{12}\) To receive this, we use the following derivation rule.

$$\frac{S \cup \{s\}, T \cup \{t\}}{\theta S, \theta T} \quad \theta = \text{mgu}(s, t)$$

Starting with the tuple $S, T$ the derivation stops if the first multiset $S$ is empty. Thus, every successful derivation leads to a resulting tuple of the form $\{\}$, $T'$ and a sequence $\theta_1, \ldots, \theta_m$.\(^{14}\) Let $\theta = \theta_1 \cdots \theta_m$, then $\theta$ is a solution of the subset problem defined above. Moreover, $T'$ contains the subterms which shall be bound to the variable $V$ in the original AC1\_l-matching problem. In this way, all successful derivations lead to a complete and minimal set of matcher.

**Restricted AC1\_l-Unification.** Restricted AC1\_l-unification differs from AC1\_l-matching in the way that both terms may contain variables. However, since again the second term does not contain a variable on the $\circ$-level, the unification algorithm for restricted AC1\_l-unification problems is as the matching algorithm except that now substitutions are applied to both multisets, i.e. we try to find substitutions $\sigma$ such that $\sigma S \subseteq \sigma T$ holds. Using a modified derivation rule

$$\frac{S \cup \{s\}, T \cup \{t\}}{\theta S, \theta T} \quad \theta = \text{mgu}(s, t)$$

all successful derivations lead again to a complete and finite set of solutions. Unfortunately, this set may contain non-minimal substitutions. Therefore, we have to test and, if necessary, to remove subsumed substitutions to receive a minimal set of unifiers. We may use some heuristics to keep the set as small as possible during computation.

**AC1\_l-Unification.** The problem of unifying two terms that both include an AC1-variable cannot be reduced to a subset problem over multisets. However, each solution $\sigma$ of the AC1-unification problem defined by the terms $s_1 \circ \ldots \circ s_m \circ V$ and $t_1 \circ \ldots \circ t_n \circ W$ can be interpreted as dividing the representing multisets $S = \{s_1, \ldots, s_m\}$ and $T = \{t_1, \ldots, t_n\}$ into two disjunctive parts $S_1, S_2$ and $T_1, T_2$, respectively, such that we find a most general substitution $\theta$ which unifies $S_1$ and $T_1$. Let $\theta S_2 = \{u_1, \ldots, u_k\}$ and $\theta T_2 = \{v_1, \ldots, v_l\}$. Then, $\sigma = \theta \cup \{V \mapsto v_1 \circ \ldots \circ v_l, W \mapsto u_1 \circ \ldots \circ u_k\}$.

Since within AC1\_l-unification, the elements of the first multiset may not be unified with an element of the second, we have to modify our derivation rule and to add a second one. In particular, we use the following derivation rules:

$$\frac{S \cup \{s\}, S_1, T \cup \{t\}}{\theta S, S_1 \cup \{s\}, \theta T} \quad \theta = \text{mgu}(s, t)$$

\(^{12}\)The notion of a minimal and complete set of substitutions is extended in the obvious way.

\(^{13}\)\text{mgu} denotes the most general unifier under the empty theory, i.e. the standard unification.

\(^{14}\)Note that a successful derivation stops after exactly $m$ applications of the derivation rule.
\[
\frac{S \cup \{s\}, S_1, T}{S, S_1, T}
\]

Again, a derivation stops if the first multiset is empty, i.e. the result is a triple of the form \(\{\}\, S_1, T_2\). Analogous to the other problem classes we have that every successful derivation determines a unifier of the corresponding AC1₁-unification problem.

The algorithms for AC1₁-matching, restricted AC1₁-unification, and AC1₁-unification are implemented and used successfully within a PROLOG-implementation of our linear logic programming approach. They turned out to be very efficient, as they consider the characteristics of the AC1-terms occurring in all applications of our linear logic programming approach. The details of the algorithms as well as a proof of their correctness, completeness, and minimality can be found in [11].
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Extensible Unification as Basis for the Implementation of CLP Languages

Christian Holzbaur

1 Introduction

We propose the application of user-defined, extensible unification as the basic formalism for the implementation of constraint logic programming (CLP) languages. The close connection between unification theory and CLP justifies the step to make this link explicit and, particularly, operational.

The idea with extensible unification is that the user identifies the set of interpreted functors through the provision of a signature. The unification semantics of terms built from interpreted functors are specified by predicates, written in the language whose unification part is to be extended.

If CLP languages are implemented via extensible unification, they will inherit the capability of being extended on the very same basis, leading to the attractive construction of towers of (metacircular) CLP languages.

2 Extensible Unification

Extensible unification is realized by allowing for user-defined extensions to the unification algorithm of a unification based language. By means of declarations we identify a set of distinguished, interpreted functors. The unification semantics of interpreted functors is made operational through the provision of a corresponding unification algorithm. To add a catch to this classical situation, we proposed to use the language whose unification semantics we are just about to implement for the realization of the unification algorithm proper [5]. In terms of the low-level implementation, extensible unification can be provided by several means. Each of the two possibilities we relate in [6], has at least the following features:

---

\[1\] Austrian Research Institute for Artificial Intelligence, and Department of Medical Cybernetics and Artificial Intelligence University of Vienna, Freyung 6, A-1010 Vienna, Austria
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• We can specify the meaning of interpreted terms in a high level language where implementation approaches specification.

• We have a substitute for ’destructive’ updates that is logically sound.

• The declarative maintenance of attributed equivalence classes, which is useful to address global aspects in solvers and/or unification algorithms, leads quite naturally to an object oriented approach to the task of implementing solvers that operate on systems of equations.

To substantiate the claim about the fitness of the scheme, we made implementations of the basic mechanism, based on SICStus Prolog, and applications thereof available to the research community via anonymous ftp\(^2\). The provided implementations of CLP(ℜ) and CLP(ℚ) are at least as complete as other existing implementations we know of: They solve linear equations over rational or real valued variables, cover the lazy treatment of nonlinear equations, and use an incremental decision algorithm for linear inequalities that detects implied equations, removes redundancies, performs projections (quantifier elimination) and provides for linear optimization.

3 Towers of (metacircular) CLP Languages

To furnish a language with extensible unification is a decision that has an attractive, transitive aspect: We will implement a level–\(n\) CLP language through the application of the level–(\(n – 1\ldots 0\)) languages for the implementation (of the unification algorithm) of the level–\(n\) language. Besides the straightforward motivation for this construction, there is the more ambitious goal to allow for reflective reasoning in the spirit of [4].

3.1 The Tower applied to AC Unification, for Example

AC and word unification algorithms [1, 8] typically require the solution of diophantine equations or systems thereof:

• Systems of equations over associative, commutative function symbols are abstracted to diophantine equation systems.

• Minimal and complete word unification: Word equations are expressed by generalized equations, which in turn comprise boundary relations, consisting of integer equations and inequalities.

The steps decomposition, merging, mutation, detection of cycles, flattening, translation to a diophantine system from [1], for example, are relatively simple symbol processing steps, covered by the level–0 language. In a concrete setting, we could use Prolog as level–0 language, and CLP(ℤ) as the next layer, in order to provide AC unification on level–3. Solving systems of homogeneous, linear diophantine equations is the basic task in CLP(ℤ). If the solutions are required to be positive, however, we can get away with CLP(ℚ), thanks to a result by Domenjoud [3].

\(^2\)Directory sicstus at ftp.ai.univie.ac.at
3.2 Deciding the Satisfiability of Homogeneous Diophantine Systems through Convex Hull Construction in CLP(\(Q\))

Given the matrix of a system like

\[
A = \begin{bmatrix}
4 & -1 & 5 & 2 & -2 \\
-3 & 5 & 2 & -1 & 3
\end{bmatrix}
\]

we test whether \(\vec{0} \in \text{Conv}(A^1, \ldots, A^5)\) in order to decide whether there is a solution to \(AX = \vec{0}\). In CLP(\(Q\)) we can proceed as follows:

\[\text{[Clp(Q)] ?- conv_hull([ [4,-3], [-1,5], [5,2], [2,-1], [-2,3] ], [X,Y]).}\]

\[
\begin{align*}
X &= 23/5+1/5*Y, \\
X &\geq 1-Y, \\
X &\geq -7/2+1/2*Y, \\
X &\leq 9-2*Y
\end{align*}
\]

\% the actual test reads:

\[\text{[Clp(Q)] ?- conv_hull([ [4,-3], [-1,5], [5,2], [2,-1], [-2,3] ], [0,0]).}\]

\text{no}

Of course we need a CLP(\(Q\)) program to execute the query against. The convex hull of a set of vectors \(V\) is defined as:

\[
\text{Conv}(V_1, \ldots, V_k) = \{\lambda_1 V_1 + \ldots + \lambda_k V_k | \forall i: \lambda_i \geq 0 \land \sum_{j=1}^{k} \lambda_j = 1\}
\]

The following CLP(\(Q\)) program implements this declaration. There is no artificial limit on the number of vectors or their dimension. It can be used to compute the convex hull of a set of vectors, or to test for the membership of points in the hull. The former application is computationally hard because of the (quantifier) elimination of the \(\lambda\)'s [7], the latter requires just a decision algorithm for polyhedral sets like Phase-I of the Simplex algorithm [2].

Therefore, Domenjoud's test \(\vec{0} \in \text{Conv}(V_1, \ldots, V_k)\) runs efficiently in CLP(\(Q\)). We could even partially evaluate the general convex hull program to formally derive a specialized, possibly more efficient version, that implements only the test.

\[
\begin{align*}
\text{conv_hull( Points, Xs) :-} \\
\text{colsums( Points, Lambdas, Xs), polytope( Xs).} \\
\text{polytope( Xs)} := \\
\text{positive_sum( Xs, 1).} \\
\text{colsums( [], [], []).} \\
\text{colsums( [S0|Rest], [L|Ls], Sums) :-} \\
\text{mult_row( S0, L, S1), colsums_rest( Rest, Ls, S1, Sums).} \\
\text{positive_sum( Xs, 0).} \\
\text{positive_sum( [X|Xs], X+Sum) :-} \text{X >= 0,} \\
\text{positive_sum( Xs, Sum).} \\
\text{mult_row( [], _, []).} \\
\text{mult_row( [X|Xs], K, [K*X|Xs1]) :-} \\
\text{mult_row( Xs, K, Xs1).}
\end{align*}
\]
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When a system $AX = \vec{0}$ has solutions, we can enumerate the vertices of the $\lambda$ polytope. Although the vertices will be rational in general, they can be transformed into integer vertices. The members of this set $S_0(A)$ are known as the minimal solutions with minimal carrier. Example:

$$A = \begin{bmatrix} 6 & 4 & -5 & -4 & -1 \\ 3 & 5 & 2 & -2 & -4 \end{bmatrix}$$

[Clp(Q)] ?- conv_hull([[6,3],[4,5],[-5,2],[-4,-2],[-1,-4]],[0,0]).
yes

[Clp(Q)] ?- colsums([[6,3],[4,5],[-5,2],[-4,-2],[-1,-4]],Lambdas,[0,0]),
polytope(Lambdas),
vertices(Lambdas,S0).
S0 = [
[0,1/3,1/6,0,1/2], % [ 0, 2, 1, 0, 3]
[0,14/37,0,11/37,12/37], % [ 0,14, 0,11,12]
[2/5,0,0,3/5,0], % [ 2, 0, 0, 3, 0]
[11/35,0,3/10,0,27/70] % [22, 0,21, 0,27]
]

Once we have $S_0(A)$, we can compute the remaining solutions to $AX = \vec{0}, X \in \mathbb{N}^n$ as positive, rational linear combinations of independent vectors in $S_0(A)$.
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A Complete Transformation System for Polymorphic Higher-Order Unification

Ullrich Hustadt

1 Introduction

We consider unification in the polymorphically typed lambda calculus $\mathcal{L}^{\text{Poly}}$. As stated in [2] type variables cause new problems through the possibility of type instantiation. Assume we wanted to use the transformation system $\mathcal{HT}$ defined in [3] for unification in $\mathcal{L}^{\text{Poly}}$. Then we have to face the problem that the projection rule is now infinitary branching. So even preunification is not practical anymore.

I propose a transformation system $\mathcal{HPT}$ that is based on the notions of matrix expanders and selectors instead of the notion of partial bindings. As a result, its search space is only finitely branching.

2 Basic Notions

Let $\mathcal{T}_0$ be a set of base types and $\mathcal{V}_T$ a set of type variables. The set of types $\mathcal{T}$ is inductively defined as the smallest set containing $\mathcal{T}_0$ and $\mathcal{V}_T$ such that if $T_1, T_2 \in \mathcal{T}$ then $(T_1 \rightarrow T_2) \in \mathcal{T}$.

To define the set $\mathcal{L}^{\text{Poly}}$ of polymorphically typed lambda terms, we use the usual rules for term formation in the simply typed lambda calculus but use polymorphic types instead of simple types. The type variables have no special meaning in term formation. They act like type constants. The set of all type variables occurring in $M$ is $\text{FV}^{\text{Type}}(M)$. The set of variables occurring in $M$ is $\text{FV}(M)$. The $\beta$-normal form of a term $M$ in $\mathcal{L}^{\text{Poly}}$ is $M \downarrow_\beta$. The $\eta$-expanded form of a term $M$ in $\beta$-normal from is $\eta[M]$. $\mathcal{L}^{\text{Poly}}_{\eta}$ is the set of polymorphically typed lambda terms in $\eta$-expanded form.

A polymorphic substitution is a pair $\sigma = \langle \sigma_1, \sigma_2 \rangle$ consisting of a substitution $\sigma_1$ from type variables to types and a substitution $\sigma_2$ from free variables to terms both defined in the usual way. The domain $\text{DOM}(\sigma)$ of $\sigma$ is the union of the domains of $\sigma_1$ and $\sigma_2$. The identity substitution $\iota$ is the pair consisting of the identity substitution $\iota_1$ on types and the identity substitution $\iota_2$ on terms. A substitution $\sigma$ is normalized if $\sigma(F) = \sigma(F) \downarrow_\beta$ for all

---
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term variables \( F \in \text{DOM}(\sigma) \). The \textit{restriction} of a substitution \( \sigma \) to a set of variables \( Z \), denoted \( \sigma|_Z \), is the substitution
\[
\sigma|_Z(F) = \begin{cases} 
\sigma(F), & \text{if } F \in Z \\
F, & \text{otherwise}.
\end{cases}
\]

A \textit{system} \( S \) is a multiset of equation where each equation is a multiset of two terms in \( \mathcal{L}^{\text{poly}} \). A \textit{unification problem} in \( \mathcal{L}^{\text{poly}} \) is an ordered pair \( \langle \sigma, S \rangle \) where \( \sigma \) is a type substitution and \( S \) is a system such that \( \text{DOM}(\sigma) \cap \text{FV}^{\text{Type}}(S) = \emptyset \). The type substitution \( \sigma \) memorizes the type instantiation that has to be done to get a unifier of \( S \).

An equation \( M = N \) is in \textit{solved form} in a unification problem \( \langle \sigma, S \rangle \) if it is in the form \( \theta(M) = N \) for some variable \( F:T \) which occurs exactly once in \( U \), and \( F:T \) and \( N \) have the same type. A system \( S \) is \textit{solved} if all of its pairs are solved. A unification problem \( \langle \sigma, S \rangle \) is \textit{solved} if \( S \) is solved.

With a system \( S = \{ F_1:T_1 = N_1, \ldots, F_n:T_n = N_n \} \) in solved form we associate a term substitution \([S]^{\text{UB}}\) in solved form we associate a substitution \([S]^{\text{UB}} = \{ F_1:T_1/N_1, \ldots, F_n:T_n/N_n \} \). This substitution is unique up to variable renaming. With a unification problem \( \langle \sigma, S \rangle \) in solved form we associate a substitution \([U]^{\text{UB}} = \langle \sigma, [S]^{\text{UB}} \rangle \).

A normalized substitution \( \theta \) is called a \textit{unifier in} \( \mathcal{L}^{\text{poly}} \) of two terms \( M \) and \( N \) from \( \mathcal{L}^{\text{poly}} \) iff \( \theta(M) \xrightarrow{\eta} \theta(N) \) holds. \( \theta \) is a unifier of a system \( S \) in \( \mathcal{L}^{\text{poly}} \) iff it is a unifier of every equation in \( S \) and it is called a unifier of a unification problem \( \langle \sigma, S \rangle \) iff it is a unifier of the system \( S \) and an instance of \( \langle \sigma, \iota_2 \rangle \).

For two types \( T_1 \) and \( T_2 \) there always exists a unique most general unifier \( \text{mgu}(\{ T_1 = T_2 \}) \).

### 3 The Transformation System \( \mathcal{HPT} \)

The rules for the transformation system \( \mathcal{HPT} \) for unification problems in \( \mathcal{L}^{\text{poly}} \) are the following. In the presentation of the rules of \( \mathcal{HPT} \) it is assumed that all terms are kept in \( \eta \)-expanded form.

**Trivial removal**
\[
\langle \sigma, \{ M = M \} \cup S \rangle \Rightarrow \langle \sigma, S \rangle \quad \mathcal{HPT}_1
\]

**Type unification**
\[
\begin{align*}
\langle \sigma, \{ M = N \} \cup S \rangle \\
\downarrow
\end{align*}
\]
\[
\langle \theta \circ \sigma, \theta(\{ M = N \} \cup S) \rangle \quad \mathcal{HPT}_2
\]

where

- \( M \) is a term of type \( A \) and \( N \) is term of type \( C \),
- \( A \neq C \), and
- \( \theta = \text{mgu}(\{ A = C \}) \).
Head type unification

\[ \langle \sigma, \{ \lambda x_k: A_k . a : B(M_m) = \lambda x_k: A_k . b : D(N_m) \} \cup S \rangle \]
\[ \downarrow \]
\[ \langle \theta \circ \sigma, \theta(\{ \lambda x_k: A_k . a : B(M_m) = \lambda x_k: A_k . b : D(N_m) \} \cup S) \rangle \]

\[ \text{HPT}_3 \]

where
- \( B \neq D \),
- \( \theta = \text{mgu}(\{ B = D \}) \).

Decomposition

\[ \langle \sigma, \{ \lambda x_k: A_k . a : B(M_m) = \lambda x_k: A_k . a : D(N_m) \} \cup S \rangle \]
\[ \downarrow \]
\[ \langle \sigma, \bigcup_{1 \leq i \leq m} \{ \lambda x_k: A_k . M_i = \lambda x_k: A_k . N_i \} \cup S \rangle \]

\[ \text{HPT}_4 \]

where \( a \) is some arbitrary atom.

Variable elimination

\[ \langle \sigma, \{ \lambda x_k: A_k . F(x_k) = N \} \cup S \rangle \]
\[ \downarrow \]
\[ \langle \sigma, \{ \lambda x_k: A_k . F(x_k) = N \} \cup \{ F/N \}(S) \rangle \]

\[ \text{HPT}_5 \]

where
- \( F \) is a free variable,
- \( F \in FV(S) \) and \( F \not\in FV(N) \), and
- \( \text{type}(F) = \text{type}(N) \).

Binder-Expansion

\[ \langle \sigma, \{ \lambda x_k: A_k . F(M_m) = \lambda x_k: A_k . b(N_n) \} \cup S \rangle \]
\[ \downarrow \]
\[ \langle \theta \circ \sigma, \eta(\{ \lambda x_k: M_k . F(M_m) = \lambda x_k: M_k . b(N_n) \cup S \}) \rangle \]

where
- \( F \) is a free variable of type \((B_1, \ldots, B_m \rightarrow A_0)\),
- \( A_0 \) is a type variable, and
- \( \theta = \{ A_0/(C_1 \rightarrow C_2) \} \) for type variables \( C_1 \) and \( C_2 \).

Matrix-Expansion

\[ \langle \sigma, \{ \lambda x_k: A_k . F(M_m) = \lambda x_k: A_k . b(N_n) \} \cup S \rangle \]
\[ \downarrow \]
\[ \langle \sigma, \{ F = Q \} \cup \{ F/Q \}(\{ \lambda x_k: A_k . F(M_m) = \lambda x_k: A_k . b(N_n) \} \cup S) \rangle \]
where

- \( F \) is a free variable of type \((B_1, \ldots, B_m \to A_0)\);
- \( b \) is an arbitrary atom of type \((a) = (D_1, \ldots, D_n \to A_0)\);
- \( Q \) is a variant of a matrix expander of type \((B_1, \ldots, B_m \to A_0)\), i.e.

\[
M = \lambda y_m : B_m. G(\overline{y_m}, H(\overline{y}))
\]

where \( G \) is a free variable of type \((B_1, \ldots, B_m, B \to A_0)\), \( B \) is a type variable, and \( H \) is a free variable of type \((B_1, \ldots, B_l \to B)\) with \( l \leq m \).

Selection

\[
\langle \sigma, \{ \lambda x_k : T_k. F(M_m) = \lambda x_k : T_k. b(N_n) \} \cup S \rangle \Downarrow
\]

\[
\langle \theta \circ \sigma, \{ \theta(F) = Q \} \cup \{ \theta(F)/Q \} (\theta(\{ \lambda x_k : T_k. F(M_m) = \lambda x_k : T_k. b(N_n) \} \cup S)) \Downarrow \}
\]

where

- \( F \) is a free variable of type \((B_m \to A_0)\);
- \( b \) is some arbitrary atom of type \((D_n \to D_0)\);
- \( a \) is some arbitrary atom of type \((E_1, \ldots, E_k \to E_0)\), for some \( k \) and some \( l, k \leq m-l, \) \( 0 \leq l \leq m \), such that \((B_{l+1}, \ldots, B_m \to A_0)\) and type\((a)\) have a most general unifier \( \theta \);
- \( Q \) is a variant of a selector appropriate for type \( \theta((B_1, \ldots, B_m \to A_0)) \), i.e.

\[
Q = \eta(\theta(\lambda y_m : B_m. a(y_{l+1}, \ldots, y_m))]
\]

such that \( l \leq m \).

The transformation system \( \mathcal{HPT} \) provides a correct and complete algorithm for unification in the polymorphically typed lambda calculus.

**Theorem 1** For every unification problem \( U \) there exists a set

\[
G = \{ [U']^{\text{resub}}_{\text{FV}(U)} \mid U \xrightarrow{\text{resub}} \mathcal{HPT} U' \text{ and } U' \text{ is in solved form} \}
\]

which is a complete set of unifiers for \( U \). Using some renaming substitution away from \( W \) this set is a complete set of unifiers for \( U \) away from \( W \).

**Proof:** See [1].

The search space of \( \mathcal{HPT} \) is finitely branching. The search space of \( \mathcal{HT} \), in contrast, is infinitely branching. However, although we have transformed the infinitely branching search space into a finitely branching one, (unfortunately) we have not reduced the search space. To this end, the idea in [2] of introducing product types should be investigated. This amounts to developing a correct and complete unification algorithm for the \( \lambda \)-calculus with product types.
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Sequential Signatures (Extended Abstract)

Delia Kesner

An order-sorted signature $\Sigma = (S, \leq, F)$ consists of a partially ordered set $(S, \leq)$ of sort symbols and a set $F$ of function symbols equipped with sort declarations $\{f : \sigma_1 \ldots \sigma_n \rightarrow \sigma \}_{f \in F}$. Order-sorted terms are constructed from $\Sigma$ and sets of $S$-indexed variables $\{V^\sigma\}_{\sigma \in S} = \{x^\sigma, y^\sigma, z^\sigma, \ldots\}_{\sigma \in S}$ while partial order-sorted terms are also constructed from $\Sigma$, but each $V^\sigma$ is now a singleton $\{\Omega^\sigma\}$. The quasi-ordering $\sqsubseteq$ between terms (resp. partial terms) is defined by induction on terms as: $\Omega^\sigma \sqsubseteq t^\eta$ if $\eta \leq \sigma$ and $f(t_1 \ldots t_n) \sqsubseteq f(h_1 \ldots h_n)$ if and only if $\forall i = 1 \ldots n$, $t_i \sqsubseteq h_i$.

Sequentiality is a property of monotonic predicates (w.r.t the partial order $\sqsubseteq$) over partial terms, related to the possibility of systematically expanding any term step-by-step in order to turn the predicate true. This work is concerned with the sequentiality of sort predicates in order sorted algebras, where each sort predicate $\text{Sort}_\delta$ characterizes the partial terms of sort $\delta$. Monotonicity of sort predicates guarantees that each time sorts decrease, there is more and more chance to well type terms.

Substitutions are a very natural mechanism to precise the sort informations when dealing with order-sorted terms. But in order-sorted systems, we do not only perform substitutions in order to refine sorts, but also reductions that are the computation steps. While substitutions always decrease the sorts of terms, reductions do not. In that case, sequentiality of sort predicates is no more useful to perform efficient type verifications, and this is the reason we restrict our attention to sort decreasing systems, where the sort information of terms may only be refined along the reduction process.

For example, consider the sort-decreasing rewriting system,

$$R : G(x : \text{int}) \rightarrow H(x : \text{int})$$

where the signature $\Sigma$ contains the following declarations:

$$F : \text{nat} \times \text{int} \rightarrow \sigma \quad G : \text{int} \rightarrow \text{int}$$

$$H : \text{int} \rightarrow \text{nat} \quad \text{nat} < \text{int}$$

In this system, every well-sorted term $G(t)$ of sort $\text{int}$ can be reduced to a term $H(t)$ of sort $\text{nat}$, refining in this way its sort information.

---
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The idea of sequentializing the type checking is that terms will need to be evaluated as far as necessary in order to satisfy a subsort constraint. In general, a few computation steps could be sufficient, without reducing terms to full normal forms. For example, let $t = F(G(3), G(4))$. Since $t$ is ill-sorted, we have to perform some reductions inside it in order to get a well-typed term. If $G(3)$ and $G(4)$ are both the redexes selected by the reduction strategy, the reduction of $G(4)$ will not give more information in order to type the term (it is not necessary), while the reduction of $G(3)$ will be helpful (and even necessary) for that purpose. So, $G(3)$ has to be selected, $G(3) \rightarrow H(3)$ implies $t \rightarrow t' = F(H(3), G(4))$ and $t'$ is now a well-sorted term, although it is not in normal form.

Sequential sort predicates try to identify positions of terms, called *directions*, where it is strictly necessary to refine the sort information in order to type those terms. Reduction is then performed over subterms at positions that are directions, and so wasteful computations are avoided in this way.

The motivation to consider sort predicates over partial terms rather than terms is that we can represent any term $t$ as a *partial term* $t_\Omega$, where each redex $h$ of sort $\rho$ appearing in $t$ is replaced by an $\Omega^\rho$ if it has been selected by the reduction strategy. In our example, $t_\Omega = F(\Omega^\text{int}, \Omega^\text{int})$.

Formally, we say that a position $u$ is a direction of a predicate $\text{Sort}_\delta$ at a given partial term $t$ if and only if $t/u$ is an $\Omega$ (a position where we need to perform a reduction) and for every $h$ such that $t \sqsupseteq h$ and $\text{Sort}_\delta(h) = \text{true}$, $h/u \sqsubseteq t/u$. In our example the first occurrence of $\Omega^\text{int}$ in $t_\Omega$ is a direction of $\text{Sort}_\sigma$ while the second is not. $\text{Sort}_\delta$ is said to be sequential if and only if for every partial term $t$ such that $\text{Sort}_\delta(t) = \text{false}$ but it is compatible with $\delta$, there is a direction of $\text{Sort}_\delta$ at $t$. Finally, a signature $\Sigma$ is said to be sequential if and only if for every sort $\delta$ in $\Sigma$, $\text{Sort}_\delta$ is sequential.

In order to decide sequentiality of sort predicates, the existence of directions at every partial term has to be verified. In general, there is an infinite set of partial terms and so, decidability of sequentiality becomes a non-trivial problem. In this talk we provide a decision procedure for sequentiality of signatures that searches for directions only at some partial terms of height 1. The main theorem guarantees that this is sufficient in order to decide the existence of directions at any term.

Finally, we provide a compilation scheme which allow to efficiently decrease the sort information of any term. Our characterization of signatures becomes in this way a necessary and sufficient condition in order to perform efficient type verifications in order-sorted algebras.
We will consider unification problems in equational theories, i.e. theories, which can be axiomatized by a set of universally quantified equational axioms. A very general result in this field has been obtained by Fay (cf. [2]), who describes a universal unification procedure, called narrowing, and proves its completeness for every equational theory that is represented by a convergent (i.e. Church-Rosser and terminating) term rewriting system. Technically, the narrowing algorithm combines syntactic unification and rewriting. To perform a narrowing step on a term means to instantiate it, such that it becomes reducible by a term rewriting rule, and then to reduce it by this rule.

Hullot (cf. [6]) presents an improved unification procedure, called basic narrowing. The idea of this algorithm is to reduce the search space by restricting narrowing steps to subterms not introduced by a substitution. An improvement of basic narrowing was given by Herold (cf. [5]), who noticed, that after a basic narrowing step at a position $p$ one can also discard all positions, which are left of $p$. Herold calls this unification procedure left-to-right basic narrowing. The corresponding narrowing relation is introduced in Definition 1.

**Definition 1** Let $\mathcal{R}$ be a term rewriting system. Let

\[
\text{shadow} : \mathbb{N}_+^* \rightarrow \mathcal{P}(\mathbb{N}_+^*) \quad \text{and} \quad \text{light} : \mathbb{N}_+^* \times \mathcal{T}(\mathcal{F}, \mathcal{V}) \rightarrow \mathcal{P}(\mathbb{N}_+^*)
\]

be functions, such that

\[
\text{shadow}(p) = \{p' \mid p \leq p' \lor p' \triangleleft p\} \quad \text{and} \quad \text{light}(p, r) = \{p.p' \mid p' \in \mathcal{F} \text{Pos}(r)\},
\]

where the relation $\triangleleft$ is the lexicographic ordering on disjoint positions. The inference rule for left-to-right basic narrowing with $\mathcal{R}$ is defined as follows:

\[
\frac{(s, \xi, P \cup \{p\})}{(\sigma(s[p \leftarrow r]), \sigma(\xi), (P \setminus \text{shadow}(p)) \cup \text{light}(p, r))} \quad \text{if} \quad \exists l \rightarrow r \in \mathcal{R}, \exists \sigma \in \mathcal{S} : \sigma = \text{MGU}(s/p, l)
\]

---
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Theorem 1 If \( R \) is convergent, then left-to-right basic narrowing with \( R \) is complete. \( \square \)

This completeness result was first given by Herold (cf. [5]). A detailed proof of Theorem 1 can also be found in [7].

Forward closures are a common notion in the field of term rewriting systems (cf. [1, 4]). They can be seen as a result of a partial evaluation process of the narrowing relation. Our idea is to restrict this process to the basic narrowing relation, which leads to the notion of basic forward closures.

Definition 2 The basic forward closure \( R^+ \) of a term rewriting system \( R \) is defined as follows: \( \xi(l') \rightarrow r \in R^+ \) if and only if there is a term rewriting rule \( l' \rightarrow r' \in R \) and a left-to-right basic narrowing derivation with \( R \) from \( (r', id_V, FPos(r')) \) to \( (r, \xi, P) \). \( \square \)

Remarks: For all term rewriting systems \( R \) the following is true:

1. \( R^+ \) is a term rewriting system, such that \( R \subseteq R^+ \) and \( \rightarrow^*_R = \rightarrow^*_{R^+} \).

2. There are term rewriting systems \( R \), such that \( R^+ \) is infinite. (Consider for example \( R = \{ f(f(x, y), z) \rightarrow f(x, f(y, z)) \} \).)

3. It is not decidable, if \( R^+ \) is finite.

4. In general \( R^+ \) is a proper subset of the forward closure of \( R \). For the term rewriting system \( R = \{ f(x) \rightarrow h(x, x), h(a, y) \rightarrow y, a \rightarrow b \} \), we have \( R^+ = R \cup \{ f(a) \rightarrow a \} \), whereas the forward closure of \( R \) is \( (R^+)^+ = R^+ \cup \{ f(a) \rightarrow b \} \). \( \square \)

If one uses \( R^+ \) in a narrowing procedure, one can also discard all the positions, which are introduced by the right-hand sides of the term rewriting rules, since these positions are exhausted in the construction of the basic forward closure. This leads to left-to-right bottom-up narrowing with \( R^+ \).

Definition 3 Let \( R \) be a term rewriting system. The inference rule for left-to-right bottom-up narrowing with \( R^+ \) is defined as follows:

\[
\frac{(s, \xi, P \cup \{ p \})}{(\sigma(s[p \leftarrow r]), \sigma(\xi), P \setminus \text{shadow}(p))} \quad \text{if} \quad \exists l \rightarrow r \in R^+, \exists \sigma \in S : \sigma = MGU(s/p, l)
\]

\( \square \)

Theorem 2 If \( R \) is convergent, left-to-right bottom-up narrowing with \( R^+ \) is complete. \( \square \)

A detailed proof of Theorem 2 can be found in [7]. It uses the fact that every leftmost-innermost rewriting derivation consists of a sequence of “chains”. Since each of these “chains” can be contracted to one application of a rule from \( R^+ \), it is easy to prove the completeness, using a lifting lemma for narrowing and rewriting derivations (cf. [8]).

Notice that in a left-to-right bottom-up narrowing derivation step the set of possible narrowing positions is decreased, which implies that left-to-right bottom-up narrowing
with $\mathcal{R}^+$ terminates, if $\mathcal{R}^+$ is finite. This termination condition is closely related to the termination condition for basic narrowing, which was given by Hullot in [6]. Hullot proves: If there are no infinite narrowing derivations issuing from the right-hand sides of the term rewriting rules, the basic narrowing algorithm terminates. We conjecture that both termination conditions are equivalent, if $\mathcal{R}$ is terminating.

It is easy to see that left-to-right bottom-up narrowing with $\mathcal{R}^+$ is as efficient as left-to-right basic narrowing with $\mathcal{R}$. This is due to the tradeoff in non-determinism: We can forget the positions introduced by the right-hand sides, but we have to use the extra term rewriting rules in $\mathcal{R}^+$.

**Example 1** Let $\mathcal{R} = \{f(x) \rightarrow h(x,x), h(a,y) \rightarrow y, a \rightarrow b\}$. Then we have $\mathcal{R}^+ = \mathcal{R} \cup \{f(a) \rightarrow a\}$. If we solve the goal by $f(z) = a$ we get the following “narrowing tree”, in which the thick edges are produced by left-to-right basic narrowing and the thin edges are produced by left-to-right bottom-up narrowing.

```
       f(z) = a
       / \      /  \
      z \rightarrow x z \rightarrow a
     /       /     / \
h(x,x) = a a = a
    /     /            /
 x \rightarrow a
    a = a
```

In both procedures we need two narrowing steps to produce the complete solution set $\{\{z \rightarrow a\}\}$. Notice that term rewriting systems with a finite basic forward closure are of practical relevance in the field of code generation. In [3], for example, an efficient bottom-up pattern matcher is described, which is based on this notion.

For a more detailed presentation of the results discussed here see [7].
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Tree Automata and Complement Problems in AC-like Theories
Denis Lugiez and Jean-Luc Moysset

1 Introduction

Given an equational theory $E$, a term $t$, and a set of terms $R = \{t_1, \ldots, t_n\}$, to solve the complement problem $t \not\equiv_E t_1 \ldots t \not\equiv_E t_n$ is to find if there is a ground instance of $t$ which is not a ground $E$-instance of any of the $t'_i$s. We propose a new solution of this problem when some functions are associative and commutative and the $t'_i$s are linear. This solution relies on tree-automata which are powerful tools to recognize regular tree languages. We describe some extensions to other theories and to some non-linear cases. Moreover we extend a proof given in [3] relying on test-set for the following non-linear case: when flattening $t$ and the $t'_i$s, all occurrences of a non-linear variable are under the same node.

2 Solving linear AC-complement problems

We take for granted the definitions and notions on terms, equational theories, and tree automata.\(^2\)

Our key result is surprisingly simple to state and prove:

**Proposition 1** Let $t$ be a linear term, then the set of ground AC-instances of $t$ is a regular tree language.

The next theorem is a straightforward consequence of the previous property.

**Theorem 1** The complement problem $t \not\equiv_{AC} t_1 \land \ldots \land t \not\equiv_{AC} t_n$ where the $t'_i$s are linear terms is decidable.

The inductive reducibility modulo AC of a linear term $t$ for a left-linear term rewriting system is decidable.

\(^1\)CRIN-INRIA BP 539 54506 Vandoeuvres-les-Nancy, FRANCE Email: lugiez,jmoysset@loria.fr.

\(^2\)Proofs and missing definitions can be found in [4]
What’s the trouble with non-linearity?

Before giving some applications and extensions of the previous result, we show which problem arises when we consider non-linear terms. Let $F_{AC}$ consist of one symbol $f$, and let $F_{NAC}$ consist of two constants 0 and 1 and let $t$ be $f(x,x)$. Then the ground AC-instances of $f(x,x)$ are extremely difficult to recognize, some of these instances are trees such that the first son and its brother are not equal, even modulo AC. For instance $f(0, f(1, f(1,0)))$ and $f(0, f(1, f(1,0)))$ are ground AC-instances of $f(x,x)$. To know that a ground term (with root $f$) is an instance of $f(x,x)$, one must count 0’s and 1’s and there is no way to conclude before all 0’s and 1’s have been counted: the ground term is an AC-instance of $f(x,x)$ if there is an even number of 0’s and an even number of 1’s.

There is no way to design a tree automaton which can manage this. Moreover, there is a theoretical results which proves that tree automata cannot recognize ground AC-instances of non-linear terms: the inductive reducibility modulo AC property would be decidable, and this property was proved undecidable [2].

3 Extending the results

Our solution to linear complement problem can be extended in several ways.

3.1 To some non-linear cases

In [1], tree-automata are extended in order to allow equality tests between brothers. This class is closed under boolean operations and the emptiness property is decidable. We can use this result to get decidability results for non-linear complement problems and for the inductive reducibility modulo AC for non-left-linear term rewriting systems.

Definition 1 The non-linearity of a term is strictly restricted iff for each non-linear variable $x$, there exist a position $p$ such that all the occurrences of $x$ occur at positions $p.i$ with $i$ an integer, and the symbol at position $p$ is not AC.

Theorem 2 The complement problem $t \neq_{AC} t_1 \land \ldots \land t \neq_{AC} t_n$ (resp. $\neq_A$) where the $t_i$’s are strictly restricted, is decidable.

The inductive reducibility modulo AC (resp. modulo A) of a strictly restricted term $t$ for a term rewriting system with strictly restricted left-hand sides is decidable.

Proof. Since linearity is strictly restricted, the definition and proofs in [1] need few changes only. The syntactical equality $=$ is replaced by $=_{AC}$, moreover the automata that are used satisfy the property if $t$ reaches some state, then all AC-variants of $t$ also reach this state. Therefore the algorithm to decide the emptiness of the language accepted by automata with equality test modulo AC is a straightforward adaptation of that of [1].

3.2 To some other theories

The previous results can be easily extended to other theories. The first one is the AC1 theory, i.e AC with unity: for each AC-symbol $f$, there exists a constant $e$ such that
$f(x,e) = x$. To handle this new equation, we add the rules $e \rightarrow q_e$ and $f(q,e) \rightarrow q$ and $f(q,e) \rightarrow q$. The second one is the associativity theory: we simply drop the rules handling commutativity and we introduce the rules for associativity at the right place. Therefore we get the theorem:

**Theorem 3** The complement problem $t \neq_{AC_1} t_1 \land \ldots \land t \neq_{AC_1} t_n$ (resp. $\neq_A$) where the $t_i$'s are linear terms is decidable.

The inductive reducibility modulo $AC_1$ (resp. modulo $A$) of a linear term $t$ for a left-linear term rewriting system is decidable.

This approach also works for ACI axioms, i.e. for functions $f$ which are AC and satisfy the idempotency axioms $f(x,x) = x$.

### 3.3 Using a abstract criteria

Actually, the previous extensions follow from the general theorem:

**Theorem 4** Let $\mathcal{L}$ be a class of tree-automata closed under the boolean operations and such that the emptiness of the language accepted by an automa of $\mathcal{L}$ is decidable, let $E$ be a equational theory such that the set of ground $E$-instances of any term is the language accepted by some $A \in \mathcal{L}$, then the complement problem and the inductive reducibility property in $E$ are decidable.

This theorem reduces a difficult problem (complement modulo a theory) to a much simpler one (prove that the set of ground $E$-instances of some term are recognizable) and suggests two fruitful directions of research. The first one is to consider tree automata which are more general than bottom-up tree automata, the second one is to design syntactical criteria on the theory $E$ which will ensure the property required on the ground $E$-instances of a term.

### 4 Solving some non-linear AC problems

To conclude, we give the decidability of the complement problem modulo AC in a particular case: all the occurrences of a non-linear variable are under the same node, as described in the following definition.

**Definition 2** A flattened term $s$ is restricted iff all occurrences of a non-linear variable are under the same node.

And the the main theorem is:

**Theorem 5** Let $t$ and $t_i$'s be restricted flattened terms, then the complement problem $t \neq_{AC} t_1 \land \ldots \land t \neq_{AC} t_n$ is decidable.

The proof generalizes the proof given in [3] in the case of one AC-symbol and constants and it relies on test-set techniques. Tree automata provide nice and simple proofs and test-set methods give tedious and difficult proofs. However, at the present time, we have stronger results with test-set methods than with tree automata (but we are currently investigating some new classes of tree automata which may be as powerful as the test-set approach).
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Complexity of E-Unification Problems
Paliath Narendran

Complexity issues in unification have been investigated a great deal since Paterson and Wegman published their linear-time algorithm for standard unification. E-unification, or unification in the presence of an equational theory E, is much more complicated, most of the problems being undecidable in general. Research has so far concentrated on two major issues: (i) E-unifiability where one only has to check whether there exists a unifier for the input terms, and (ii) computing a complete set of E-unifiers for terms especially when these sets are known to be always finite. In Kapur and Narendran (1989) we briefly surveyed the results and presented them in tabular form. The present talk updates that survey and discusses several significant open problems.

1Institute of Programming and Logics, Department of Computer Science, State University of New York at Albany, Albany, NY 12222, email: dran@cs.albany.edu.
Functional Unification of Higher-Order Patterns
Tobias Nipkow

1 Background

Dale Miller [1] discovered a class of \( \lambda \)-terms which behave almost like first-order terms w.r.t. unification: unification is decidable and unifiable terms have most general unifiers which are easy to compute. His results were taken up by Pfenning [3], who extended them to the Calculus of Constructions, and by Nipkow [2] who reformulated and used them in the context of rewrite systems over simply typed \( \lambda \)-terms.

The unification algorithm presented by Miller applies to quantified \( \lambda \)-terms and is described informally (although rigorously); the algorithms by Pfenning and Nipkow are formulated at a fairly high level. The purpose of this paper is to present an efficient implementation which follows the structure of unification for first-order terms. We use the notation of [2]. In particular the following convention is adhered to: \( s \) and \( t \) denote terms, \( \theta \) substitutions, \( F, G \) and \( H \) free variables, \( x, y \) and \( z \) bound variables, \( a \) and \( b \) atoms (i.e. variables or constants), \( c \) constants, and \( ss \) and \( ts \) term lists. The notation \( a(\overline{a}) \) is short for the iterated application \( ((... (a s_1) ...) s_n) \). Binary application of \( \lambda \)-terms is written \( s.t \) in order to avoid confusion with application in the programming language used for expressing the algorithms. We follow the convention of keeping bound and free variables disjoint. Hence the language of \( \lambda \)-terms is defined by the following grammar:

\[
t = F \mid x \mid c \mid \lambda x.t \mid (t_1.t_2)
\]

Note that this grammar also allows so called “loose” bound variables as in \( \lambda x.y \), where \( y \) is a bound variable without a corresponding enclosing binder. Such loose bound variables will not normally occur in our terms, except at intermediate stages of a computation.

A term \( t \) in \( \beta \)-normal form is a (higher-order) pattern if every free occurrence of a variable \( F \) is in a subterm \( F(\overline{u}) \) of \( t \) such that \( \overline{u} \) is \( \eta \)-equivalent to a list of distinct bound variables.

Examples of higher-order patterns are \( F, \lambda x.F(\lambda z.x(z)) \) and \( \lambda x,y.F(y,x) \), examples of non-patterns are \( F(c), \lambda x.F(x,x) \) and \( \lambda x.F(F(x)) \). In the sequel all terms are either implicitly assumed to be patterns or are patterns by construction.
We present the development of a functional program for unification of patterns. Starting with a high-level description we gradually eliminate all features which have no counterpart in ordinary functional languages. Eventually we arrive at a formulation which is directly executable. A translation of this algorithm into Standard ML is contained in an extended version of this abstract, which is available directly from the author and which also treats de Bruijn’s representation of \( \lambda \)-terms.

All algorithms are written in a mixture of simplified Standard ML and mathematics. In particular we rely on the following basic combinator:

\[
\begin{align*}
\text{foldl } f \ a \ [] & = a \\
\text{foldl } f \ a \ (x :: xs) & = \text{foldl } f \ (f(a, x)) \ xs
\end{align*}
\]

## 2 The first version

We start the development with two basic assumptions:

- \( \alpha \): \( \alpha \)-equivalent terms are identified.
- \( \eta \): Terms are simply typed and in \( \eta \)-expanded form, except for the arguments of free variables, which are in \( \eta \)-normal form, i.e. bound variables.

Both assumptions are relaxed during the development.

The first algorithm is a serialization of the inference rules in [2] and is close to Miller’s algorithm.

\[
\begin{align*}
\text{unif } \theta (s, t) & = \text{case } (s\downbeta, t\downbeta) \text{ of } \\
& \quad (\lambda x_k.F(y_m), \lambda x_k.G(z_n)) \Rightarrow \text{flexflex}(F, y_m, G, z_n, \theta) \\
& \quad (\lambda x_k.t, \lambda x_k.F(y_m)) \Rightarrow \text{flexrigid}(F, y_m, t, \theta) \\
& \quad (\lambda x_k.F(y_m), \lambda x_k.t) \Rightarrow \text{flexrigid}(F, y_m, t, \theta) \\
& \quad (\lambda x_k.a(s_m), \lambda x_k.b(t_n)) \Rightarrow \text{rigidrigid}(a, s_m, b, t_n, \theta)
\end{align*}
\]

\[
\begin{align*}
\text{flexflex}(F, y_m, G, z_n, \theta) & = \text{if } F = G \text{ then flexflex1}(F, y_m, z_n, \theta) \\
& \quad \text{else flexflex2}(F, y_m, G, z_n, \theta)
\end{align*}
\]

\[
\begin{align*}
\text{flexflex1}(F, y_m, z_n, \theta) & = \text{if } m \neq n \text{ then fail } \\
& \quad \text{else } \{F \mapsto \lambda y_m.H([y_i \mid 1 \leq i \leq m \land y_i = z_i])\} \circ \theta
\end{align*}
\]

\[
\begin{align*}
\text{flexflex2}(F, y_m, G, z_n, \theta) & = \text{let } \{\pi_k\} = \{y_m\} \cap \{z_n\} \\
& \quad \text{in } \{F \mapsto \lambda y_m.H(\pi_k)\} \circ \{G \mapsto \lambda z_n.H(\pi_k)\} \circ \theta
\end{align*}
\]

\[
\begin{align*}
\text{flexrigid}(F, y_m, t, \theta) & = \text{if } F \in \mathcal{FV}(t) \text{ then fail } \\
& \quad \text{else proj } \{y_m\} \ (\{F \mapsto \lambda y_m.t\} \circ \theta) \ t
\end{align*}
\]

\[
\begin{align*}
\text{rigidrigid}(a, ss, b, ts, \theta) & = \text{if } a \neq b \text{ or else } |ss| \neq |ts| \text{ then fail } \\
& \quad \text{else foldl unif } \theta \ (\text{zip } ss \ ts)
\end{align*}
\]

\[
\begin{align*}
\text{zip } (x :: xs) (y :: ys) & = (x, y) :: (\text{zip } xs \ ys) \\
\text{zip } [] [] & = []
\end{align*}
\]
\[
\text{proj } V \theta s = \text{case } s \theta \downarrow \beta \text{ of }
\]
\[
\lambda x.t \Rightarrow \text{proj } (V \cup \{x\}) \theta t \\
c(s_m) \Rightarrow \text{foldl } (\text{proj } V) \theta \overline{s_m} \\
x(s_m) \Rightarrow \text{if } x \in V \text{ then foldl } (\text{proj } V) \theta \overline{s_m} \text{ else fail} \\
F(y_m) \Rightarrow \text{let } \{z_n\} = \{\overline{y_m}\} \cap V \text{ in } \{F \mapsto \lambda x_m.H(z_n)\} \circ \theta
\]

The free variable \(H\) is assumed to be a \textit{new} variable in each instance. The conditions \(m \neq n\) and \(|ss| \neq |ts|\) prepare the ground for untyped terms; for typed terms, \(m = n\) and \(|ss| = |ts|\) are implied by \(F = G\) and \(a = b\), respectively.

### 3 On-the-fly \(\alpha\)-conversion

Let us now drop assumption \(\alpha\) and take \(\alpha\)-conversion (almost) seriously. We merely assume that in a term \(\lambda x.s\), \(s\) does not contain a subterm \(\lambda x.t\), i.e. nested abstractions bind distinct variables. If necessary, this assumption can be enforced by preprocessing.

\[
\text{unif } \theta (s,t) = \text{case } (s \theta \downarrow \beta, t \theta \downarrow \beta) \text{ of } \\
(\lambda x.s, \lambda y.t) \Rightarrow \text{unif } \theta (s, t\{y \mapsto x\}) \\
(s,t) \Rightarrow \text{cases } \theta (s,t)
\]

\[
\text{cases } \theta (F(y_m), G(z_n)) = \text{flexflex}(F, y_m, G, z_n, \theta) \\
\text{cases } \theta (F(y_m), t) = \text{flexrigid}(F, y_m, t, \theta) \\
\text{cases } \theta (t, F(y_m)) = \text{flexrigid}(F, y_m, t, \theta) \\
\text{cases } \theta (a(z_n), b(t_n)) = \text{rigidrigid}(a, z_n, b, t_n, \theta)
\]

### 4 Implementing substitutions

Now we implement substitutions as association lists of variables and terms. Consequently we replace substitutions of the form \(\{F \mapsto t\} \circ \theta\) by \((F, t) :: \theta\). The expression \(s \theta \downarrow \beta\) now becomes \(\text{devar } \theta s\), where \(\text{devar}\) is a “lazy” form of substitution application: only in \(F(\ldots)\) is \(F\) replaced by \(\theta F\); all other terms are left unchanged. Because \(\text{devar}\) is lazy, \(F \in \mathcal{FV}(t)\) becomes \(\text{occ } F \theta t\):

\[
\text{devar } \theta (F(y_n)) = \text{case } \text{assoc } F \theta \text{ of } \\
\quad \text{Some}(\lambda x_n.t) \Rightarrow \text{devar } \theta (t\{x_n \mapsto y_n\}) \\
\quad \text{None} \Rightarrow F(y_n)
\]

\[
\text{devar } \theta s = s \\
\text{assoc } F ((G,t) :: \theta) = \text{if } F = G \text{ then Some}(t) \text{ else assoc } F \theta \\
\text{assoc } F [] = \text{None}
\]

\[
\text{occ } F \theta G = (F = G) \text{ orelse case } \text{assoc } G \theta \text{ of } \\
\quad \text{Some}(s) \Rightarrow \text{occ } F \theta s \\
\quad \text{None} \Rightarrow \text{false}
\]

\[
\text{occ } F \theta (s.t) = \text{occ } F \theta s \text{ orelse occ } F \theta t \\
\text{occ } F \theta (\lambda x.s) = \text{occ } F \theta s \\
\text{occ } F \theta _- = \text{false}
\]
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5 On-the-fly $\eta$-expansion

The following modifications remove the need to work with $\eta$-expanded simply typed terms. This is not just relevant for applications to untyped terms. It also paves the way for terms containing type variables which may get instantiated during unification because such instantiations may require further $\eta$-expansions.

However, we still retain the assumption that all arguments to free variables must be bound variables. This merely simplifies the notation and can be relaxed, for example, by a preprocessing phase that $\eta$-normalizes the arguments of free variables.

\begin{align*}
\text{unif } \theta (s,t) &= \text{case } (\text{devar } \theta s, \text{devar } \theta t) \text{ of } \\
& \quad (\lambda x. s, \lambda y. t) \Rightarrow \text{unif } \theta (s, t[x/y]) \\
& \quad (\lambda x. s, t) \Rightarrow \text{unif } \theta (s, t.x) \\
& \quad (s, \lambda x. t) \Rightarrow \text{unif } \theta (s.x, t) \\
& \quad (s, t) \Rightarrow \text{cases } \theta (s, t)
\end{align*}

\begin{align*}
\text{devar } \theta s &= \text{case strip } s \text{ of } \\
& \quad (F, ys) \Rightarrow \text{case assoc } F \theta \text{ of } \\
& \quad \text{Some}(t) \Rightarrow \text{devar } \theta (\text{red } t y s) \\
& \quad \text{None} \Rightarrow s
\end{align*}

\begin{align*}
\text{red } (\lambda x. s) (y :: ys) &= \text{red } (s[y/x]) y s \\
\text{red } s (y :: ys) &= \text{red } (s.y) y s \\
\text{red } s [] &= s
\end{align*}

\begin{align*}
\text{strip } t &= \text{let strip } (f. t) ts = \text{strip } f (t :: ts) \\
& \quad \text{strip } t ts = (t, ts) \\
& \quad \text{in strip } t []
\end{align*}

6 Pattern-matching

As a final step towards an executable algorithm we remove all occurrences of (programming language) patterns of the form $a(s_m)$ in favour of the destructor strip:

\begin{align*}
\text{cases } \theta (s, t) &= \text{case } (\text{strip } s, \text{strip } t) \text{ of } \\
& \quad ((F, \overline{y_m}), (G, \overline{z_m})) \Rightarrow \text{flexflex}(F, \overline{y_m}, G, \overline{z_m}, \theta) \\
& \quad ((F, \overline{y_m}), \_ \Rightarrow \text{flexrigid}(F, \overline{y_m}, t, \theta) \\
& \quad (\_, (F, \overline{y_m})) \Rightarrow \text{flexrigid}(F, \overline{y_m}, s, \theta) \\
& \quad ((a, \overline{s_m}), (b, \overline{t_m})) \Rightarrow \text{rigidrigid}(a, \overline{s_m}, b, \overline{t_m}, \theta)
\end{align*}

\begin{align*}
\text{proj } V \theta s &= \text{case } \text{strip}(\text{devar } \theta s) \text{ of } \\
& \quad (\lambda x. t, \_ \Rightarrow \text{proj } (V \cup \{x\}) \theta t \\
& \quad (c, ss) \Rightarrow \text{foldl } (\text{proj } V) \theta ss \\
& \quad (x, ss) \Rightarrow \text{if } x \in V \text{ then } \text{foldl } (\text{proj } V) \theta ss \text{ else fail} \\
& \quad (F, \overline{y_m}) \Rightarrow \text{let } \{\overline{s_m}\} = \{\overline{y_m}\} \cap V \text{ in } (F, \lambda \overline{y_m}. H(\overline{z_m})) :: \theta
\end{align*}
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Undecidability of the Horn-Clause Implication Problem

Jerzy Marcinkowski\textsuperscript{1} and Leszek Pacholski\textsuperscript{2}

1 Introduction

In this paper we prove that the problem “given two Horn clauses \( \mathcal{H}_1 = (\alpha_1 \land \alpha_2 \rightarrow \beta) \) and \( \mathcal{H}_2 = (\gamma_1 \land \ldots \land \gamma_k \rightarrow \delta) \), where \( \alpha_i, \beta, \gamma_i, \delta \) are atomic formulas, decide if \( \mathcal{H}_2 \) is a consequence of \( \mathcal{H}_1 \)” is not recursive, thus solving one of the last open decidability problems concerning formulas in pure predicate logic (i.e. without equality symbol). It follows from a result of M. Schmidt-Schauß [6], that the problem, if a Horn clause \((\alpha \rightarrow \beta)\), with \(\alpha, \beta\) atomic, implies another Horn clause, is decidable.

Problems concerning decidability of restricted classes of quantificational formulas have been studied since the thirties by W. Ackermann, P. Bernays, J. Büchi, K. Gödel, W. Goldfarb, Y. Gurevich, L. Kalmar, H.R. Lewis, M. Schönfinkel, H. Wang and many others (see [2]). Recently several papers on the clause implication problem have been written by researchers being motivated by problems in artificial intelligence. (see e.g. [6] [3]).

We use standard notation and terminology. An atomic formula is an expression of the form \( Q(t_1, \ldots, t_k) \), where \( Q \) is a relation symbol and \( t_1, \ldots, t_k \) are terms. A literal is an atomic formula or a negation of an atomic formula. A clause is a disjunction of literals. A ground clause (term) is a clause (term) without variables. A clause with \( n \) literals is called a \( n \)-clause, a unit clause is a 1-clause. A Horn clause is a clause with at most one non-negated literal, or equivalently a formula of the form \( \alpha_1 \land \alpha_2 \land \ldots \land \alpha_k \rightarrow \beta \), where \( \alpha_1, \alpha_2, \ldots, \alpha_k, \beta \) are atomic formulas. The Horn clause above a \( k \)-Horn clause.

Let \( \mathcal{A} \) and \( \mathcal{B} \) be two clauses. We say that \( \mathcal{A} \) implies \( \mathcal{B} \), if \( \mathcal{A} \vdash \mathcal{B} \), or equivalently, if \( (\forall x_1) \ldots (\forall x_m) \mathcal{A} \rightarrow (\forall y_1) \ldots (\forall y_n) \mathcal{B} \) holds, where \( x_1, \ldots, x_m, y_1, \ldots, y_n \) are all variables in \( \mathcal{A} \) and \( \mathcal{B} \) (we can and do assume, that \( \mathcal{A} \) and \( \mathcal{B} \) have disjoint sets of variables). The clause implication problem is equivalent to the satisifiability problem for the set formulas consisting of the clause \( \mathcal{A} \) and ground unit clauses obtained by the negation of \( \mathcal{B} \).

A tree \( \mathcal{T} \) is a \( k \)-tree if each non-leaf node of \( \mathcal{T} \) has exactly \( k \) sons. We identify \( k \)-trees with sets of words over the alphabet \( \{1, 2, \ldots, k\} \), which are closed under prefixes, i.e. if

\textsuperscript{1}Institute of Computer Science, University of Wroclaw, Przesmyckiego 20, 51-151 Wroclaw, Poland, Email: jmarcink@plwruw11.bitnet.
\textsuperscript{2}Institute of Mathematics, Polish Academy of Sciences, Kopernika 18, 51-617 Wroclaw, Poland, Email: jmarcink@plwruw11.bitnet.
\( w \in \mathcal{T} \) and \( v \) is a prefix of \( w \), then \( v \in \mathcal{T} \). Given a tree \( \mathcal{T} \), we put \((\mathcal{T})_w = \{v : \exists u \in \mathcal{T}, u = wv\}\), i.e. \((\mathcal{T})_w\) is the subtree of \( \mathcal{T} \) rooted at \( w \).

It is easy to notice that to study the problem, if one Horn clause implies another, it suffices to assume that all Horn clauses under consideration are of the form

\[
\mathcal{H} = (Q(\Gamma_1) \land Q(\Gamma_2) \land \ldots \land Q(\Gamma_k) \rightarrow Q(\Gamma))
\]

where \( \Gamma, \Gamma_1, \Gamma_2, \ldots, \Gamma_k \) are \( n \)-tuples of terms, for \( n \) being the arity of \( Q \). Again, it is easy to notice that we can furthermore assume, that the arity of \( Q \) is 1, so \( \Gamma, \Gamma_1, \Gamma_2, \ldots, \Gamma_k \) are either variables or terms with the same main symbol.

For a given \( k \)-Horn clause \( \mathcal{H} \), an \( \mathcal{H} \)-derivation is a finite labelled \( k \)-tree \( \mathcal{T} \), whose each node \( w \) is labeled by a \( n \) tuple \( \Delta(w) \) of constant terms (or just a constant term), and moreover, for each inner node \( w \) of \( \mathcal{T} \), there exists a substitution \( \sigma \), such that \( \sigma \Gamma = \Delta(w) \), and \( \sigma \Gamma_i = \Delta(w_i) \) for each \( i \leq k \).

For a set \( \mathcal{G} \) of \( n \)-tuples of constant terms, an \( \mathcal{H} \)-derivation \( \mathcal{T} \) will be called a \( \mathcal{G} \)-\( \mathcal{H} \)-derivation, if \( \Delta(w) \in \mathcal{G} \), or \( \Delta(w) \) is a constant, for each leaf \( w \) of \( \mathcal{T} \). In other words a \( \mathcal{G} \)-\( \mathcal{H} \)-derivation for a Horn clause \( \mathcal{H} \) given by (1) is an \( \mathcal{H} \)-derivation from the set \( \{Q(t) : t \in \mathcal{G}\} \cup \{Q(c) : c \) is a constant \( \} \).

## 2 Regular Thue trees

In this chapter, for a given Thue system \( \mathcal{S} \), we introduce notions of a \( \mathcal{S} \)-regular and of a \( \mathcal{S} \)-semiregular tree. For the notion of a Thue system see [5]. To fix the terminology, by a Thue system \( \mathcal{S} \) over an alphabet \( \Sigma \) we understand a finite set of symmetric productions, i.e. a finite set of unordered pairs \( < u, v > \) of words in \( \Sigma^* \). We moreover require, that \( \mathcal{S} \) is closed, i.e. if \( < u, v > \in \mathcal{S} \), and \( < u, w > \in \mathcal{S} \) then \( < v, w > \in \mathcal{S} \). We write \( \overset{\mathcal{S}}{\leftrightarrow} \) to denote that \( u \) can be obtained from \( v \) by one application of a production in \( \mathcal{S} \), and \( \overset{\mathcal{S}}{\leftrightarrow} \to \) to denote that \( u, v \) are equivalent in \( \mathcal{S} \).

**Definition 2.1** Let \( \mathcal{S} = \{< u_i, v_i > : i \in I\} \) be a finite set of productions of a Thue system \( \mathcal{S} \) in the alphabet \( \{1, 2, \ldots, p\} \). We put \( \mathcal{T}_\mathcal{S} = \{u : u \) is a proper prefix of \( v, \) for some \( < u, v > \in \mathcal{S}\} \).

For a set \( \mathcal{W} \) of words over the alphabet \( \{1, 2, \ldots, p\} \), we put \( \text{Thue}_\mathcal{S}(\mathcal{W}) = \{u : (\exists w \in \mathcal{W})(w \overset{\mathcal{S}}{\leftrightarrow} u)\} \). Finally, we put \( \text{THUE}_\mathcal{S}(\mathcal{W}) = \text{pr}(\text{Thue}_\mathcal{S}(\mathcal{W})) \), where, for a set \( \mathcal{X} \), \( \text{pr}(\mathcal{X}) \) denotes the set of all prefixes of \( \mathcal{X} \). We call \( \text{THUE}_\mathcal{S}(\mathcal{W}) \), a \( \mathcal{S} \)-Thue tree of \( \mathcal{W} \).

**Definition 2.2** (i) Let \( \mathcal{T} \) be a \( p \)-tree. We call a node \( w \in \mathcal{T} \), \( \mathcal{S} \)-semiregular, if \( (\mathcal{T})_w, w = (\mathcal{T})_{ww}, \) for each \( i \in I \). We call a node \( w \) \( \mathcal{S} \)-regular if it is \( \mathcal{S} \)-semiregular and if \( \mathcal{T}_\mathcal{S} \subseteq (\mathcal{T})_w \).

(ii) A p-tree \( \mathcal{T} \) is \( \mathcal{S} \)-semiregular, if every node of \( \mathcal{T} \) is semiregular. Given a finite set \( \mathcal{G} \) of semiregular trees, a \( \mathcal{S} \)-semiregular \( p \)-tree \( \mathcal{T} \) is called \( \mathcal{G} \)-\( \mathcal{S} \)-regular if for each node \( w \) of \( \mathcal{T} \), either \( w \) is \( \mathcal{S} \)-regular, or \( (\mathcal{T})_v \) is in \( \mathcal{G} \) for some, non-necessarily proper, prefix \( v \) of \( w \).

**Lemma 2.3** For every Thue system \( \mathcal{S} \) and each set \( \mathcal{W} \) of words over the alphabet \( \{1, 2, \ldots, p\} \), \( \text{THUE}(\mathcal{W}) \) is a \( \mathcal{S} \)-semiregular \( p \)-tree. \( \blacksquare \)
Lemma 2.4 Every semiregular tree containing a node \( w \) contains all elements of the set \( \{ v : w \leftrightsquigarrow S v \} \). So, if there exists a finite semiregular tree containing \( w \), then the set \( \{ v : w \leftrightsquigarrow S v \} \) is finite. ■

Definition 2.5 We say that a closed Thue system \( S \) is good, if \( (T_S)_v = \emptyset \), for every \( < u, v > \in S \).

Definition 2.6 We denote by \( H_S \) the Horn clause
\[
Q(\Gamma_1) \land Q(\Gamma_2) \land \ldots \land Q(\Gamma_p) \rightarrow Q(\Gamma),
\]
where \( Q \) is an unary relation symbol, and

(i) \( \Gamma = g(t_1, t_2, \ldots t_p) \) is a term built over the language containing exactly one \( p \)-ary functional symbol \( g \) and no constant symbols. For a word \( w \), \( \Gamma \) has \( g \) in the position \( w \) iff \( w \in T_S \). The variables of \( \Gamma \) in positions \( u \) and \( v \) are equal iff \( < u, v > \in S \). (ii) For \( i \in \{1, 2, ..., p\} \), \( \Gamma_i = t_i \).

From now on, we consider terms built from variables, a function symbol \( g \) and from a constant \( c \). So, a constant term is uniquely determined by the tree of its function symbols \( g \), so we can, and will identify constant terms with the corresponding trees. The next lemma describes the structure of \( G-H_S \)-derivation and establishes a duality between terms and \( H_S \)-derivations.

Lemma 2.7 (i) If the root of an \( H_S \)-derivation \( D \) is labeled by a constant term \( \Delta \), then for each node \( w \) of the derivation, we have \( \Delta(w) = (\Delta)_w \).

(ii) If the root of a \( G-H_S \)-derivation \( D \) is labeled by a constant term \( \Delta \), then \( \Delta \) is a semiregular tree. ■

Lemma 2.8 (i) If the root of a constant term \( \Delta \) is a regular node, then there exists a substitution \( \sigma \), such that \( \Delta_i = \sigma \Gamma_i \), for \( i \in \{1, 2, ..., p\} \), and
\[
\Delta = \sigma \Gamma. \tag{2}
\]

(ii) If a constant term \( \Delta \) is a \( G-S \)-regular tree, then \( \Delta \) is a label of the root of a \( G-H_S \)-derivation \( D \). ■

3 Existence of paths in \( p \)-clause derivations

Definition 3.1 We say that a good Thue system \( S \) over \( \{1, 2, ..., p\} \) is very good if it is closed, and the following conditions are satisfied:

(i) if \( < u, v > \) is a production of \( S \), then both \( u \) and \( v \) are non-empty and have length at most 2. Moreover, at least one of them has length 2.

(ii) Symbols of the alphabet are divided into two disjoint categories, called dynamic and static, in such a way that:

(a) if a symbol \( i \in \{1, 2, ..., p\} \) occurs in a production \( < i, w > \), for \( w \in \{1, 2, ..., p\}^* \), then it is dynamic,

(b) if a symbol \( i \) occurs in a production of a form \( < j, v k > \), where \( v \in \{1, 2, ..., p\}^* \), and \( j, k \in \{1, 2, ..., p\} \), and \( k \) is dynamic, then \( i \) is dynamic,
(c) if a symbol $i$ occurs in any production of the form $<ij,v>$ with $v,j$ as above, then $i$ is static.

(iii) The set of words $w$ containing exactly one dynamic symbol as the last symbol of $w$ such that $\{v : w \leftrightarrow_S v\}$ finite is not recursive.

**Lemma 3.2** Assume that $w \leftrightarrow_S v$. Then $w$ and $v$ have the same number of dynamic symbols. If $w$ contains exactly one dynamic symbol as its last symbol, then also $v$ contains exactly one dynamic symbol as its last symbol. If $w$ contains no dynamic symbols then the length of $w$ is equal to the length of $v$. ■

**Lemma 3.3** There exists a very good Thue process $S$.

For the rest of this section we fix $\mathcal{G} = \{g(c,c,\ldots,c)\}$.

**Lemma 3.4** Let $t$ be a word which contains at most one dynamic symbol which, moreover, can appear only as the last symbol of $t$, and let $T = \text{TUHE}\{t\}$. If $T$ is finite, then there exists a $\mathcal{G}$-$S$-regular tree $\mathcal{U}$ containing $T$ and having the same depth as $T$.

As an immediate consequence of Lemma 2.4, Lemma 2.7, Lemma 2.8 and Lemma 3.4 we get the following corollary.

**Lemma 3.5** Let $w$ be a word containing exactly one dynamic symbol as its last symbol. Then the set $\{v : w \leftrightarrow_S v\}$ is finite iff there exists a $\mathcal{G}$-$H_S$-derivation containing $w$ as an inner node or as a leaf labeled by the term $g(c,c,\ldots,c)$. ■

As Lemma 3.5 and Lemma 3.3 give the main result of this section.

**Theorem 3.6** There exists an integer $p$ and a $p$-Horn clause $H_S$ in a language containing one unary predicate symbol $Q$, a constant $c$ and a $p$-ary function symbol $g$, such that, for $\mathcal{G} = \{c,g(c,c,\ldots,c)\}$, the problem whether, for a given $w$, there exists a $\mathcal{G}$-$H_S$-derivation containing $w$ as an inner node or as a leaf labeled with the term $g(c,c,\ldots,c)$ is undecidable. ■

To derive the final result from Theorem 3.6 several technical lemmas are needed. First, to replace an unknown $p$ by 2, then, to hide a large uncontrollable term that appear in the root of the derivations considered and finally to force the derivation tree to contain the given branch. More details can be found in [4]
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Higher-Order $E$-Unification for Arbitrary Theories
Zhenyu Qian and Kang Wang\textsuperscript{1}

We present an algorithm consisting of three transformation rules for pre-unification of simply typed $\lambda$-terms w.r.t. $\alpha$, $\beta$ and $\eta$ conversions and an arbitrary first-order equational theory $E$. The algorithm is parameterized by $E$-unification algorithms that admit free function symbols. It is proved that the algorithm is complete if the given $E$-unification algorithm is complete. The result is relevant to implementations of higher-order logic programming languages and higher-order proof systems.
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Unification in a Combination of Equational Theories with Shared Constants and its Application to Primal Algebras

Christophe Ringeissen

1 Introduction

The general idea of the unification in a combination of theories consists in breaking an equational problem into sub-problems that are pure in the sense that they can be solved in one component of the combination. This problem was initiated in [5, 9, 11] where syntactic conditions on the axioms of the disjoint theories to be combined were assumed. Then, this problem has been solved by M. Schmidt-Schauß [8] and A. Boudet [2] in the general case of arbitrary disjoint equational theories: a unification algorithm with free constants and a free constant elimination algorithm should be provided for each equational theory. Recently, F. Baader and K. Schulz [1] have shown an improved method for solving the combined unification problem: only one algorithm for solving unification with linear free constant restriction, which is a slight generalization of unification with free constants, is necessary for each equational theory.

The problem considered in this paper is the unification in the union $E_1 \cup E_2$ of equational theories $E_1$ and $E_2$ where $E_1, E_2$ are built over non-disjoint signatures: they shared only constants. In this context, we are faced to several problems:

- Solving pure equations in the related component of the combination is sound with disjoint equational theories, but what about non-disjoint ones? We show that this essential feature is still available for equational theories with only shared constants.

- The theory of the top symbol may change during an $E_1 \cup E_2$-equational proof, thanks to collapse axioms, for example $f(x, x) = x$, but also now thanks to axioms $s =_{E_1} c$ and $c =_{E_2} t$, where $c$ is a shared constant. The change of theory is achieved through a variable or a shared constant. Therefore, treating variables as free constants is no more sufficient, we must also take into account shared constants. By adding a transition rule for this last case, we derive a complete unification algorithm from the one designed in [1].
The unificationalgorithm is illustrated on a particularly interesting class of equational theories generated by some finite algebras called Primal Algebras for which unification is of greatest interest since it is unitary [3, 6]. We show how a convenient strategy improves some a priori nondeterministic steps of the algorithm.

Unification in Primal Algebras has attracted considerable interest for its applications to hardware descriptions [4, 10]. A full paper is available [7].

2 Combined Algorithm with Shared Constants

Let $E_1, E_2$ be equational theories over signatures $F_1, F_2$ and let $E = E_1 \cup E_2$ denotes their union over $F = F_1 \cup F_2$. The set $SC = (F_1)_0 \cap (F_2)_0$ of shared constants may be non empty.

The first step of the combination algorithm transforms an equational problem $\Gamma$ into a pair $(\Gamma_1, \Gamma_2)$ of pure (respectively in $E_1, E_2$) equational problems such that $\Gamma$ and $\Gamma_1 \land \Gamma_2$ are equivalent. Purification is achieved by applying repeatedly the following rules

Variable Abstraction
\[
\Gamma \land s =^? t \\
\Gamma \land s[\omega \leftarrow x] =^? t \land x =^? s|_\omega
\]
if $s|_\omega$ is an alien subterm of $s$, $x$ is fresh.

Impure Equation
\[
\Gamma \land s =^? t \\
\Gamma \land x =^? s \land x =^? t
\]
if $s \in T(F_1, X) \setminus X$, $t \in T(F_2, X) \setminus X$, $x$ is fresh.

In the context of disjoint equational theories, the main difficulty of the algorithm is to combine unifiers computed for each equational theory $E_i$. The reason is that a same variable may be instantiated in both theories. In order to introduce and justify the new transformation rules, it is shown first that a pair $(\Gamma_1, \Gamma_2)$ of pure equational problems may be solved thanks to the computation of unifiers in the combination of disjoint equational theories. When some constants are shared, we need to consider each possible instantiation of variables with shared constants (in addition to identify variables in all possible ways) before choosing the theory, otherwise we forget some solutions as shown in the following example.

Example: Let us consider $E_1 = \{x \ast \top = \top\}$ and $E_2 = \{x + \top = \top\}$ two consistent equational theories sharing $\top$. The equation $(x \ast \top =^? x + \top)$ is valid in $E$ and consequently unifiable. A unification algorithm in the union of disjoint equational theories works as follows with this equation. A new variable is added in order to obtain two pure equations $(x \ast \top =^? y)$ and $(x + \top =^? y)$ where $y$ must be treated as a free constant in one theory. There is no solution to these equations. Otherwise we get $y =_{E_i} \top$, that is $E_i$ is inconsistent which yields a contradiction. Therefore this algorithm yields no solution and does not compute a complete set of $E$-unifiers. Instead, the proposed method forces to consider both equations $(x \ast \top =^? \top)$ and $(x + \top =^? \top)$.

In the following, we establish how to reuse the combination techniques developed in [1].
Definition: Let \( \Gamma_i \) be a \( i \)-pure equational problem, \( \text{ind} \) a mapping from variables \( V \supseteq V(\Gamma_i) \) to the set of theory indices \( \{1, 2\} \) and \( < \) a linear ordering on \( V \). \( \text{CSU}_{E_i}^{(\text{ind},<)}(\Gamma_i) \) denotes a complete set of \( E_i \)-unifiers \( \sigma_i \) of \( \Gamma_i \) w.r.t. linear constant restriction \( < \) such that

- \( x\sigma_i = x \) if \( \text{ind}(x) \neq i \).
- \( y \notin x\sigma_i \) if \( x < y \) and \( \text{ind}(y) \neq i \).

Given a substitution \( \sigma = \{ x_1 \mapsto t_1, \ldots, x_n \mapsto t_n \} \), \( \hat{\sigma} \) denotes the equational problem \( x_1 =^? t_1 \land \cdots \land x_n =^? t_n \) in tree solved form.

Theorem: A complete set of \( E_1 \cup E_2 \)-unifiers of \( \Gamma_1 \land \Gamma_2 \) are given by all the dag solved forms \( \phi \land \hat{\rho} \land \hat{\sigma}_1 \land \hat{\sigma}_2 \) such that

- \( \phi \) is an identification on variables:
  \[ \text{Dom}(\phi) \cup \text{Ran}(\phi) \subseteq V(\Gamma_1 \land \Gamma_2). \]

- \( \rho \) is a mapping onto shared constants:
  \[ \text{Dom}(\rho) \subseteq V(\Gamma_1 \land \Gamma_2) \text{ and } \text{Ran}(\rho) \subseteq SC, \]

where \( SC \) denotes the set of shared constants.

- \( \sigma_1 \in \text{CSU}_{E_1}^{(\text{ind},<)}(\Gamma_1 \phi \rho) \).
- \( \sigma_2 \in \text{CSU}_{E_2}^{(\text{ind},<)}(\Gamma_2 \phi \rho) \).

When a symbol of arity strictly greater than 1 is assumed shared, many problems arise. For example, there are infinitely many proper shared terms that make a connection between both equational theories: skolemizing shared variables in one theory does not capture this kind of potential solution. For this reason, the straightforward generalization of this work to other shared symbols appears unfortunately to be jeopardized.
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Retrieving Library Functions by Unifying Types Modulo Linear Isomorphism

Mikael Rittri

This is a updated summary of a report [12] that was distributed at UNIF’92. The updates are that CCC-unifiability has been shown to be undecidable [9], and that two related software retrieval systems have appeared [6, 13].

1 Introduction

Types can be used as search keys in software libraries, especially in functional languages. This idea was independently proposed by me [10] and by Runciman and Toyn [14], but in different ways. I suggested retrieving a library function if its type was CCC-isomorphic to the query, while Runciman and Toyn suggested retrieving it if its type was unifiable with the query (they also allowed the library function to have extra arguments).

Both CCC-isomorphism and unification are useful, so they should be combined. I have developed an algorithm for matching modulo CCC-isomorphism [11], which makes it possible to retrieve a function if its type has an instance that is CCC-isomorphic to the query. But in some cases, unification is necessary for retrieval, and Paliath Narendran has shown that unifiability modulo CCC-isomorphism is not decidable [9].

2 Linear isomorphism suffices for library search

What is CCC-isomorphism, then? It is the isomorphism between types that holds in any Cartesian closed category (CCC). An equivalent definition is that two types $A$ and $B$ are CCC-isomorphic iff there are $\lambda$-expressions $f : A \to B$ and $g : B \to A$ such that the equalities $g \circ f = id_A$ and $f \circ g = id_B$ hold in simply typed $\lambda\beta\eta$-calculus with surjective pairing [4]. This isomorphism is more familiar as equality in the algebra $(\mathbb{N}, 1, \times, \uparrow)$ of natural numbers with 1, multiplication and exponentiation, which is a CCC. Table 0.1 gives an equational axiomatization [1, 7, 15].

Why should CCC-isomorphism be used in software retrieval? Because when two types $A$ and $B$ are CCC-isomorphic, it is easy to convert back and forth using the bijections

\footnote{Department of Computer Sciences, Chalmers University of Technology and University of Göteborg, S-412 96 Göteborg, Sweden, Email: rittri@cs.chalmers.se.}
\[ A \times B \cong B \times A \]  
\[ (A \times B) \times C \cong A \times (B \times C) \]  
\[ 1 \times A \cong A \]  
\[ (A \times B) \rightarrow C \cong A \rightarrow (B \rightarrow C) \]  
\[ 1 \rightarrow C \cong C \]  
\[ A \rightarrow (B \times C) \cong (A \rightarrow B) \times (A \rightarrow C) \]  
\[ A \rightarrow 1 \cong 1 \]

Table 0.1: Equational axioms for CCC-isomorphism.

\[ f \text{ and } g \] that must exist. This means that a programmer often must make an arbitrary choice between several isomorphic types when he implements a library function, and a library user cannot guess which one was chosen. Instead, the user's query type should retrieve any function of an isomorphic type.

But some useful library functions can be retrieved only if we allow instantiation of library types and query types before we check CCC-isomorphism. This is unifiability modulo CCC-isomorphism, which unfortunately is not decidable [9], although matchability is [9, 11]. If we want to unify, we are thus forced to change the equational theory. I have chosen to remove the (Dist-2) and (Dist-0) axioms of Table 0.1, not only to make unification possible, but because I think they are not really needed. Their associated bijections are not linear in the sense of linear logic, as are those of the other axioms. To be linear in this sense means that each variable should be bound once and used once [3, section 7], and the bijections for (Dist-2) must use some variables twice, while the bijections for (Dist-0) must bind variables they do not use. A non-linear bijection can change the amount of shared computation, and since most library functions have a natural amount of sharing that a user can guess, only the linear bijections are needed for library search. For instance, if a function returns a \( B \)-value and a \( C \)-value in a single computation for every \( A \)-value, its most natural type is \( A \rightarrow (B \times C) \), but if it computes only \( B \)-values for some \( A \)-values and only \( C \)-values for others, it is more natural to split it into a function-pair of the distributed type \((A \rightarrow B) \times (A \rightarrow C)\). Therefore, the choice between isomorphic types is arbitrary only when the isomorphism is linear. When it is not linear, the user has an excellent chance of guessing the choice of the library programmer.

Sergei Soloviev has shown that the five linear axioms in Table 0.1 are equationally sound and complete for linear CCC-isomorphism [16]. In the terminology of category theory, the five axioms describe the types that are isomorphic in all symmetric monoidal closed categories, sometimes called SMC categories or just closed categories.

A unification algorithm modulo these axioms has been given by Narendran, Pfenning and Statman [9].

3 Experiments with equational unification

I have implemented the unification algorithm of Narendran et al. [9] on top of a Standard ML program for associative-commutative unification [5]. But unrestricted unifiability
would be too liberal for function retrieval. When query variables express polymorphism, they should not be instantiated. For instance, a library user who seeks a function that reverses lists will know that its type $\forall \alpha. [\alpha] \rightarrow [\alpha]$ is polymorphic, so it makes no sense to retrieve functions of type $[\text{Float}] \rightarrow [\text{Float}]$ for such a query. Therefore, bound variables in a query are not instantiated. But in other cases, a user needs query variables to stand for unknown types; these variables are free and can be instantiated.

I have added a further restriction that variables in library types must not be instantiated to 1, as this seems to retrieve only rubbish.

The retrieval system is still often too liberal; for instance, if the user seeks a function of type $Q$, and allows library functions to have extra arguments by submitting the query $\varepsilon \rightarrow Q$, then any function of a type $\forall \alpha. A \rightarrow \alpha$ will be retrieved via the substitution $\{\alpha := Q, \varepsilon := A[Q/\alpha]\}$. Although the query and the answer are unifiable in this case, they need not be similar in any other way. To handle this problem, I rank the retrieved functions by the sizes of the necessary substitutions, with the effect that library functions whose types need only be instantiated a little (or not at all) are placed first. The motivation is that the more general a function has, the less it can do, since it cannot examine the internal structure of its polymorphic arguments; therefore, the more instantiation needed to fit a library type to a query, the less likely it is that the associated function is useful.

My definition of substitution size is empirical but works surprisingly well.

**Example:** Let us look for a function to check membership in a list. To try Runciman and Toyn’s strategy [14] to allow extra arguments to library functions, we can query with $\forall \alpha. \varepsilon \times \alpha \times [\alpha] \rightarrow \text{Bool}$. Since $\varepsilon$ is a free variable, unlike $\alpha$, it can be instantiated to the unknown type of the extra argument(s). From the Lazy ML library of 294 identifiers, this query retrieves

- $\text{mem} : \forall \beta. \beta \rightarrow [\beta] \rightarrow \text{Bool}$
- $\text{member} : \forall \beta \gamma. (\beta \rightarrow \gamma \rightarrow \text{Bool}) \rightarrow \beta \rightarrow [\gamma] \rightarrow \text{Bool}$
- $= : \forall \beta. \beta \rightarrow \beta \rightarrow \text{Bool}$

... thirty-four functions omitted...

- $\text{while} : \forall \beta. (\beta \rightarrow \text{Bool}) \rightarrow (\beta \rightarrow \beta) \rightarrow \beta \rightarrow \beta$

Thirty-eight functions are retrieved, but the two relevant ones have the best ranks. The $\text{mem}$ function is retrieved via the substitution $\{\beta := \alpha, \varepsilon := 1\}$, and $\text{member}$, which takes an equivalence test as argument, is retrieved via $\{\beta := \alpha, \gamma := \alpha, \varepsilon := (\alpha \rightarrow \alpha \rightarrow \text{Bool})\}$. Note that the type of $\text{member}$ is more general than the query.

An older version of the retrieval system has been used for more than a year by the Lazy ML programmers at Chalmers. Most of them find it a useful tool, and Thomas Hallgren and Staffan Truvé have made a window-based interface that allows users to click at a retrieved function to get a look at its source code. The retrieval time varies between a few seconds and a minute on a SUN-4. It should be said, though, that a plain isomorphism test is usually enough for retrieval; matching and unification are seldom needed.

94
4 Related work

Brian Matthews [6] has extended my retrieval method to the Haskell language, which uses a system of type classes to deal with overloaded operators. The unification must then be order-sorted.

Roberto Di Cosmo [2] has shown that the seven axioms in Table 0.1, although complete for simply typed $\lambda$-calculus, are not complete for Hindley/Milner types. Some extra axioms like $\forall \alpha. A \times B \equiv \forall \alpha \beta. A \times (B[\beta/\alpha])$ would make them complete, but the extra ones can be used directly when the compiler derives types, in which case a retrieval system does not need them.

I know of two attempts to use formal specifications as queries; both use type queries as an initial filter. Richard Morgan [8] has built a theorem prover on top of Boyer/Moore’s, while Rollins and Wing [13] use $\lambda$-Prolog.
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Feature Algebras as Coalgebras:
A Category Perspective on Unification

William Rounds

A feature algebra is a set of objects, together with a collection of partial unary functions called features. One use of feature algebras is to regard the elements as real-world objects, and the features as functions, which when evaluated, return attributes of those objects. Thus the notion of extensionality is important: an algebra is extensional if (intuitively) whenever two objects have the same features, then they are the same. We characterize the notion in terms of subsumption relationships induced by algebra homomorphisms. We prove representation theorems for extensional algebras, using two technical definitions of extensionality. One such class is the class of $F$-extensional algebras in which isomorphic elements are identified, and the other is the class of strongly extensional algebras, in which “bisimilar” elements are identified. Both of these definitions are slightly stronger than the “true” intuitive definitions, modulo a minor technicality for $F$-extensional algebras.

Now the extensional algebras turn out, by these theorems, to be “structurally determinate,” to borrow a phrase from Barwise. That is, the elements of these algebras are data structures akin to graphs or terms, in which, for example, unification can be successfully defined. The reason for this is that the representation theorems can be stated in category-theoretic terms, which gives us the focus for this abstract, and also relates the topic to that of general unification theory. It turns out that feature algebras are the coalgebras of certain obvious functors on the class of sets. The extensional algebras of both types form a natural class of algebras in which unification, as a partial binary operation on pairs of elements, is a join operation with respect to the subsumption ordering. This follows from the explicit representation of the extensional algebras, and then from the characterization of two particular algebras as final coalgebras of the appropriate functors.

The analogy to ordinary unification of terms helps us to understand these results. Term unification is with respect to the term algebra, which is initial in the category of algebras of a certain standard functor essentially given by the signature. Feature unification, on the other hand, works on the final coalgebras of roughly the same functor.

---
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Constraint Programming Based on Relative Simplification

Gert Smolka

Constraint logic programming, concurrent logic programming and negation as failure are three well-established subareas of logic programming that developed more or less independently. More recently it turned out that at least constraint and concurrent logic programming can be profitably merged into one more general paradigm, now becoming known under the name concurrent constraint programming. We argue that negation also fits well into this new paradigm, and that in fact the operational semantics for deep guards in concurrent logic programming has much in common with constructive negation, a powerful operational semantics for negation in logic programming.

We present a rewrite calculus that gives a unified and abstract operational account of concurrent constraint languages with disjunction and negation. The calculus is parameterized with respect to a constraint theory and a program extending the constraint system with new predicates. Computation amounts to rewriting expressions according to the rules of the calculus. The major innovation of the calculus is the principle of relative simplification, which simplifies a constraint at a position $P$ in an expression $E$ modulo its context, which is a constraint uniquely determined by $P$ and $E$. The principle of relative simplification at the same time provides for constraint simplification, incremental entailment checking, deep guards, and constructive negation.
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Relative Simplification for and
Independence of CFT
Gert Smolka and Ralf Treinen

1 Introduction

Records are an important data structure in programming languages. They appeared first with imperative languages such as ALGOL 68 and Pascal, but are now also present in modern functional languages such as SML. A major reason for providing records is the fact that they serve as the canonical data structure for expressing object-oriented programming techniques.

In this paper we will show that records can be incorporated into logic programming in a straightforward and natural manner. We will model records with a constraint system CFT, which can serve as the basis of future constraint (logic) programming languages. Since CFT is a conservative extension of Prolog II’s rational tree system [9, 10], the familiar term notation can still be used. We haven chosen to admit infinite trees so that cyclic data structures can be represented directly. However, a set-up admitting only finite trees as in the original Horn clause model is also possible.

2 Records are Feature Trees

We model records as feature trees [6, 7]. A feature tree is a tree whose edges are labeled with symbols called features, and whose nodes are labeled with symbols called sorts. The features labeling the edges correspond to the field names of records. As one would expect, the labeling with features must be deterministic, that is, every direct subtree of a feature tree is uniquely identified by the feature of the edge leading to it. Feature trees without subtrees model atomic values (e.g., numbers). Feature trees may be finite or infinite. Infinite feature trees provide for the convenient representation of cyclic data structures.

A ground term, say $f(g(a, b), h(c))$, can be seen as a feature tree whose nodes are labeled with function symbols and whose arcs are labeled with numbers. Thus the trees corresponding to first-order terms are in fact feature trees observing certain restrictions (e.g., the features departing from a node must be consecutive positive integers).
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3 Record Descriptions

In CFT, records (i.e., feature trees) are described by first-order formulae. To this purpose, we set up a first-order structure $T$ (CFT’s standard model) whose universe is the set of all feature trees (over given alphabets of features and sorts), and whose descriptive primitives are defined as follows:

- Every sort symbol $A$ is taken as a unary predicate, where a sort constraint $x:A$ holds if and only if the root of the tree $x$ is labeled with $A$.
- Every feature symbol $f$ is taken as a binary predicate, where a feature constraint $x[f]y$ holds if and only if the tree $x$ has the direct subtree $y$ at feature $f$.
- Every finite set $F$ of features is taken as a unary predicate, where an arity constraint $xF$ holds if and only if the tree $x$ has direct subtrees exactly at the features appearing in $F$.

The descriptions or constraints of CFT are now exactly the first-order formulae obtained from the primitive forms specified above, where we include equations “$x = y$” between variables.

A feature constraint $x[f]y$ corresponds to field selection for records. A more familiar notation for $x[f]y$ might be $y = x.f$. Note that the field selection function “$x.f$” is partial since not every record has a field $f$.

Next we note that the familiar term notation can still be used in CFT if a little syntactic sugar is provided. For instance, the equational constraint

$$X = \text{point}(Y, Z)$$

employing the binary constructor point translates into the conjunction

$$X: \text{point} \wedge X[1, 2] \wedge X[1]Y \wedge X[2]Z.$$ 

Note that constructors and features are dual in the sense that features are argument selectors for constructors.

CFT can also express constructors that identify their arguments by keywords rather than by position. For instance, the equation

$$P = \text{point}(xval: X, yval: Y, color: Z)$$

can be taken as an abbreviation for

$$P: \text{point} \wedge P\{xval, yval, color\} \wedge P[xval]X \wedge P[yval]Y \wedge P[color]Z.$$ 

Compared to the standard tree constraint systems, the major expressive flexibility provided by CFT is the possibility to access a feature without saying anything about the existence of other features. The constraint

$$X[\text{color}]Y$$
says that X must have a color field whose value is Y, but nothing else. Hence we can express properties of the color of X without knowing whether X is a circle, triangle, car or something else. Using constructor constraints, we would have to write a disjunction

\[ X = \text{circle}(\ldots, Y, \ldots) \lor X = \text{triangle}(\ldots, Y, \ldots) \lor \ldots \]

which means that we have to know statically which alternatives are possible dynamically. Moreover, disjunctions are expensive computationally. In contrast, feature constraints like \( X[\text{color}] = Y \) allow for efficient constraint simplification, as we will see in this paper.

Descriptions leaving the arity of a record open are also essential for knowledge representation, where a description like

\[ X: \text{person}[\text{father}: Y, \text{employer}: Y] \]

should not disallow other features. In CFT this description can be expressed by simply not imposing an arity constraint:

\[ X: \text{person} \land X[\text{father}] = Y \land X[\text{employer}] = Y. \]

### 4 Constraint Simplification

The major technical contribution of this paper is the presentation and verification of a constraint simplification method for CFT. This method provides for incremental entailment / disentailment checking as it is needed for more advanced constraint programming frameworks [14, 15].

To state our technical results precisely, let a simple constraint be a formula in the fragment

\[ [x: A, x[f]y, xF, x = y, \perp, \top] \land, \exists \]

obtained by closing the atomic formulae under conjunction and existential quantification. Let \( \gamma \) and \( \phi \) be simple constraints. We give a method that decides simultaneously entailment \( \gamma \models_{\text{CFT}} \phi \) and disentailment \( \gamma \models_{\text{CFT}} \neg \phi \). This method can be implemented by an incremental algorithm having quasi-linear complexity, provided the features possibly occurring in \( \gamma \) and \( \phi \) are restricted a priori to some finite set. We also prove that CFT satisfies the independence property, that is,

\[ \gamma \models_{\text{CFT}} \phi_1 \lor \ldots \lor \phi_n \iff \exists i: \gamma \models_{\text{CFT}} \phi_i. \]

Hence, our decision method can decide the satisfiability of conjunctions of positive and negative simple constraints since

\[ \gamma \land \neg \phi_1 \land \ldots \land \neg \phi_n \models_{\text{CFT}} \perp \]

is equivalent to

\[ \gamma \models_{\text{CFT}} \phi_1 \lor \ldots \lor \phi_n. \]

All results are obtained under the assumption that the alphabets of sorts and features are infinite.
5 Related Work

CFT can be viewed as the minimal combination of Colmerauer’s rational tree system [9, 10] with the feature constraint system FT [6]. In fact, CFT is obtained from FT by simply adding arity constraints as new descriptive primitive. However, the addition of arity constraints requires a nontrivial extension of FT’s relative simplification method [6], which can be seen from the fact that the entailment

\[ x = f(x, y) \land y = f(y, y) \models \text{CFT } x = y \]

holds in CFT. (It of course also holds in Colmerauer’s rational tree system.)

Our operational investigations are based on congruences and normalizers of constraints, two new notions providing for an elegant presentation of our results. Huet [11] uses the related notion of “équivalence simplifiable” in his study of rational tree unification. We improve on Colmerauer’s [10] results for rational trees since our constraints are closed under existential quantification. For instance, our algorithm is complete for quantified negative constraints such as \( \neg \exists y \exists z(z = f(y, z)) \).

Feature descriptions have a long and winded history. One root are the unification grammar formalisms FUG [13] and LFG [12] developed for applications in computational linguistics (see [8] for a more recent paper in this area). Another, independent root is Aît-Kaci’s \( \psi \)-term calculus [1, 2], which is the basis of several constraint programming languages [3, 4, 5]. Smolka [16] gives a unified logical view of most earlier feature formalisms and studies an expressive feature constraint logic.

Feature trees appeared only recently with the work on FT [7, 6]. To our knowledge the notion of an arity constraint is new. Carpenter’s [8] extensional types are somewhat related in that they fix an arity for all elements of a type.

A short version of the paper containing the technical results has been accepted for publication [17]. The full paper including the proofs and an abstract machine implementing our relative simplification algorithm is published as [18].

References


A Combinatory Logic Rewriting Relation which Supports Narrowing
Marian Vittek

1 Introduction

We are concerned in solving higher order unification problem in simply typed lambda calculus. We present an procedure which finds a complete set of unifiers for a pair of terms \( t_1, t_2 \). Our approach is close to Dougherty’s one [Dou90] which uses the ideas taken from a combinatory logic theory. Combinatory logic theory is an alternative, algebraic, formalization of higher-order logic. There are well known transformations between CL and \( \lambda \)-calculus. Dougherty shows a nice correspondence between solutions of unifications problems in both theory. Moreover weak reduction in CL seems to be a good candidate to a rewriting relation on which we can base the narrowing. Unfortunately weak reduction is too weak to provide an equivalent of \( \beta\eta \)-equivalence in \( \lambda \)-calculus. Finding such a relation is still an open problem. To enrich weak reduction, Dougherty introduced a new relation defined on systems of terms which covers weak reduction and which permits to define a unification procedure.

In our approach we define new rewriting relation defined on terms, that needs to enrich the set of combinatory logic terms by \( \lambda \)-abstraction. Since our relation is defined between the terms, it permits a unification procedure very similar to first order narrowing.

2 Deciding \( \beta\eta \) equality on \( \lambda \)-terms

In this part we introduce rewriting relation which decides \( \beta\eta \)-equality between \( \lambda \)-terms. The set of terms, which we used is essentially a set of simply typed combinatory logic terms extended by a \( \lambda \)-abstraction constructor (or a set of simply typed \( \lambda \)-terms extended by combinators S,K,I). This notion of term covers the notion of term in both \( \lambda \)-calculus and combinatory logic theory. We have introduced moreover new equality relation (called \( \equiv_{\beta\eta SKI} \)) which is essentially \( \beta\eta \) equality extended by equations:

\[
S = \lambda x.\lambda y.\lambda z.xz(yz), \quad K = \lambda x.\lambda y.y, \quad I = \lambda x.x.
\]
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In the rest of paper we will say that a term \( t \) is \( \eta_0 \)-expandable, iff \( t \equiv \lambda x_0 \cdots \lambda x_kae_0 \cdots e_n \), \( a \) is an atom, \( x_i \) is of type \( \alpha_i \) and \( t \) is of type \( \alpha_0 \to \cdots \to \alpha_k \to \alpha_{k+1} \to \beta \). Then

\[
\eta_0[t] \equiv \lambda x_0 \cdots \lambda x_k \lambda x_{k+1}ae_0 \cdots e_n x_{k+1}
\]

where \( x_{k+1} \) is a variable of type \( \alpha_{k+1} \) not occurring in \( t \).

We will say also that a term \( t \) is passive iff \( t = \lambda x.t_1 \) or \( t = at_1 \cdots t_n \), where \( a \) is an atom different from \( S, K, I \).

**Definition 1** Let \( \rightarrow^{DR} \) be the relation on terms defined by the following set of DR-rules. \( t \rightarrow^{DR} t' \), iff

- **SKI-reduction**: \( t' \) is obtained by applying one of the rewriting rules \( Sxyz \rightarrow^{DR} xz(yz), Kxy \rightarrow^{DR} x, Ix \rightarrow^{DR} x \) on some subterm of \( t \), or
- **head \( \eta_0 \)-expansion**: if \( t \) is \( \eta_0 \)-expandable then \( t' \equiv \eta_0[t] \), or
- **internal \( \eta_0 \)-expansion**: if \( t \) contains a subterm \( t_1t_2 \), where \( t_1 \) is passive, \( t_2 \) is \( \eta_0 \)-expandable, then \( t' \) is obtained by replacing \( t_2 \) in \( t \) by \( \eta_0[t_2] \).

**Theorem 1** Let \( t \) be a term, then every sequence of DR-reductions out of \( t \) terminates.

**Theorem 2** Let \( t \) is a \( \lambda \)-term and let \( C(t) \rightarrow^{DR} t' \). \( t' \) is DR-irreducible. Then \( t' =_\alpha \eta[t \downharpoonright \beta] \).

From the theorems we can obtain a simple decision procedure for deciding \( \beta \eta \)-equality on \( \lambda \)-terms. Let \( t, t' \) are \( \lambda \)-terms, then \( t =_{\beta \eta} t' \) iff \( (C(t) \downharpoonright_{DR}) =_\alpha (C(t') \downharpoonright_{DR}) \).

**Example**: Let \( t = \lambda x. (\lambda y. \lambda z. z) x \), \( t' = (\lambda x. \lambda y. \lambda z. xz(yz)) (\lambda x. \lambda y. x) \), then \( C(t) = KI, C(t') = SK \) with appropriate typings. Now we can reduce both terms:

\[
\begin{align*}
KI & \rightarrow^{DR} \lambda x. KIx \rightarrow^{DR} \lambda x. I \rightarrow^{DR} \lambda x. \lambda y. Iy \rightarrow^{DR} \lambda x. \lambda y. y \\
SK & \rightarrow^{DR} \lambda x. SKx \rightarrow^{DR} \lambda x. \lambda y. SKxy \rightarrow^{DR} \lambda x. \lambda y. Ky(xy) \rightarrow^{DR} \lambda x. \lambda y. y
\end{align*}
\]

and from this we can conclude that \( t =_{\beta \eta} t' \).

### 3 Unification

Our unification method is based on the narrowing method using DR-reduction rules instead of classical rewriting system. In first order case the narrowing procedure transforms a pair of terms, say \( \langle t_1, t_2 \rangle \), by a narrowing step using a substitution \( \sigma_i \) until a pair of two syntactically unifiable terms is obtained. Then the composition of all used substitutions \( \sigma_i \) with most general unifier is the resulting E-unifier of terms \( t_1 \) and \( t_2 \). Single narrowing step using \( \sigma_i \) consist essentially of choosing a position \( p \) in term \( t_1 \) (or \( t_2 \)) such that \( t_1[p] \) (or \( t_2[p] \)) is syntactically unifiable with left side of some rewriting rule \( l \rightarrow r \) via most general unifier \( \sigma_i \). Then applying \( \sigma_i \) on pair \( \langle t_1, t_2 \rangle \) and providing a reduction step on \( \sigma(t_1) \) (or \( \sigma(t_2) \)) at position \( p \) with rule \( l \rightarrow r \). Narrowing gives a complete set of unifiers for theories having a presentation as canonical rewriting system.
Our case is very similar to first order case, what can matter is the presence of bound variables in terms. But thanks $\alpha$ conversion we can suppose (at each step) that set of free variables and set of bound variables of narrowed term are disjoint, moreover these sets are pairwise disjoint also with the sets $D(\sigma_i)$ and $I(\sigma_i)$ for each substitution $\sigma_i$. This permits us to apply the substitutions on terms in naive fashion and makes the proofs of soundness and completeness of our method analogous to first order case.

**Definition 2** Let $t, t'$ are terms, we will say that $t$ narrows into $t'$ using substitution $\sigma$, written $t \leadsto_{DR}^{\sigma} t'$, iff

- **SKI narrow** there is some nonvariable position $p$ in $t$ SKI rewriting rule $l \rightarrow r$ and idempotent substitution $\sigma$ such that $t_p = s, \sigma = mgu(l, s), t' = \sigma(t[r]_p)$
- **head $\eta_0$-expansion** same as in the DR rules, $\sigma$ is the identity substitution
- **internal $\eta_0$-expansion** same as in the DR rules, $\sigma$ is the identity substitution

**Theorem 3** (Soundness) Let $<t_1,t_2> \leadsto_{DR}^{\sigma} <t'_1,t'_2>$ and let $\theta$ is substitution such that $\theta t'_1 = \beta \eta SKI \theta t'_2$, then $(\sigma \circ \theta) t_1 = \beta \eta SKI (\sigma \circ \theta) t_2$.

**Definition 3** Set $\text{CLNU}(t_1,t_2)$ is set of all CL-substitutions $\theta$, normalized w.r.t. SKI-reduction, such that $\theta(t_1) = \beta \eta SKI \theta(t_2)$.

**Theorem 4** (Completeness) Let $t_1,t_2$ are $\lambda$-terms and let $\theta \in \text{CLNU}(t_1,t_2)$. Then there is a pair of terms $<t'_1,t'_2>$ and substitution $\delta$, such that $<C(t'_1),C(t'_2) > \leadsto_{DR}^{\delta} <t'_1,t'_2>$, $\delta(t'_1) = \delta(t'_2)$ and $\theta \leq \sigma \circ \delta$.

**Example:** Let $t_1 = a$ and let $t_2 = Fa$, where $a$ is a constant of type $\alpha$ and $F$ is a variable. We will now show two runs of our procedure which yield to most important solutions.

- $<a, Fa > \leadsto_{[F \rightarrow Ku]}^{DR} <a, Ka > \leadsto_{DR}^{\delta} <a, u >$ where $u$ is a variable. This terms, are unified via a substitution $\theta = [u \rightarrow a]$. So resulting unifier $\delta = [F \rightarrow Ka]$ or $\delta' = [F \rightarrow \lambda x.a]$.

- $<a, Fa > \leadsto_{[F \rightarrow Sw]}^{DR} <a, Swa > \leadsto_{DR}^{\delta} <a, ua(va) > \leadsto_{[u \rightarrow K]}^{DR} <a, Ka(va) > \leadsto_{DR}^{\delta} <a, a >$

  Here, the $\theta$ is identity substitution and resulting unifier $\delta = [F \rightarrow SKv]$ or $\delta' = [F \rightarrow \lambda x.x]$.

### 4 Discussion

We have presented here an procedure for HO-unification in simply typed lambda calculus. The main idea, inherited from [Dou90], is to transform a problem into combinatory logic and then looking here for the solutions. We introduce a new set of rules for deciding extensional equality in combinatory logic and we introduce unification procedure based on this set of rules. Unfortunately our procedure has infinitely branching searching space.
This is caused by the fact, that certain symbols introduced during computation have not completely determinated type and can be ameliorate by using a kind of polymorphism.

In comparison with procedure presented in [Dou90] we can point out some main differences. The transformation rule ADD ARGUMENT presented in [Dou90] changes the type of terms. So this rule can be applied only on the head of terms. For application inside the term one has to provide some DECOMPOSE steps. This is a source of problems in the case of higher order unification in combination with unification modulo some equational theory as it is shown in [Joh91][DJ92]. We have replaced the ADD ARGUMENT step by a $\eta_0$-expansion step. This rule doesn’t change the type of term, so it can be applied anywhere inside the term. Our approach is than closer to standard narrowing as it is known from first order case. Moreover it allows greater area of choosing ‘redex’ subterm. This permits to investigate other reduction/narrowing strategies as they are known from first order case.
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Minimal Modular Higher-Order E-Unification
Franz Weber

1 Introduction

Recently Nipkow, Qian and Wang published extensions of the higher-order unification algorithm of Huet [2] in [3, 4, 5] which handle higher order E-unification for arbitrary pseudoalgebraic equational theories. Unfortunately, the extended algorithms are no longer minimal in contrast to Huet’s algorithm. What are the sources of the superfluous solutions? How can we avoid them? This will be answered in this paper (see details in [7]). It will be shown that branches of the search tree may be pruned in many situations without additional runtime complexity. This may increase both the efficiency of unification and the understandability of the results in interactive usage.

2 Modular Higher-Order E-Unification

Higher order unification basically does a top down analysis of two \(\lambda\)-terms in \(\beta\)-normal form. Depending on the kind of the principal functor of the term, different transformation rules are applied. If both functors are function constants or bound variables simplification is applied. Simplification does just the same what first order unification algorithms do in this situation. If one of the functors is a function variable imitation and projection maybe applied. Imitation instantiates the function variable with the functor of the other term while leaving the arguments given to that functor as general as possible. Afterwards, simplification is always applicable. Projection tries to instantiate the function variable with a projection to one of its arguments. Therefore, certain type conditions have to hold. Applying a breadth first search strategy to theses rules will enumerate all most general preunifiers of the two \(\lambda\)-terms.

Higher order E-unification requires the adaptation of simplification and imitation. The adaptation of simplification to \(E\)-simplification is quite similar to the combination of disjoint equational theories in first order unification [5][1]. A unification problem \(U\) is split up into two parts: a pseudoalgebraic equation \(P\) in which all alien subterms are
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replaced by variables, and a set of equations $M$ which express the mapping of variables to alien subterms. The solutions of $P$ may be computed by a first order E-unification algorithm. Each solution is applied to $M$. The algorithm is applied recursively to the resulting unification problem. The application of imitation to a pair of terms is adapted by substituting all functors which might become equal to the constant functor of one term according to the underlying equational theory for the function variable of the other term.

In [4, 5] a very advanced notion of alien subterms is described. It is shown that even $\lambda$-abstractions, applications with a bound variable as functor, and 'trivial variable subterms' may be encoded as first order expressions. Only applications of a free variable as a functor to nontrivial arguments are alien subterms. Trivial arguments are a list of arguments which is exactly the list of bound variables at the occurrence of the application. The consequence of this definition of alien subterms is that all but the inherently higher order unification problems are solved by first order algorithms. 'Inherently higher order' means that imitation or projection is necessary to solve the unification problem.

Both E-simplification and E-imitation are the source for dependent solutions. This will be explained in the following chapters.

3 Minimality of E-Simplification

Even if the first-order algorithm used for E-simplification returns independent solutions the solutions might get dependent by resolving the remaining higher-order unification problems. Consider the following unification problem (variables in upper case, constants in lower case):

$$R(2) + S(2) =^? R(X) + S(X)$$

If we separate alien subterms we end up in

$$A + B =^? C + D, \quad A =^? R(2), \quad B =^? S(2), \quad C =^? R(X), \quad D =^? S(X)$$

Solving the first equation of this unification problem considering $+$ as a commutative operator we get as first alternative $[A\leftarrow C, B\leftarrow D]$ which leads to the unification problem

$$R(2) =^? R(X), \quad S(2) =^? S(X)$$

with the solution $[X\leftarrow 2]$. The second solution of our first order problem is $[A\leftarrow D, B\leftarrow C]$ which leads to the unification problem

$$R(2) =^? S(X), \quad S(2) =^? R(X)$$

with the solution $[R\leftarrow S, X\leftarrow 2]$ which is clearly dependent on the solution of our first alternative.

To avoid dependent solutions we could first compute the solutions and check for dependency afterwards. This does not work because higher order unification returns infinitely many preunifiers in general. We need a more intelligent method.

The process of higher order unification may be described by a search tree. Initially it consist only of the root which is the original unification problem. The application of a
transformation rule to a node produces a child node. The tree is traversed by a breadth
first search strategy. Some nodes are in solved form that means a solution may be easily
extracted from them.

If we encounter such a solution during unification we move it along its parents back
to the root. Each node on this path tries not to return dependent solutions assuming
that none of its child returns dependent solutions. Therefore, it checks whether a solution
for one child is also a solution of one of its siblings. If true, this sibling produces a more
general solution and the solution found may be deleted. However, we have to store all
deleted solutions for each child because if several children produce the same solution all
of them will be deleted. We only may delete a solution if this solution solves a sibling for
which it is not already deleted.

This method may only be applied for search trees with finite degree. Also, we may
only delete substitutions. The deletion of preunifiers with flex-flex pairs would require to
decide whether a preunifier solves a certain unification problem. For some higher order
E-matching problems children which always produce dependent solutions may be pruned
before actually computing the solutions for this child (cf. [7]).

4 Minimality of E-Imitation

Even if E-simplification does not lead to dependent solutions the combination of E-
simplification and E-imitation leads to dependent solutions. Look at the following unifi-
cation problem (+ is considered as a commutative operator):

\[ P(a, b) \overset{\gamma}{=} c + d \rightarrow \{ P \overset{\gamma}{=} \lambda x.\lambda y. G(x, y) + H(x, y), G(a, b) + H(a, b) \overset{\gamma}{=} c + d \} \]

Application of imitation to the problem on the left hand sight leads to the unification
problem at the right hand side. \( G \) and \( H \) are freshly introduced function variables of
the appropriate type. Application of simplification to the second equation leads to the
following two alternate solutions:

\[ \{ G(a, b) \overset{\gamma}{=} c \}, \{ G(a, b) \overset{\gamma}{=} d \}, \{ H(a, b) \overset{\gamma}{=} c \}, \{ H(a, b) \overset{\gamma}{=} d \} \]

Applying imitation again leads to the following two alternate solutions:

\[ [P \leftarrow \lambda x.\lambda y. c + d, G \leftarrow \lambda x.\lambda y. c, H \leftarrow \lambda x.\lambda y. d] \]
\[ [P \leftarrow \lambda x.\lambda y. d + c, G \leftarrow \lambda x.\lambda y. d, H \leftarrow \lambda x.\lambda y. c] \]

These solutions are independent. However, \( G \) and \( H \) are auxiliary variables not oc-
curring in the original problem. In the original unification problem \( P \) is the only free
variable. In respect to \( P \) the two solutions are identical.

This happens for all imitations under commutativity. To understand this, we have
to analyze the effect of one imitation followed by one simplification. We observe that
the unification problems for each branch generated by simplification are equivalent up to
renaming of auxiliary variables. Hence, all solutions of one branch are dependent on the
solutions of the other branch. We therefore may prune one of the branches. This effect
is similar for other ‘permuting’ equational theories (cf. [7]). For AC-unification 3 of 7 branches may be pruned due to such dependencies.

Combining one imitation with one simplification for pruning branches of the search tree prevents the incorporation of this simplification step into the first-order unification algorithm. Does pruning prevent the application of optimizations built into the first-order algorithm? Normally not. As may be seen from the example above, imitation leads to further imitations after a single simplification until a constant with no arguments is imitated. Hence, the first order algorithm would compute one simplification step in most cases. Therefore, the combination of imitation with simplification does not hinder the optimizations of the first order algorithm. Instead the combined step may be further optimized according to the idea introduced above.

5 Conclusions

Higher-Order E-unification consists of a first-order part and an intrinsically higher-order part. The first-order part is perfectly solved by the modular approach by applying first order E-unification algorithms. However, the technique leads to dependent solutions. Some of them may be omitted by the filter process described in this paper.

We just start to understand how the higher-order part of the problem - namely E-imitation and E-projection - is effectively solved. Transformation rules are known which solve this problem in principle. However, an optimization of these rules is possible, useful, and most likely necessary. Therefore, we have to analyze the subtle interplay between imitation, projection and an equational theory.

This paper is a first step into this direction. It shows optimizations for E-imitation for 'permutational' equational theories. Another possible clue for optimizations is to handle the series of pairs of imitation and simplification steps triggered by one imitation as described above by special algorithms.
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On Approaches to Order-Sorted Rewriting

Andreas Werner

Order-sorted rewriting builds a nice framework to handle partially defined functions and subtypes. Differing from many-sorted rewriting, the critical pair lemma and Birkhoff’s completeness theorem do not hold in general. To retain a critical pair lemma, Smolka & al restrict rewriting to sort decreasing rules. In the last year efforts have been made in order to get a more general critical pair lemma. In this work we present a new approach to order-sorted rewriting and compare it with the other ones.

In order to retain Birkhoff’s completeness theorem we generalize Σ-terms to (Σ, E)-terms (cf. [8], [5]) which denote well-defined elements in every algebra satisfying E. We also generalize Σ-substitutions in such a way that unification is decidable and finitary and a critical pair lemma can be proven under the additional restriction that every function symbol has only one range sort. Such signatures can be obtained by adding new rules. Starting from well-defined (Σ, E)-terms, e.g. Σ-terms, we can prove that all terms obtained by rewriting and unification are also (Σ, E)-terms and therefore well-defined in every Σ-algebra satisfying E.

In general it is not decidable whether an expression is a (Σ, E)-term or whether a (Σ, E)-term belongs to a certain sort of terms even if the given rewriting system is canonical and there is only one declaration for every function symbol. In the case of (weakly) sort decreasing and confluent term rewriting systems both properties are decidable by normalization of the given expression.

In [1], Chen & Hsiang add new function symbols and function declarations to the given (regular) signature in order to get weakly sort decreasing rules. This may yield a non-regular signature. In [9], L. With uses term declarations to transform a term rewriting system to a (weakly) sort decreasing one. Unfortunately, due to the (additional) term declarations unification becomes undecidable (cf. [5]). Furthermore there exist canonical (due to our critical pair lemma) rewriting systems which can’t be transformed equivalently in a (weakly) sort decreasing one.

C. and H. Kirchner presented a different approach. To each term a type expression is associated expressing possible types of the term which are deduced during computation. Unfortunately, their unification is in general undecidable.

In [2], H. Comon uses sort constraints based on a fragment of second-order logic in order to get a critical pair lemma. Unfortunately, the corresponding completion procedure

\(^1\text{SFB 314, University of Karlsruhe, P.O. Box 6980, D-7500 Karlsruhe 1, Germany, E-mail: werner@ira.uka.de.}\)
does not terminate even in cases of termination of the other approaches.
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The Decidability of Higher-Order Matching
D.A. Wolfram

1 Introduction

We consider the decidability of a form of matching in the simply typed λ-calculus. It is similar to higher-order unification [2] except that one term at most in each disagreement pair has free variables.

Example 1.1 Here is an example of a higher-order matching problem:

\{⟨f(f(x)), A(A(B)))⟩\}

where \(τ(f) = τ(A) = (ι → ι)\) and \(τ(x) = τ(B) = ι\).

Variables are denoted by lower-case letters, and constant symbols by upper-case ones. Example 1.1 has the following solutions:

\[\begin{align*}
θ_0 &= \{⟨f, λy.y⟩, ⟨x, A(A(B))⟩\} \\
θ_1 &= \{⟨f, λu.A(u)⟩, ⟨x, B⟩\} \\
θ_2 &= \{⟨f, λu.A(A(B))⟩\}.
\end{align*}\]

In 1976, Huet [3] stated the following about higher-order matching:

This problem is decidable, but the proof is probably hard.

More recently, third-order matching has been shown to be decidable [1], but its decidability at higher orders appears to remain unknown.

We show that third-order matchability is NP-hard by a reduction from propositional satisfiability. The projection property is then introduced. If it is undecidable, then higher-order matching is undecidable; if not, then a type restriction on variables in terms gives a group of decidable higher-order matching problems of arbitrarily high order.

---

1Oxford University Computing Laboratory, Programming Research Group, 11 Keble Road, Oxford OX1 3QD, United Kingdom. Email: David.Wolfram@prg
2 Matchability is NP-Hard

As a simplification, we shall assume that all terms are in $\beta\eta$-normal form: they have no $\beta$-redexes, and every subterm of the form $t$ whose type is not a base type has been converted to $\lambda x.t(x)$ where $x$ is not a free variable of $t$.

Another simplification is that no term will contain any constant symbol. This does not lead to any loss of generality because Statman’s mapping [4], called the $*$-map, of higher-order unification problems to those in the pure simply-typed $\lambda$-calculus is a bijection.

Example 2.1 When the $*$-map is applied to Example 1.1, we obtain the following pure matching problem.

$$\{\langle f(f(x)), A(A(B)) \rangle \} \leftrightarrow \{\langle \lambda y_1 y_2 h_1(y_1, y_2, h_1(y_1, y_2, h_1(y_1, y_2))), \lambda y_1 y_2 y_1(y_1(y_2)) \rangle \}$$

The solutions to this pure matching problem are in one-to-one correspondence with the solutions in Example 1.1.

$$\{\langle f, \lambda y.y \rangle, \langle x, A(A(B)) \rangle \} \leftrightarrow \{\langle h_1, \lambda z_1 z_2 z_3 z_4 \rangle, \langle h_2, \lambda z_1 z_2 z_3 z_4 \rangle \}$$

$$\{\langle f, \lambda u. A(A(B)) \rangle \} \leftrightarrow \{\langle h_1, \lambda z_1 z_2 z_3 z_4 \rangle, \langle h_2, \lambda z_1 z_2 z_3 z_4 \rangle \}$$

Theorem 2.2 Third-order matchability is NP-hard.

Proof: We give a polynomial reduction of propositional satisfiability to third-order matchability which uses the following encodings.

- A constant $m$ is represented by the simply typed Church numeral $\overline{m} = \lambda xy.x(x(\cdots x(y) \cdots))$ with type restricted to $N = ((\iota \rightarrow \iota), \iota \rightarrow \iota)$.

- Multiplication of terms of type $N$ is represented by

$$\overline{x} = \lambda x y z.x(y(z))$$

with type $(N, N \rightarrow N)$, where $\tau(z) = (\iota \rightarrow \iota)$.

- Addition of terms of type $N$ is represented by

$$\overline{+} = \lambda x y z t.x(z, y(z, t))$$

of type $(N, N \rightarrow N)$, where $\tau(z) = (\iota \rightarrow \iota)$ and $\tau(t) = \iota$.

- The dyad combinator is represented by

$$D = \lambda u v x y z.x(\lambda t.v(y, z), u(y, z))$$

with type $(N, N, N \rightarrow N)$.
Here are the encodings of propositional logic:

- Propositional variable: \( \text{enc} \, x = D \bar{\text{u}} \bar{\text{x}} \), where \( \bar{x} = \lambdauv. x(\lambda t.u(t), v) \) with type \( N \).
- Conjunction: \( \text{enc} (x \land y) = D \bar{\text{u}} \bar{\text{I}}(\text{enc} x \bar{x} \text{enc} y) \).
- Disjunction: \( \text{enc} (x \lor y) = D \bar{\text{u}} \bar{\text{I}}(\text{enc} x \bar{x} \text{enc} y) \).
- Negation: \( \text{enc} (\neg x) = \bar{D} \bar{\text{I}}(\text{enc} x) \).

If \( X \) is a propositional formula, it is straightforward to verify that the third-order matchability problem \( \{\langle \text{enc} X, \bar{T} \rangle \} \) has an affirmative answer if and only if \( X \) is satisfiable, and that \( \text{enc} X \) can be constructed in polynomial time. □

### 3 The Projection Property

The projection property is based on the effect of projection substitutions in Huet's higher-order unification procedure [2].

**Definition 3.1** Given a term \( t = \lambda x_1 \cdots x_n \cdot @ (t_1, \ldots, t_m) \), the projection property holds if and only if there exists a substitution \( \pi \) such that \( \text{head}(t \pi) = x_i \) where \( 1 \leq i \leq n \).

If this property does not hold for a disagreement pair in a matching problem where the head of the rigid term corresponds to \( x_i \), then the matching problem has no solution. More strongly, if the projection property is undecidable then higher-order matching is undecidable. We make the following conjecture.

**Conjecture 3.2** The projection property is decidable if and only if higher-order matching is decidable.

Sometimes it is possible to predict when the projection property holds, and this depends on the form of a sequence of subterms.

**Definition 3.3** A sequence

\[
\lambda x_1 \cdots x_n \cdot @ (t_1, \ldots, t_m) = E_1, E_2, \ldots, E_k
\]

of terms is a projection path for \( x_i \) where \( 1 \leq i \leq n \) if and only if:

- \( E_j \) is an immediate subterm of \( E_{j-1} \) where \( 2 \leq j \leq k \).
- \( \text{head}(E_k) = x_i \).
- There is no \( l : 1 \leq l < k \) such that \( \text{head}(E_l) \in \{ x_1, \ldots, x_n \} \).
Example 3.4 A projection path for $v$ is:

$$\lambda uv. f(f(x, \lambda g. h(v, u)), \lambda x. h(x, v), f(x, \lambda g. h(v, u)), \lambda g. h(v, u), v)$$

There are two kinds of projection path, and they are defined below.

Definition 3.5 A projection path $E_1, \ldots, E_k$ is **unmixed** if and only if whenever $\text{head}(E_i) = \text{head}(E_j)$ where $1 \leq i < j \leq k$, $E_{i+1}$ and $E_{j+1}$ are corresponding immediate subterms. A projection path is a **mixed** projection path if and only if it is not an unmixed projection path.

We can make correct predictions about the projection property for the former kind of projection path.

Lemma 3.6 The projection property holds for $x$ in a term $t$ if there is an unmixed projection path for $x$ in $t$.

Example 3.7 The term $\lambda uv. f(\lambda x. f(\lambda g. h(v, u), x), y)$ has an unmixed projection path for $v$. The projection property holds for $v$ with the substitution

$$\pi = \{ (f, \lambda w_1 w_2. w_1(h_1(w_1, w_2))), (h, \lambda w_3 w_4. w_3) \}.$$

Remark 3.8 The projection property can hold for mixed projection paths. It holds for $v$ in $\lambda uv. f(f(x, \lambda g. h(v, u)), \lambda x. h(x, v))$ with the substitution

$$\pi = \{ (f, \lambda w_1 w_2. w_2(w_1)), (h, \lambda w_3 w_4. w_3) \}.$$

We now define a form of matching problem for which the projection property holds.

Lemma 3.9 The projection property holds provided that for all variables $f$ where $\tau(f) = (\alpha_1, \ldots, \alpha_n \rightarrow \beta)$ and $\beta$ is a base type we have $\alpha_i = \alpha_j$ if and only if $i = j$ where $1 \leq i, j \leq n$.

Proof: The condition on types in Lemma 3.9 ensures that all projection paths are unmixed. \Box

4 Discussion

We have shown that third-order matchability is NP-hard by a polynomial reduction from propositional satisfiability. We have also conjectured that the decidability of higher-order matching is equivalent to a property related to projection substitutions, and defined a group of decidable matching problems of arbitrarily high order. The techniques we introduce could be used in resolving the decidability of the general problem [5].
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Two-literal clauses of the form \{L ← R\} occur quite frequently in logic programs, deductive databases, and—disguised as an equation—in term rewriting systems. These clauses define a cycle if the atoms \(L\) and \(R\) are weakly unifiable, i.e., if \(L\) unifies with a new variant of \(R\). The obvious problem with cycles is to control the number of iterations through the cycle. Here we consider the cycle unification problem of unifying two literals \(G\) and \(F\) modulo a cycle \{\(Pl_1 \ldots l_n ← Pr_1 \ldots r_n\}\}, i.e., we consider additional clauses as follows. A goal clause — referred to as (calling) goal — of the form \(← Ps_1 \ldots s_n\), which calls the cycle, and a fact — called (terminating) fact — of the form \(Pt_1 \ldots t_n\), which terminates the cycle. A cycle unification problem is then the following one:

Is there a substitution \(σ\) such that \(σPs_1 \ldots s_n\) is a logical consequence of \{\(Pl_1 \ldots l_n ← Pr_1 \ldots r_n\)\} and \(Pt_1 \ldots t_n\)?

If such a substitution \(σ\) exists, then \(σ\) is said to be a solution for the cycle unification problem. For more general cases, cycle unification can be defined in an analogue way. To solve a cycle unification problem \(⟨G ←→ F⟩\{(L ← R)\}\), consisting of the goal \(G\), the fact \(F\) and the cycle \{\(L ← R\)\}, we have to find a substitution which either unifies \(G\) and \(F\) or simultaneously unifies each equation in

\[C^k = \{G \doteq L^1\} \cup \{R^i \doteq L^{i+1} \mid 1 \leq i \leq k\} \cup \{R^{k+1} \doteq F\}\]

where \(k\) denotes the number of iterations through the cycle.\(^2\)

In order to be able to control a cycle we have to answer the following questions. Is cycle unification decidable? How many independent most general solutions has a cycle unification problem? Does there exist a unification algorithm which enumerates a minimal and complete set of solutions for a cycle unification problem? Answers to these questions may help to increase the power of automated theorem provers significantly. For example, if a cycle is embedded in a larger formula and it can be determined that the corresponding cycle unification problem is unsolvable, then the clauses defining the cycle can be eliminated from the formula. If a minimal and complete set \(Σ\) of solutions for a cycle unification problem exists and can be enumerated, then any other solution is subsumed.

\(^1\)DFKI, Stuhlsatzenhausweg 3, 6600 Saarbrücken, Germany, Email: \texttt{wuertz@dfki.uni-sb.de}.

\(^2\)By \(X^k\) we denote the syntactic object where each variable occurring in \(X\) has the index \(k\) attached to it.
by a solution in $\Sigma$ and need not to be considered. If $\Sigma$ is finite, then this may prune a potentially infinite search space to a finite one.

Although cycle unification is of significant importance for the field of automated deduction and logic programming, it has received surprisingly little attention in the literature. Function-free cycle unification problems, i.e., cycle unification problems defined over variables and constants only, occur mainly in deductive databases and it can be shown that under certain conditions these problems do not give rise to infinite computations (cf. [MN83]). M. Schmidt–Schauß [SS88] has shown that cycle unification is decidable provided that the goal and the fact are ground, i.e., they do not contain variable occurrences. Independently, P. Devienne [Dev90] has given a more general result for cycle unification problems with linear goals and facts, i.e., each variable occurs at most once in the goal and the fact. He uses essentially the same ideas as Schmidt–Schauß, but a very special technique based on directed weighted graphs. Devienne’s results were used by De Schreye et al. [DVB90] to decide whether cycles admit non-terminating queries to deductive systems. Another approach has been taken by H.J. Ohlbach who represented sets of terms by so-called abstraction trees which may compress the search space. Moreover, abstraction trees can be used to compile two-literal clauses and in certain cases a finite abstraction tree can represent infinitely many solutions of a cycle unification problem [Ohl90]. A further approach for unifying infinite sets of terms which are encoded in so called $\rho$-terms is described in [Sal92]. The incorporation of $\rho$-terms into logic programming allows on the one hand infinite queries and the finite representation of infinitely many answers. On the other hand, it avoids repeated computation and certain kinds of infinite loops, without changing the denotational semantics of the programs.

In [BHW92] we developed the theoretical foundations for cycle unification. For various classes of restricted cycle unification problems we showed their decidability, proved that they have at most finitely many most general solutions and constructed an algorithm to compute this set. The most general result concerned the class of non-recursive matching cycles $C_{\text{nrn}}$, i.e., cycles $\{L \leftarrow R\}$ for which there exists a substitution $\sigma$ such that $\sigma L = R$ or $L = \sigma R$ and $\exists i : x \mapsto t \in \sigma^i$, $x \in \text{Var}(t)$, and $t \neq x$. This work is an extension of the previous one since we consider unifying cycles, i.e., the left-hand and the right-hand side are unifiable [Wür92].

All results depend on certain kinds of paths in a dependency graph. Consider the cycle unification problem $C = \langle G \overset{\sigma}{\rightarrow} F \rangle_{\{L \leftarrow R\}}$. A dependency graph relates variables occurring in the goal $G$ and variables of the cycle $\{L \leftarrow R\}$. First, the variables in $G$ are related to the variables occurring in the first instance of the left-hand side of the cycle, i.e., $L^1$. Second, the variables in the $i$-th instance of the right-hand side of the cycle, i.e., $R^i$, are related to the variables in the $i+1$-st instance of the left-hand side, i.e., $L^{i+1}$. Consider as an example the cycle unification problem

$$C = \langle Pu_1u_2u_3u_4u_5 \overset{\sigma}{\rightarrow} Pababa \rangle_{\{Pyvywz \leftarrow Pyvyvy\}}.$$

We obtain as the most general unifier of $Pu_1u_2u_3u_4u_5$ and $Py^1v^1y^1w^1z^1$ the substitution

$$\sigma_0 = \{u_1 \mapsto y^1, u_2 \mapsto v^1, u_3 \mapsto y^1, u_4 \mapsto w^1, u_5 \mapsto z^1\}.$$

$^3$By $\sigma^i$ we denote the $i$-fold composition of $\sigma$ with itself.
Furthermore, we obtain as the most general unifier of \( P x^i y^i v^i y^i w^i \) and \( P y^{i+1} v^{i+1} y^{i+1} w^{i+1} z^{i+1} \) the substitution
\[
\sigma_i = \{ x^i \mapsto y^{i+1}, \ y^i \mapsto w^{i+1}, \ v^i \mapsto y^{i+1}, \ v^i \mapsto y^{i+1}, \ w^i \mapsto z^{i+1} \}.
\]

From these substitutions we derive a dependency graph representing the bindings in the most general unifiers computed above:

The dependency graph defines some paths which we call linear paths and permutations. In our example the graph defines the restricted linear paths \( \langle w, z \rangle \) and \( \langle z \rangle \) and the permutation \( \langle y, v, y \rangle \) of lengths 2, 1 and 3, respectively.

The most general result concerns cycles \( \{ L \gets R \} \) such that \( L \) and \( R \) are unifiable, i.e., there exists a substitution \( \sigma \) such that \( \sigma L = \sigma R \); they are called unifying cycles. The class containing only cycle unification problems with unifying cycles is called \( \mathcal{C}_u \).

Let \( \langle G \rightharpoonup F \rangle_{\{L \gets R\}} \) be a cycle unification problem in the class \( \mathcal{C}_u \). The following steps define an algorithm for unifying cycles to compute a minimal and complete set of most general solutions.

1. If \( G \) and \( F \) are unifiable, then compute \( \tau \) as the most general unifier for \( G \) and \( F \) restricted to the variables in \( G \).

2. Compute the dependency graph for \( \langle G \rightharpoonup F \rangle_{\{L \gets R\}} \).

3. If \( \langle G \rightharpoonup F \rangle_{\{L \gets R\}} \in \mathcal{C}_u \), then compute the lengths \( l_1, \ldots, l_i \) of all defined restricted linear paths and the lengths \( m_1, \ldots, m_j \) of all defined permutations. Let \( m = \max(1, l_1, \ldots, l_i) \) and \( N = \text{lcm}(1, m_1 - 1, \ldots, m_j - 1) \).

4. If \( \mathcal{C}^k \) is solvable, then compute \( \tau_k \) as the most general unifier for \( \mathcal{C}^k \), restricted to the variables occurring in \( G \), \( 0 \leq k \leq m + N - 2 \).

5. Let \( \Sigma \) be the set of solutions obtained in steps (1) and (4). If \( \Sigma = \emptyset \), the problem is unsolvable. Otherwise, iteratively eliminate a substitution \( \alpha \) if the current set of solutions contains another substitution \( \delta \) with \( \delta \preceq \alpha [\text{Var}(G)] \). The obtained set is a minimal and complete set of solutions for the cycle unification problem \( \langle G \rightharpoonup F \rangle_{\{L \gets R\}} \).
As a result we obtain the following theorem for cycle unification problems in the class $C_u$.

**Theorem 1** Let $C$ be a unifying cycle.

(i) $\langle G \xrightarrow{\sigma} F \rangle$ is decidable.

(ii) $\langle G \xrightarrow{\sigma} F \rangle$ is finitary.

(iii) There exists an algorithm computing a minimal and complete set of solutions for $\langle G \xrightarrow{\sigma} F \rangle$.

**References**


