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Abstract

An automated system for detection of head movements is described. The goal is to label relevant head gestures in video of American Sign Language (ASL) communication. In the system, a 3D head tracker recovers head rotation and translation parameters from monocular video. Relevant head gestures are then detected by analyzing the length and frequency of the motion signal’s peaks and valleys. Each parameter is analyzed independently, due to the fact that a number of relevant head movements in ASL are associated with major changes around one rotational axis. No explicit training of the system is necessary. Currently, the system can detect “head shakes.” In experimental evaluation, classification performance is compared against ground-truth labels obtained from ASL linguists. Initial results are promising, as the system matches the linguists’ labels in a significant number of cases.
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1. Introduction

Non-manual gestures that occur in parallel with manual signing, including head gestures, are an integral part of ASL grammar [3, 7]. An understanding of the precise synchronization of manual and non-manual components of the language is essential for both production and recognition of ASL (as it is for other signed languages). In this paper, we describe an automatic method for detecting two important types of periodic head gestures found in ASL communication: “head nods” and “head shakes”. Our goal is to provide modules that can detect, recognize and mark these gestures in video databases of ASL communication.

These modules are being tested as part of SignStream [1], a system for the linguistic annotation, storage, and retrieval of ASL and other forms of gestural communication. SignStream provides a standard and convenient graphical interface for annotation; nonetheless, detailed annotation of ASL can be quite laborious. The head position/movement is marked manually using a graphical user interface that displays the timeline and the captured video sequences as a guide. Our first step is to come up with computer vision modules that can give an initial starting segmentation of relevant head gestures, which then can be improved by human experts. The ultimate goal is to fully automate the segmentation process as accurately as linguists.

Our problem statement may be generalized to a broader range of problems that involve segmentation of the multi-dimensional time series, given a set of domain assumptions that constrain the segmentation. A number of previous approaches have been proposed, each with different assumptions about the underlying signal [6, 8, 2]. In our case, the multi-dimensional signal is the rigid motion of the human head. Segmentation is constrained to the collection of possible movement or position types provided by the ASL linguist. In the work most closely-related to ours, [4] detected head nods and shakes by tracking eye-pupil projections on the view plane with an IR camera and using Hidden Markov Models. The system in this paper takes a different approach, and does not require special sensors.

2. Approach

The system is composed of two main modules: tracking and segmentation (Fig. 2). The head tracker’s input is a monocular ASL video sequence. The tracker’s outputs are the six 3D parameters: three rotations and three translations, of the head. Detailed information about the head tracker can be found in [5]. The second module segments the head tracker’s output parameter(s).

The main contribution of this paper is a new approach
for detecting and segmenting relevant ASL head gestures. Since the performance and accuracy of this module depends on the quality of the recovered head parameter(s), we discuss the “head tracker” in the next section.

3. Head Tracker

Our problem domain is restricted to observing ASL communication. This allows us to make some assumptions about head motion. First, we assume that head rotations around all axes are likely to be in the interval of $[-90^\circ, 90^\circ]$ (the person faces the camera at $0^\circ$). Second, we assume that changes in translation are much smaller than the changes in rotation. These assumptions fit very well to the tracker in [5]. This tracker represents the head with a face texture grabbed from the first frame and warped onto a half cylinder. The head’s 3D parameters are estimated by minimizing the registration error of head cylinder in subsequent video frames. The main assumptions of this tracker are:

1) The subject faces the camera in the initial frame
2) The face appearance remains relatively constant
3) The face is never totally out of view
4) Parameter changes are neither too fast nor very sudden

The current tracker is fast (15 fps on a 1GHz P3 PC) and works acceptably well with the ASL sequences in our database. Frames from an example “head shake” sequence are shown in Fig. 1.

4. Segmentation

Given rotation and translation parameter estimates from the tracking module, the system must then detect and label relevant head gestures. Let $X(t)$ denote the parameter vector at time $t$. We will use the words “time” and “frame” interchangeably. Let $L(t)$ be the label associated with time $t$. The problem is to find a method $M$ that outputs $L$ given $X$. The set of possible labels is finite and provided by ASL linguists. The time axis is also discrete since we are working with a sampled version of $X(t)$ over frames. Note that in our case $X(t)$ can be the whole sequence or subsequence. For detecting “head shakes” and “head nods”, $X$ contains only the three rotation parameters:

$$X(t) = \{\alpha(t), \beta(t), \gamma(t)\}$$  \hfill (1)

where $\alpha$, $\beta$ and $\gamma$ are respectively rotations around x, y and z axes. An example for a complete $\beta$ sequence can be seen in Fig. 3.
4.1. Analysis of Input Data

It is a good practice to characterize the input data before selecting the method to solve the problem itself. By inspecting a number of the $X$'s computed by the tracker, the following was deduced:

1) Generally, it is a low-frequency signal
2) It is composed of “ups” and “downs” with different slopes and lengths
3) It is Euclidean variant

Our first step is to get rid of the sensitivity to Euclidean transformations (time warps). A simple computation of the “discrete derivative” (pair wise differences) gives an output vector, which is translation invariant. This transformation implicitly preserves local geometry information of the signal.

Two most relevant head movements for ASL linguists are “shakes” and “nods”. They are relatively easier to detect and have a high occurrence [7]. Although these are further classified by linguists, we are only interested in detecting the basic movements. The $X$ vectors corresponding to “shakes” and “nods” reveal a common periodic property. In the ideal case, with no measurement errors, one should expect to see a sine like shape in the corresponding rotation parameters. Note that a “shake” involves periodic movement around the $y$-axis, while a “nod” is around the $x$-axis. The idea is to exploit this periodicity to detect the relevant head gestures.

4.2. Computing the Signal Skeleton

In order to analyze the periodic behavior of the head motion signal, we compute the peaks and valleys of $X(t)$. Connecting these points with lines will reveal a rough approximation to the original data. Let us call this $S$ “the skeleton of the data” (an example is shown in Fig. 4).

For the purpose of detecting peaks and valleys, we fit a cubic spline to the $X(t)$ samples. Let $H(t)$ denote the piecewise Hermite interpolators computed from $X$. The next step is to compute $H'$ (derivative of $H$). The resulting Hermite assures $C1$ continuity (smooth first derivative). Let $R$ denote the $n$ length vector containing the $t$ values for roots of $H'$ where $n$ is the number of roots. In other words, $R$ will denote the $t$ values for the singular points. Let us now denote the skeleton:

$$S(i) = \{ R(i), X(R(i)) \} \quad i = 1 \ldots n. \quad (2)$$

Note that any periodic, “sine wave” like portion of the original data will be transformed to consecutive similar triangles. Detecting the presence of these triangles in the skeleton allows us to locate periodic segments of the original data, and ultimately label the head shakes and nods in the ASL video.

4.3. Detecting Similar Triangles

Let $W_t$ denote a sliding window on $S$, containing the coordinate values of three consecutive points beginning from $i$th point in $S$. Let $W_t^x(j)$ denote the $x$ coordinate value of $j$th point in $W_t$. Let $\tilde{W}$ denote the normalized version of $W$ where the first two points lie on $x$ and $y$-axis respectively. In the case of a perfect sinusoid the third point should be found in a symmetrical position of the first point (isosceles triangle). Denote this ideal point with $P_{\text{ideal}}$. We define a region $Q$ around $P_{\text{ideal}}$ such that if $W_t^x(3) \in Q$ then $W_t$ is a “shake” or “nod” candidate. If the height of the triangle with $W_t$ vertices is above a given threshold $h$ then $W_t$ is labelled as “shake” or “nod.” This last threshold is necessary in order to eliminate some of the possible measurement errors in the data.

In our case the region $Q$ is defined as a rectangular area shown in Fig. 5. The width and height of $Q$ are computed
as functions of the height and base of the $W_i$ triangle. Note that the area of $Q$ is also directly proportional to the sensitivity of the detection algorithm.

The length and height of $Q$ are computed as follows:

$$Q_l = \frac{abs(W_i(1))}{c_1} \quad Q_w = \frac{abs(W_i(2))}{c_2}$$  \hspace{1cm} (3)

5. Experiments

Ten ASL sequences were used in our preliminary evaluation of the system. Ground truth for these sequences was obtained from ASL linguists. The sensitivity parameters were set at $c_1 = 2$ and $c_2 = 3$ by minimizing the misses and false alarms in a single test sequence. The remaining nine sequences were used in testing detection performance. Performance statistics are summarized in Table 1.

![Figure 6. Detected head shakes. The bold line shows the ground truth. Diamonds denote detected head shake extrema.](image)

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Detected</th>
<th>Missed</th>
<th>False Alarm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

The tracker performed poorly for the last two sequences because of large errors in the head tracking module. In the other sequences, the system performed rather well. The only gestures missed in sequences 1–5 are those labelled by the linguists as “onset” and “offset” for “shake” and “nod” movements. An onset is defined as the movement made in preparation for the beginning of an actual gesture. Similarly, an offset is defined as the movement made at the conclusion of the actual gesture. So, if only the actual “shake” or “nod” gesture (without onset or offset) should be considered as ground truth then the system would not have missed a single gesture for the first five sequences (Fig. 6).

6. Conclusion

In this paper we presented a deterministic, shape-based approach for detecting shake and nod gestures in ASL video sequences. The approach exploits the periodic nature of the head rotation parameters for the gestures under consideration. We extend this approach to detect other relevant head gestures in ASL that exhibit this periodic nature. In contrast with probabilistic frameworks [4, 6], the approach presented in this paper does not require any training. The need for training was avoided through use of domain constraints. The sensitivity of the system is controlled by three parameters. Finally, it should be noted that the system is suitable for realtime applications, since it can run at video frame rate on a standard PC.
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