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Abstract

The objective of unicast routing is to find a path from a source to a destination. Conventional routing has been used mainly to provide connectivity. It lacks the ability to provide any kind of service guarantees and smart usage of network resources. Improving performance is possible by being aware of both traffic characteristics and current available resources. This paper surveys a range of routing solutions, which can be categorized depending on the degree of the awareness of the algorithm: (1) QoS/Constraint-based routing solutions are aware of traffic requirements of individual connection requests; (2) Traffic-aware routing solutions assume knowledge of the location of communicating ingress-egress pairs and possibly the traffic demands among them; (3) Routing solutions that are both QoS-aware as (1) and traffic-aware as (2); (4) Best-effort solutions are oblivious to both traffic and QoS requirements, but are adaptive only to current resource availability. The best performance can be achieved by having all possible knowledge so that while finding a path for an individual flow, one can make a smart choice among feasible paths to increase the chances of supporting future requests. However, this usually comes at the cost of increased complexity and decreased scalability. In this paper, we discuss such cost-performance tradeoffs by surveying proposed heuristic solutions and hybrid approaches.

1. Introduction

The primary function of unicast routing is to find a path from a source to a destination. While finding a path, the routing algorithm should try to find an optimal route, not to misroute the packets or create loops, and not to cause oscillations. Another important requirement is scalability: With the increasing size of the network, space/communication/time complexities should increase at a much slower rate. The main cost of routing originates from the size of the routing tables, the processing requirement of update packets, and route calculations. Conventional IP routing is shortest-path, destination-based only routing, which mainly uses static link metrics like hop count. With static routing, since metrics change only when topology changes, it is very stable. It is also connectionless and therefore cannot provide any kind of service guarantees. Since forwarding tables keep a single state per destination, conventional IP routing is highly scalable. Scalability is further improved by means of aggregating information through hierarchical addressing and routing. However, by only being aware of topology, it cannot provide any mechanisms to enable smart usage of resources in the network. The links along the shortest paths may get overutilized while alternate paths stay under-utilized. Better utilization of resources can be achieved by making use of alternate paths. Savage et al. [15] show that in 30-80% of the cases there is an alternate path with significantly superior quality, where quality is measured in terms of loss rate, bandwidth and round trip time (RTT).

In this context, a range of routing solutions have been proposed to increase the utilization of the network. These solutions can be categorized depending on the additional information available to the algorithm: (1) QoS/Constraint-based routing solutions are aware of traffic requirements of individual connection requests; (2) Traffic-aware routing solutions assume knowledge of the location of communicating ingress-egress pairs and possibly the traffic demands among them; (3) Routing solutions that are both QoS-aware as (1) and traffic-aware as (2); (4) Best-effort solutions are oblivious to both traffic and QoS requirements, but are adaptive only to current resource availability.

The minimal requirement for efficient usage of resources is to be aware of the available resources. Therefore, most of the solutions are dynamic routing algorithms, where the link metric is a function of some congestion measure such as delay or packet loss. Link state updates are distributed and routes are recalculated for the new states.

The taxonomy of the solutions covered in this paper can
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be seen in Figure 1. We will discuss how increased complexity can help improve performance, and what are the drawbacks/limitations of the solutions.

The rest of the paper is organized as follows: Section 2 gives a brief review of algorithms that fall into the category of best effort solutions. Section 3 describes the basic functionality and difficulties of QoS routing and associated cost-performance tradeoffs. Section 4 overviews how performance can be improved if the location of ingress-egress pairs and the traffic matrix are known. Section 5 presents simulation results comparing algorithms that fall into different categories. Section 6 concludes the paper with future research directions.

2 Best-effort Solutions

The algorithms falling in this category are both aware of the topology and available resources, which is one step improvement over conventional routing. The main algorithms that can be listed as best-effort are per-packet dynamic routing and load balancing along equal length paths. Per-packet dynamic routing is a traffic engineering tool, with which it is possible to avoid congested links if the link capacity as a link weight (cost). This way of balancing load is highly affected by the availability of flows with different source-destination pairs. OSPF-ECMP is an example of protocol that uses load balancing along equal length paths. The approach is static routing if weights are administratively assigned. For example, Cisco suggests using 1/link capacity as a link weight (cost). This way of balancing load may not be efficient, because it is not aware of the actual link loads on the equal cost paths. However, Lorenz et al. [9] show that conventional IP routing is \( \Omega(N) \) worse than OSPF-ECMP routing, where \( N \) is the number of flows and the metric is throughput (or maximum utilization).

With dynamic routing, we can achieve better distribution of traffic. However, dynamic routing introduces a new problem, which is stability. Stability is determined by observing how often the routes change. If the network is unstable, routers spend too much time updating their routing tables, and propagating the changes. With each change of link state, there is a potential of changing the current route to a destination for a better path. This is not the case for static routing: A path to a destination never changes unless topology changes. To improve stability, it is suggested that the routing protocol should not target only the best routes. If many sources pick the same best path, the best path will get overloaded and an alternate path will stay under-utilized. The current best path and alternate path can then keep changing roles at each link state update period. An example of not targeting the single best path is by using a hop-normalized link metric, and another one is by quantizing link metric values. The latter helps to improve stability by increasing the number of equal cost target paths as possible link metric values become limited. Similarly, policy-based routing suffers from stability problems. With BGP, each domain is allowed to formulate independently its routing policies and can override distance metrics in favor of policy constraints. With each route advertisement, there is a potential for a domain to change the best route so it suits its policy better. It is shown that policy-based rout-
ing may diverge, and result in oscillations in the global Internet. Therefore, extending policy-based routing for QoS, which requires dynamic routing with its own stability issues, is more challenging. That is why the research so far concentrated on intra-domain dynamic/QoS routing.

3 QoS/Constrained-based Routing Solutions

The goal of QoS routing is to identify paths that have sufficient resources to satisfy a set of constraints, where typical constraints are bandwidth, maximum delay, cost, etc. QoS routing algorithms should be aware of topology, available resources, and traffic requirements of the individual demands, so that it will be possible to find feasible paths effectively. QoS routing is a radical shift from the traditional routing approach: To be able to provide guarantees for end-to-end performance, after finding feasible paths, resources are reserved so that the admitted flow will be immune from the traffic variations along the links that it is using. This process is called route pinning. By means of admission control, if a demand cannot be guaranteed, it is not accepted at all.

QoS routing also aims to improve long term utilization of the network. Admission control can be used for this purpose. If accepting a request would put the network in a state of high blocking probability, the request should simply be rejected. QoS routing prefers social paths, which are the paths that using them does not significantly decrease the probability of accepting future requests. Similarly, efficient usage of network resources also improves long term utilization such as preferring shortest (min-hop) paths to limit resource consumption and/or preferring least loaded paths to balance load.

However, new functionalities that QoS routing promises come with a number of new challenges, which can be listed as follows:

- Performance depends on the accuracy of the network state information which changes frequently. Keeping up-to-date network state information is expensive because of flooding, which consumes bandwidth and processing power. Therefore, there is a tradeoff between communication/process overhead and accuracy.

- QoS routing requires more sophisticated route computations to satisfy multiple constraints, and some combination of constraints makes the problem NP-hard. The tradeoff is between simpler path computations and better quality of paths.

- QoS routing requires more frequent route computation, maybe on-demand whenever a flow request arrives. The tradeoff is between per-request computational cost and the quality of the path returned.

- With QoS routing, paths need to be pinned and maintained afterwards, which introduces per-flow state. Depending on the granularity of a flow, there may be scalability problems. If the granularity is fine, the routing tables will be larger, lookups will be slower, and signaling cost to set-up paths, tear down and keep paths alive will grow.

Some ways to deal with the increased cost of QoS routing can be listed as follows:

- The volume of updates can be reduced by controlling how often the updates are sent. Updates can be sent periodically, or triggered by a change bigger than a specified value (threshold/class-based triggers), or clamp-down timers. The sensitivity level of the triggering policy affects the volume of updates: While a zero clamp-down timer along with a sensitive triggering policy (e.g. small threshold) will lead to high cost, a large clamp down timer will lead to low cost, but possibly inaccurate routing decisions.

- The volume of updates can also be controlled by choosing what to advertise. Only the link of a node that triggered the update or all the links of the node may be advertised. The tradeoff is between eliminating the need for future updates and the extra processing overhead when there is little change in the state of the other links. The state of the links can be expressed as exact or quantized values from a fixed set. The tradeoff is between reduced accuracy and increased number of equal cost paths.

- Polynomial-time heuristics can be used for simpler route computations.

- Per-request processing overhead can be reduced using pre-computation or path caching instead of on-demand.

- To reduce the amount of state maintained, and to improve scalability, coarser granularity, like class-based, can be used instead of per-flow state.

- Hybrid routing can be used in a way that QoS routing is restricted only to a group of flows and static routing is used for the rest (majority) of the flows.

3.1 Closer Look at Some QoS Cost-Performance Tradeoffs

- How often paths are computed? The three ways of computing paths are on-demand, pre-computation, and path-caching.

  With on-demand, path computation is performed at each flow request arrival. Advantages of the method can be listed as: (1) it can yield better routes since computation uses the most recent link metrics available; (2) exact QoS requirements and destination are known at the time of path computation; (3) there is no

1 Clamp-down timers are used to enforce minimum spacing between two consecutive updates.
need to store the paths. Disadvantages of on-demand routing can be listed as: (1) per-request processing overhead is high; (2) if a large clamp-down timer is used, it keeps re-discovering the same paths. With path pre-computation, paths are computed either periodically or after receiving a certain number of updates. An advantage of this approach is reducing the per-request processing overhead. Disadvantages are: (1) all possible paths to all destinations for all possible QoS requirements must be pre-computed; (2) pre-computed paths must be stored; (3) it introduces a path lookup cost, which is the cost of selecting a path from the pre-computed table for a given destination and QoS requirement; (4) some paths that have been pre-computed and stored may never be used; and (5) periodic pre-computation may result in routing performance loss.

A hybrid of on-demand and path pre-computation is path caching. The idea is to re-use the k previously computed paths to a destination. Path caching provides a good balance between per-request processing overhead and quality of paths. With bigger cache sizes, and more entries in the cache, the ability to balance load increases. However, smaller cache sizes are preferred for faster lookup and less storage overhead. The drawback of path-caching is the need to maintain the entries. With changing link states, the bottleneck bandwidth of the cached paths get stale and need to be updated. For small update periods, the cost of path caching can exceed the cost of on-demand. Also, it introduces storage overhead at each node per-destination.

- **Type of Computation:** Depending on the location of path computation, we may have three types of computation: Hop-by-hop, source routing, and crank-back. With hop-by-hop, a path is computed in a distributed manner at each node. The advantage of this approach is that the route computation is distributed, which speeds up the establishment of a path by avoiding the complete route computation at the source. A disadvantage is that if the routing tables are inconsistent, it may create loops.

The other alternative is source routing, in which the complete path is computed at the source and included in the header of the packet. Advantages are: (1) it is guaranteed to be loop free, since the path computed at the source is enforced; (2) it allows sophisticated route computations. Disadvantages are: (1) computation is centralized; (2) global state needs to be maintained at each node; (3) since the path is included in the header of the packet, each router has to process the header to obtain the next-hop.

A hybrid of hop-by-hop and source routing is crank-back as used in PNNI. Source routing is used up to the point of failure during the path set-up phase. After this point, hop-by-hop routing is used. While this approach provides a good way of dealing with imperfect source routes that result from inaccurate network state information, it increases the set up time of a path for an incoming flow.

- **Granularity:** Granularity can be either per-flow or larger aggregates of multiple flows, like class-based or destination-based. With finer granularity, it is possible to balance load better, which leads to better long term performance and better service guarantees for individual flows. However, with a high number of flows, path computation occurs more frequently, and network state changes more frequently (at per-flow level). That is why a smaller update period is required to be able to maintain the level of accuracy required for good enough performance. In conclusion, finer granularity is expensive and because of the need to maintain per-flow state, it does not scale well.

With increasing granularity, the cost of per-flow state reduces, thus scalability increases. However, coarser granularity means higher bandwidth requirements for aggregates. High bandwidth flows are harder to route because of bandwidth fragmentation as observed in [11, 10]. Also, high bandwidth aggregates restrict the ability to balance load, and may lead to inefficient usage of resources.

- **Absolute vs. Quantized Values:** The state of the links can be expressed as exact or quantized values from a fixed range. Using quantized values increases the number of equal cost paths [1], which increases the opportunity to balance load, and to increase stability by not targeting only single best choices. Quantized values are also helpful in reducing the size of pre-computed path tables [5]. Although using quantized values may reduce the accuracy of link state information, especially if only a few quantized values are being used, the increased number of equal cost paths alleviates the effects by preventing routing mistakes over single bad choices [1].

- **Hierarchical vs. Flat:** With flat (link-state) routing, nodes have to have the full knowledge of topology, which does not scale. The cost of communication, computation, and storage is huge for large topologies. With hierarchical routing, such as PNNI or OSPF, the size of the network is reduced by aggregating the topology. Each node only needs to know the complete topology in its own group, and summarized information of the other groups. Since the amount of information that is stored and distributed is reduced, scalability improves. A drawback of this approach is the loss of detailed information as the state of logical nodes and links summarize many lower-level nodes and links. Also, as the states are aggregated, inaccuracies are also aggregated, which directly affects the quality of the se-
lected paths. In conclusion, there is a tradeoff between the amount of aggregation and accuracy.

- **Hybrid Routing:** To overcome the difficulties experienced with dynamic routing and alleviate the inefficiencies of static routing, hybrid routing can be used. The idea is to classify flows according to their characteristics and to route some class of flows dynamically while routing the rest statically. An example of this approach is proposed in [16], which suggests using dynamic per-flow routing for only long-lived flows while routing the class of short-lived flows statically. This approach effectively reduces the number of flows that are dynamically routed, which leads to less frequent route computation, and smaller per-flow state. Another advantage is that since link states change more slowly, at per-long-lived-flow level, we can afford to use larger update periods. A disadvantage is that under accurate link state information, performance can be worse than pure dynamic routing because short-lived flows are routed along static paths.

- **Link State, Distance Vector, Path Vector:** With link state routing, each router knows the entire topology. OSPF and IS-IS are examples of protocols that use link state routing. The main drawback is the need to maintain the entire topology database at each node, which does not scale well. However, having the entire view of the network, more sophisticated path selection algorithms can be used for route computation. With distance vector routing, each node only keeps a shortest path tree rooted at itself to all destinations. RIP uses this approach. With distance vector routing, routers need less storage, which scales better. The drawback of distance vector is that it cannot support sophisticated path computations and does not easily allow the computation of routes specific to the requirements of individual flows. Path vector is basically distance vector routing where routing tables keep also the corresponding path. BGP is an example protocol that uses the path vector approach. The main functionality of adding paths to the routing tables is to eliminate loops. However, this approach increases the storage requirement.

### 3.2 Effects of Topology and Traffic Characteristics on QoS Routing

Topology determines the number of candidate paths between each pair of routers. With increasing number of candidate paths, there is a better chance of balancing load and more room for performance improvement. Traffic characteristics also affect the performance gain that can be achieved by QoS routing. Under uniform load, with accurate link state information, QoS routing may perform worse than static routing. The reason is that QoS routing may cause excessive alternate routing, where longer paths with extra resources are used. Later, these paths interfere with minimum hop traffic competing for the same links [11, 1]. For such cases, trunk reservation is suggested so that capacity used by alternate routing is limited and direct traffic will always be able to find room. Under non-uniform load, QoS routing effectively improves performance by avoiding hot spots.

### 3.3 QoS Routing Problems

QoS routing problems can be classified according to the type of QoS metric that is being used. QoS metrics can be additive, multiplicative, or concave. If \( m(i,j) \) is the metric for link \((i,j)\), then for path \( P = (s,j,\ldots,x,d) \), the path metric \( m(P) \) is

- **additive** if it is defined as \( m(P) = m(s,j) + \cdots + m(x,d) \). Examples include delay and cost.
- **multiplicative** if it is defined as \( m(P) = m(s,j) \times \cdots \times m(x,d) \). Examples include probability of successful transmission.
- **concave** if it is defined as \( m(P) = \min \{ m(s,j), \cdots, m(x,d) \} \). Examples include bandwidth.

In [2], the basic QoS routing problems are classified into four classes depending on the metric. If the path metric should be optimized, the problem is called link optimization for a concave metric and path optimization for an additive/multiplicative metric. Similarly, if the path metric should be constrained, the problem is called link constrained for a concave metric and path constrained for an additive/multiplicative metric. Possible composite routing problems can be obtained from these four basic QoS routing problems. Examples are link-constrained link-optimization, link-constrained path-constrained, path-constrained path-optimization, etc. The composite QoS routing problem involving two or more additive/multiplicative metrics is NP-complete, whereas the rest is solvable in polynomial time. More specifically, path-constrained path-optimization and multi-path-constrained (multiple constraints) routing problems are NP-complete, assuming QoS metrics are independent and allowed to be real numbers or unbounded integers. If all metrics are dependent on a common metric, the problem may be solvable in polynomial time. For example, if rate-based scheduling is used (like WFQ), a delay constraint can be converted to a bandwidth constraint. If all metrics except one take bounded integer values, then the problem is solvable in polynomial time using extended shortest path algorithms (e.g. Dijkstra’s). In the next sections we will look more closely into these two types of NP-complete problems, for which a large volume of heuristic solutions have been proposed.

#### 3.3.1 Multiple Constraints Routing Problem (MCP)

In a multiple constraints routing problem, network graph
\( G = (V, E) \), with \( V \) nodes and \( E \) edges, each link connecting two nodes \( u \) and \( v \) is specified by a link vector \( l(u, v) \) having \( m \) additive link metrics \( l_i(u, v) \geq 0 \) for \( i = 1, \ldots, m \). A path \( P(s, k, \ldots, x, d) \) connecting a source node \( s \) and a destination node \( d \) is specified by a path vector \( l(P) \) where each component is defined as \( l_i(P) = l_i(s, k) + \cdots + l_i(x, d) \). Given \( m \) positive path constraints, \( L \), the objective of MCP is to find a path, \( P(s, \ldots, d) \) that satisfies the constraints such that \( l_i(P) \leq L_i \) for all \( i = 1, 2, \ldots, m \). The obvious question is how to run a shortest path algorithm with an \( m \)-component metric. One heuristic approach is to condense the \( m \)-component metric into a single metric (weight) by using a linear combination of the components such as \( l(P) = c_1 l_1(P) + \cdots + c_m l_m(P) \). This way, it becomes possible to use a Dijkstra-like algorithm to find the shortest path from the source to the destination. The problem with this approach can be seen from Figure 2(a): The optimal path according to the new weight function maybe infeasible.

Figure 2. Distribution of paths in the \((l_1(P), l_2(P))\) plane (a) with a linear path length representation, (b) with a non-linear path length representation.

A non-linear representation of path length has been proposed to overcome this problem [12]. As can be seen from Figure 2(b), the constraint area can be scanned better when a non-linear representation of path length is used. However, with this approach, a new problem is introduced: Sub-sections of shortest paths are not necessarily the shortest paths any more. Therefore, Dijkstra’s algorithm fails to find shortest paths. An example of this is shown in Figure 3.

This problem of missing the shortest (feasible) path can be solved by using a \( k \)-shortest path algorithm, where at each step of Dijkstra, \( k \) shortest paths are stored at each node. As the value of \( k \) increases, the probability that a sub-path from the source to an intermediate node will be part of the shortest path from the source to the destination also increases. However, with larger \( k \) values, both run time and space complexity increase. Therefore, the value of \( k \) determines the performance and overhead of this approach.

3.3.2 Delay Constrained Least Cost Routing (DCLC)

The delay-constrained least-cost routing problem is a type of path-constrained path-optimization problem and can be defined as follows: Given a network graph \( G = (V, E) \), with \( V \) nodes and \( E \) edges, non-negative cost \( C(e) \) and delay \( D(e) \) for each edge \( ee \in E \), a source \( s \) and a destination \( d \), and a positive delay constraint \( \Delta_d \), find a path \( P \) whose cost is minimum among the paths whose delay is less than the delay constraint, \( \Delta_d \).

Among the proposed heuristics, we will look at the Delay-Cost-Constrained Routing with Search Space Reduction (SSR+DCCR) algorithm [6] and Delay Constrained Unicast Routing (DCUR) algorithm [14]. Guo and Matta [6] suggest converting the problem into a delay-cost-constraint problem and using a nonlinear path length definition (as explained in Section 3.3.1) which gives priority to low cost paths. By doing this, a path-constrained path-optimization problem is converted into a multiple constraints routing problem. The algorithm also uses a linear path length definition in the pre-processing step to be able to find a tight enough bound for the (introduced) cost constraint. This approach effectively reduces the search space and increases the chance of finding the optimal path. The DCUR algorithm [14] is a distributed heuristic solution, where each node keeps cost and delay vectors. Cost/Delay vectors keep for each destination the next-hop on the shortest path. Each node independently decides whether to choose the least delay next-hop or the least cost next-hop. The least cost path is preferred if the sum of the delay along the path that has been chosen so far, the delay to the next-hop node along the least cost path, and the delay of the least delay path from the next-hop to the destination satisfies the delay constraint.

The algorithm is distributed and uses distance vector, which makes it more scalable. Although the run time complexity is very low, the communication complexity is increased. Communication complexity can be reduced at the cost of increased space complexity if periodically advertised cost and delay vectors from neighbors are saved. By being a QoS routing algorithm, DCUR still needs to keep per-flow state.

Per-flow state limits the ability to scale, and all the QoS al-
gory methods we have seen so far assume that it is essential for QoS routing to provide performance guarantees. Mieghem et al. [12] question this way of thinking and try to see if it is possible to achieve sufficient level of QoS guarantees using hop-by-hop destination-based only routing (connectionless). They conclude that it is possible if each packet carries either the constraints that must be satisfied for the rest of the path or the path traversed so far and the original constraints. Even with this modification, the algorithm still requires link state routing and carrying information in each packet increases per-packet cost.

3.4 Improving Long Term Utilization

Long term utilization of the network can be improved by choosing paths that use network resources in an efficient way. Improved long term utilization manifests itself in the form of increased revenue and decreased blocking probability. In the context of QoS routing, long term utilization can be improved by using additional constraints to limit resource consumption, balance or pack load. Ma and Steenkiste [10] suggest preferring shortest (min-hop) paths to limit resource consumption and show that under heavy load doing so improves performance. Load balancing improves performance under light load and can be achieved by preferring least loaded paths (widest path routing). Matta and Bestavros [11] show that load balancing increases the blocking probability of high bandwidth requests because of bandwidth fragmentation. Load packing is another way to improve long term utilization, where the most utilized paths are preferred to approximate perfect fit, which is NP-hard. This way, bandwidth fragmentation is minimized and fairness for large bandwidth requests is improved. However, load packing is extremely sensitive to link state inaccuracies since the paths with very tight resource availability are targeted.

4. Traffic Aware Routing

The algorithms that fall in this category have some knowledge of traffic in the form of the location of ingress-egress pairs and/or the traffic demands between them (i.e. the traffic matrix). The algorithms may or may not have information about the QoS requirements of individual requests. The goal is to use this extra information to optimize/maximize network usage or service guarantees. For example, knowing the demands between each source-destination pair allows the pre-computation of a set of optimal routes.

4.1 How performance can be improved if location of ingress-egress pairs are known?

Knowledge of ingress-egress pairs can be used along with QoS routing (Section 3) to improve utilization and long term performance. For bandwidth constrained on-demand routing where there is no knowledge of future requests, and splitting of individual requests is not allowed, Kar et al. [7] suggest picking feasible paths that interfere least with future requests. Figure 4 shows an example. When S3 wants to communicate with D3, either P1(1,7,8,5) or P2(1,2,3,4,5) can be picked. However, if S3 knows of other ingress-egress pairs (S2,D2) and (S1,D1), then it can avoid using path P1 so that the link (7,8) will stay available for their future requests. Before we explain how minimum interference paths are computed, we should define maximum flow. The maximum flow is an upper bound on the total amount of bandwidth that can be routed between an ingress-egress pair. A linear programming formulation cannot be used to maximize the sum of maximum flows between other ingress-egress pairs because of splitability restrictions. Therefore, the problem is NP-hard. Kar et al. [7] propose a heuristic which is called Minimum Interference Routing Algorithm (MIRA). The idea is to assign link weights based on their criticality. A link is critical if it belongs to a min-cut for an ingress-egress pair. In other words, routing over a critical link would decrease the maxflow value of some ingress-egress pair and we should defer loading such kind of links as much as possible. After assigning link weights, a minimum interference route can be found using Dijkstra’s shortest path algorithm.

4.2 How performance can be improved if traffic matrix is known?

One way to use the traffic matrix is to find the optimal solution. This can be done by solving a linear programming formulation to optimize a metric like minimizing the maximum link utilization. This approach allows unrestricted splitting of individual requests and the resulting optimal routes can only be realized by setting up logical connections. Therefore, this approach is costly, since it requires more than per-flow state in case of splits. This limits the scalability of this approach.

The traffic matrix can be used to calculate OSPF weights in such a way that shortest path routing would prefer under-utilized links. The main advantage of this approach is its simplicity, eliminating the need to keep per-flow state in the form of logical paths. Since finding an optimal weight setting for OSPF-ECMP is NP-hard, heuristics are suggested. Fortz and Thorup [4] propose a local search
approach. The idea is to search for a weight setting that will result in such a load distribution whose total cost is minimum, where the cost function is defined to be a piece-wise linear increasing function of load. Another heuristic proposed in [9] suggests setting link weights as an exponential function of link load.

Both [4] and [9] prove that weight setting for OSPF-ECMP cannot replace per-flow routing as a traffic engineering tool. Specifically, it has been shown that OSPF-ECMP is $\Omega(N)$ worse than per-flow routing with respect to maximum throughput and maximum utilization that can be achieved, where $N$ is number of flows. However, practical aspects such as whether the worst case gap is observed in practice for realistic topologies or traffic patterns have not been studied.

Another way to use the traffic matrix is to maximize the probability of admitting future requests through load profiling [11]. Load profiling is a probabilistic heuristic suggested as a more robust alternative for most loaded routing (Section 3.4), which is extremely sensitive to link state inaccuracies. The idea is to keep the input load profile and the bandwidth availability profile across the candidate paths as close as possible so that each incoming request with diverse bandwidth requirements will be able to find a feasible path. The approach effectively eliminates the high blocking probability of high bandwidth requests.

The traffic matrix can be used along with ingress-egress pair information in the context of QoS routing to increase utilization and long term performance. An example of this is Profile-based Routing (PBR) [18]. On-demand routing is assumed where no knowledge of future requests is available and splitting of flows is not allowed. A traffic profile is defined to be the aggregate expected traffic between an ingress-egress pair for a particular class. The algorithm has two phases: off-line (preprocessing) and on-line. During the off-line phase, by using a linear programming formulation, the optimal distribution of traffic profiles is computed. In the second (on-line) phase, the result of the off-line phase is used as virtual capacities to route individual requests on demand. The off-line phase serves as an admission control mechanism: A request maybe rejected even if there is a feasible path had actual capacities been used.

Traffic demands are based on long-term averages such as daily demands. Therefore, the solutions based on the usage of traffic matrix require re-optimization from time to time. In the meantime, the algorithm is static. The traffic matrix information is generally used off-line by centralized algorithms, which are not designed to handle traffic fluctuations in real-time.

While we are using the traffic matrix to optimize long term performance, what happens to short term performance? Sridharan et al. [17] show that short-term performance maybe sub-optimal. Traffic variations at shorter time scales may cause temporary overloads and computing a new set of optimal routes maybe impractical at this frequency. Increasing the flow granularity helps to reduce short term traffic variability. However, coarser flow granularity doesn’t allow optimal traffic distribution, since it forces traffic to remain aggregated, which can result in poorer long term performance.

5. Does increased complexity mean better performance?

Yilmaz and Matta [19] compare the performance of Widest Shortest Path (WSP), Minimum Interference Routing (MIRA), Profile-based routing (PBR), and per-packet dynamic routing for bandwidth acceptance ratio, and maximum link utilization. The goal is to observe the effects of increased complexity on performance. Each of these algorithms represents a different class in our taxonomy. Per-packet dynamic routing is only aware of available resources, therefore it is a best-effort routing algorithm. WSP is a QoS routing algorithm, for guaranteed bandwidth, so that in addition to resource availability, it is also aware of the bandwidth requirements of individual requests. Both MIRA and PBR are traffic aware routing algorithms where MIRA only uses ingress-egress pair information while PBR uses both ingress-egress pair information and the traffic demand matrix. Both MIRA and PBR are also QoS routing algorithms, for guaranteed bandwidth, where the bandwidth requirement of individual flows are known. Per-packet dynamic routing is simple, distributed, stateless, and scalable. However, it maybe hard to deploy in practice because of potential routing oscillations. Also, it cannot provide any guarantees on service quality. WSP, MIRA and PBR keep per-flow state, use source and link state routing. WSP only requires Dijkstra’s shortest path algorithm, therefore it is computationally not expensive. MIRA is computationally expensive, and has to maintain the location of ingress-egress pairs. PBR is the most expensive one in terms of the information maintained and stored. It also requires re-optimization of the traffic profile distribution from time to time, which requires re-routing of existing flows, and keeping track of changes in traffic profiles. In conclusion, the simplest and most scalable solution is per-packet dynamic routing whereas the most expensive and least scalable of all is PBR. PBR is the only algorithm that uses all the information available. Properties and complexities of the algorithms are shown in Table 1.

The questions to be asked are: How close are we getting to the optimal per-packet dynamic routing? Does increased complexity and usage of more information in terms of QoS requirements, traffic matrix etc. help improve performance? Is the performance gain good enough to sacrifice scalability?

These questions are answered through simulations. Per-packet dynamic routing is simulated by solving the multicommodity flow problem at each flow arrival/departure where each flow is a commodity. Excess edges are added to always have a feasible solution. A cost of infinity is assigned to excess edges while a cost of 1 is assigned to orig-
Table 1. Algorithms and their properties.

<table>
<thead>
<tr>
<th>Routing Strategy</th>
<th>Type</th>
<th>Solves</th>
<th>Maintained State</th>
<th>Extra Information Used</th>
<th>Space Complexity</th>
<th>Time Complexity</th>
<th>Communication Complexity</th>
<th>Time Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>Source</td>
<td>Source</td>
<td>Source</td>
<td>Source</td>
<td>Link State</td>
<td>Link State</td>
<td>Link State</td>
<td>Link State</td>
</tr>
<tr>
<td>Time Complexity</td>
<td>O(k)</td>
<td>O(k)</td>
<td>O(k)</td>
<td>O(k)</td>
<td>O(k)</td>
<td>O(k)</td>
<td>O(k)</td>
<td>O(k)</td>
</tr>
<tr>
<td>Space Complexity</td>
<td>O(1)</td>
<td>O(1)</td>
<td>O(1)</td>
<td>O(1)</td>
<td>O(1)</td>
<td>O(1)</td>
<td>O(1)</td>
<td>O(1)</td>
</tr>
</tbody>
</table>

\[\text{minimize } \sum (\text{cost}(e) \sum x_i(e))\]

subject to capacity and flow conservation (except at ingress and egress nodes) constraints. The output of this linear programming formulation is the values of variables \(x_i(e)\) which denote the amount of commodity \(i\) that is routed through edge \(e\). This version of the multicommodity flow problem optimizes bandwidth acceptance ratio while preferring shorter paths at the expense of load imbalances. The main purpose of widest-shortest path routing algorithm is to balance load. Therefore, maximum link utilization should be lowest with WSP. Figure 5 shows a topology on which the simulation is done. The number of ingress-egress pairs are 3, and all the link capacities are 150. The bandwidth acceptance ratio and maximum utilization plots are shown in Figure 6. MIRA and WSP have the same bandwidth acceptance ratio, which is very close to that of per-packet dynamic routing. PBR has the worse performance. The main problem with PBR is imposing admission control at the beginning (off-line phase) and saving resources for flows that do not arrive for some time. This causes statistical multiplexing loss. In terms of maximum utilization, dynamic per-packet routing has the highest value, because of packing shortest paths first. WSP achieves good load balancing, better than MIRA, while providing the same bandwidth acceptance ratio. This is because the main concern of WSP is to balance load, while with MIRA, the main goal is to maximize open capacity of other ingress-egress pairs. PBR also has very low maximum utilization, merely because it lets links go under-utilized due to its admission control. This admission control is based on virtual capacities computed in the off-line phase.

Overall, it is observed that for different topologies, PBR cannot achieve the performance of MIRA and WSP, because of loss of statistical multiplexing. WSP performs as well as MIRA, and balances load better. Furthermore, while the simplest of the per-flow algorithms we consider, the performance of WSP is close to dynamic per-packet routing, without the potential instabilities and lack of service guarantees of dynamic per-packet routing.

6. Future Directions

Future unicast routing solutions are expected to be hybrid schemes where cost is manageable and performance is satisfactory. The solutions that are at the extreme ends of the spectrum either do not provide good enough performance but are scalable or provide good performance but do
not scale hence of no practical value. Scalability problems of per-flow routing can be solved by aggregation. Classifying flows at the edges based on their characteristics and handling traffic classes inside the core is an efficient way to balance scalability and performance. While DiffServ architectures efficiently use this method at the link scheduling level to find a good operating point between IntServ architectures and best effort, routing algorithms have to be extended such as each class of traffic can be routed depending on its characteristics.

Another challenging aspect of unicast routing is finding good heuristics for multiple constraints routing and path-constrained path-optimization problems. The proposed heuristics should be able to find feasible solutions without requiring expensive computations.

Although stability is challenging for both dynamic and policy-based routing, extending BGP (inter-domain) routing to support QoS requires careful examination of cost-performance tradeoffs.

Since it is impractical to have accurate link state information, routing algorithms are being developed to work well under stale link state information either by estimating actual link state values or by being robust to such kind of conditions.
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