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Abstract

Hidden State Shape Models (HSSMs) [2], a variant of Hidden Markov Models (HMMs) [9], were proposed to detect shape classes of variable structure in cluttered images. In this paper, we formulate a probabilistic framework for HSSMs which provides two major improvements in comparison to the previous method [2]. First, while the method in [2] required the scale of the object to be passed as an input, the method proposed here estimates the scale of the object automatically. This is achieved by introducing a new term for the observation probability that is based on a object-clutter feature model. Second, a segmental HMM [6, 8] is applied to model the “duration probability” of each HMM state, which is learned from the shape statistics in a training set and helps obtain meaningful registration results. Using a segmental HMM provides a principled way to model dependencies between the scales of different parts of the object. In object localization experiments on a dataset of real hand images, the proposed method significantly outperforms the method of [2], reducing the incorrect localization rate from 40% to 15%. The improvement in accuracy becomes more significant if we consider that the method proposed here is scale-independent, whereas the method of [2] takes as input the scale of the object we want to localize.

1 Introduction

One of the core problems of computer vision is localizing and recognizing objects or shapes in images with clutter. An important class of shapes for which the majority of existing localization/recognition methods cannot be applied are classes that exhibit variable structure. As defined in [2], shape classes of “variable structure” are classes in which some shape parts can be repeated an arbitrary number of times, some parts can be optional, and some parts can have several alternative appearances. As shown in Fig. 1, examples of shapes with variable structure are branches of leaves, where the number of leaves can vary, and images of hands, where each finger can be fully extended, partially extended, or hidden.

Hidden State Shape Models (HSSMs) are introduced in [2], as a generalization of Hidden Markov Models (HMMs) [9] that can be used for modeling shape classes of variable structure and for efficiently detecting such shapes in heavily cluttered images. Using HSSMs, object detection and recognition is achieved by finding a globally optimal registration between model states and image features. This globally optimal registration is found using dynamic programming (DP), and thus the complexity of the registration algorithm is polynomial to the total number of model states and the total number of image features.

Our goal in this paper is to address two important limitations of the original HSSM method presented in [2]. Those limitations are illustrated in Fig. 2. The first limitation of the original HSSM method was that the length of the registration (i.e., the number of image features to be matched to the model) was assumed to be known and had to be specified by the user. That limitation makes the method
of [2] relatively impractical for the task of detecting objects in unconstrained cluttered images. We refer to the problem of finding an optimal registration without knowing the registration length a priori as the unknown-scale problem.

The reason the method of [2] cannot address the unknown-scale problem is that that method, similar to HMMs, used a cost function inherently biased towards short registrations, as illustrated in Fig. 2. Under that cost function, adding an additional feature to a registration can never decrease the registration cost (or increase the registration likelihood). In this paper we address that limitation using a novel cost function, which is based on modeling probabilistically both the object appearance and the appearance of clutter. Incorrectly assigning either a “clutter” feature to the object, or an object feature to “clutter” increases registration cost. This way, our method is not biased towards registrations that are short, or registrations of any other particular length.

The second limitation of the original HSSM method that we address in this paper is illustrated in Fig. 2. In that figure, we show examples of incorrect registration results, where the combination of scales assigned to shape parts (like the finger lengths estimated in Fig. 2) are extremely unlikely. We use the term “scale-dependency problem” for the problem of identifying hypotheses where the combination of scales assigned to shape parts is implausible. In the method proposed in this paper, we capture the dependencies between scales of different object parts using the segmental HMM formulation by Gales and Young [6]. Segmental HMMs can model how long the registration process may remain in each HMM state (“duration probability”).

Sections 3, 4 and 5 formally define the proposed variable-structure shape models, and describe how such models can be learned and inferred, with focus on our example application, which is hand detection in cluttered images. Experiments in Section 6 demonstrate that, by making the proposed improvements over the original HSSM formulation of [2], the proposed method can handle more general real-world scenarios (i.e., not knowing the object’s size in the image) and achieves significantly more accurate object localization and recognition.

2 Related Work

A large amount of literature in computer vision addresses the issue of detecting deformable shapes in images. Examples include active contours [7], active shape models [3], graphical models [4, 10], and dynamic programming [1, 5]. The main difference between the method we introduce in this paper and all above-mentioned methods is that our method can be used for modeling and detection of shape classes that exhibit variable structure. We should stress that “structure variation” is not synonymous with “deformation.” Deformable model methods can model deformations of individual shape parts and deformations in the spatial arrangements between shape parts; unlike our method, they cannot capture structure variations, like the possibility that a shape part may be repeated an arbitrary number of times.

The only existing method for detecting shapes of variable structure is the HSSM method described in [2]. The method proposed in this paper builds on top of that method. As mentioned in the introduction, our method addresses two problems that the original HSSM method cannot address: the unknown-scale problem and the scale-dependency problem.
An HSSM is specified by the following elements [2]:

- $S = \{s_1, \ldots, s_k\}$: a set of state labels that include $k$ foreground labels $\{s_1, \ldots, s_k\}$. The foreground labels are associated with different object components during the traversal of the object contour.
- $E$: a subset of $S$ that defines legal end states of the HSSM. A registration process must terminate in a legal end state, in order to localize an object with possible shape components in an image.
- $\pi(s_i)$: the initial probability that state $s_i$ is the initial state.
- $A(s_i, s_j)$: the state transition function that represents the transition probability from state $s_i$ to state $s_j$. In particular, we define $A(s_i, s_i) = 0$ to prohibit self-transitions.
- $B(f_p, s_i)$: the state observation function that represents the probability of observing feature $f_p$ in state $s_i$.
- $T(f_p, f_q, s_i, s_j)$: the feature transition function that represents the probability of observing some feature $f_q$ in state $s_j$ and some other feature $f_p$ in state $s_i$.
- $D(d_i, s_i, \omega)$: the state duration function that represents the probability of continuously observing $d_i$ features in state $s_i$ under the given scale $\omega$. This function $D$ comes from the segmental HMM framework [6, 8] and is a difference between the method proposed here and the original HSSM method of [2].

The key problem to be solved in this paper is finding the most likely registration of an object model with features extracted from an image. Fig. 3 shows a Bayesian network that models the current problem. The first layer $Q = [q_1, \ldots, q_n]$ refers to a sequence of model states, where $q_i \in S \cup \{c\}$, and $c$ is a label associated with clutter. Note that observations due to clutter may appear in the background as well as in the foreground. The second layer $O$ refers to a sequence of observed image features, described by observation sequence $O = [o_1, \ldots, o_m]$, where $o_i \in F$, and $F = \{f_1, \ldots, f_m\}$ is a set of unordered image features that are extracted from an input image $I$.

The graphical model in Fig. 3 has two important differences from the original HSSM method of [2]. First, we explicitly model the observations in an image as being caused either by the object or by clutter. The original HSSM method does not include a clutter model. In our method, the detection process explicitly assigns each feature either to an object state or to clutter. Incorrectly assigning an object feature to clutter or a clutter feature to an object state would be penalized. Second, we adopt the segmental HMM formulation [6, 8] to model the “state duration behavior.” In a segmental HMM, a single shape state is allowed to represent a sequence of (similar) observations. By this
way, the spatial constraints between the shape parts of the object to be located can be learned from a training set and applied for guiding the registration process.

Since each state variable is equal to either an object state \( s \) or to the clutter label \( c \), we can partition the state sequence as subsequence \( Q_o = \{ q_i | q_i \in S \} \) that is matched with the object and subsequence \( Q_c = \{ q_i | q_i = c \} \) that is matched with clutter, i.e., \( Q = Q_o \cup Q_c \). Accordingly, the observation sequence can be partitioned as \( O = O_o \cup O_c \) based on the associated state labels (note that we obtain the ordered sequence \( O \) from the unordered set \( \mathcal{F} \) of image features only after we find a registration between image features and model states). As a result of the inference algorithm, the image features in set \( \mathcal{F} \) belong to either the set of object observations \( \Phi_o \) or the set of observations that are due to clutter \( \Phi_c \), and thus \( \mathcal{F} = \Phi_o \cup \Phi_c \). The registration of the object provides an ordered sequence of object components. Each object component is composed of \( d_i \) object features that are modeled by a state \( q_i \).

Given the graphical model defined in Fig. 3 and the model parameters summarized by \( \Omega = (S, A, B, T, D, \pi) \), the goal of the proposed method is to maximize the conditional joint probability:

\[
p(Q, O; F, \Omega) = p(Q_o, O_o; \Phi_o, \Omega)p(Q_c, O_c; \Phi_c, \Omega)
\]

\[
= p(Q_o, O_o; \Phi_o, \Omega)\prod_{o_i \in \Phi_o} p(q_i = c, o_i; B)
\]

\[
= p(Q_o, O_o; \Phi_o, \Omega)\prod_{o_i \in \Phi_o} p(q_i = c, o_i; B)
\]

\[
\propto \prod_{o_i \in \Phi_o} p(q_i = c, o_i; B)
\]

where \( \prod_{o_i \in \Phi_o} p(q_i = c, o_i; B) \) is a constant and thus can be omitted. In the above derivation, we considered each clutter feature to be conditionally independent. By expanding the foreground conditional probability \( p(Q_o, O_o; \Phi_o, \Omega) \) we obtain that \( p(Q, O; F, \Omega) \) is proportional to the following quantity:

\[
p(q_1; \pi) \prod_{i=2}^{n} p(q_i | q_{i-1}; A)p(o_{\ell(i)+1} | o_{\ell(i)}, q_i, q_{i-1}; T)p(d_i | q_i, \omega; D)
\]

\[
\prod_{j=\ell(i)+1}^{\ell(i)+d_i} \frac{p(o_j | q_i; B)}{p(q = c, o_j; B)} p(o_{j+1} | o_j, q_i, d_i; T), \quad \text{for } q_i \in S, \ o_j \in \Phi_o
\]

where function \( \ell(i) = \sum_{k=1}^{i-1} d_k \) represents the total length of observation sequence before the \( i \)-th state.

The two important differences of this formulation compared to the formulation in [2] are:

- We maximize the likelihood ratio \( \frac{p(o_j | q_i; B)}{p(q_i; c, o_j; B)} \) as opposed to maximizing \( p(o_j | q_i; B) \). Maximizing the likelihood ratio does not suffer from bias towards short registrations, and as a by-product of the maximization process we obtain automatically the optimal registration length.
For the current application, we define an image feature $f \in F$ to be a local image patch surrounding an edge pixel, as shown in Fig. 4. Each observation variable $o_j$ is a random variable that can be assigned to some image feature $f$. Typically, an image feature is measured by its appearance $\phi$ and location $\ell$, i.e., $f = (\phi, \ell)$. Furthermore, the patch appearance $\phi$ is summarized by its color $\phi_c$ and its intensity gradient $\phi_g$. Accordingly, each shape state $q = s \in S$ models the color distribution of a foreground boundary patch and the image gradient $s_g$ on the center of the patch, which is represented by the observation probability:

$$p(o = f | q = s; B) = p((\phi_c, \phi_g) | q = s; B) = p(\phi_c | q = s; B)p(\phi_g | s_g; B),$$

where $p(\phi_g | s_g; B)$ is modeled by a Gaussian distribution with mean $s_g$ and covariance $\sigma_g$. In practice, finding a good model of the likelihood function $p(\phi_c | q = s; B)$ is difficult because the dimensionality of the feature patch representation is high and the training data limited. Instead, we rewrite the likelihood ratio in Eq. 1 as:

$$\frac{p(o = f | q = s; B)}{p(q = c, o = f; B)} = \frac{p(\phi_c | q = s; B)p(\phi_g | s_g; B)}{p(\phi_c | q = c; B)p(\phi_g | q = c; B)} \approx \frac{p(q = s | \phi_c; B)p(\phi_g | s_g; B)}{p(q = c | \phi_c; B)},$$

(2)

where we consider $p(\phi_g | q = c; B)p(q = c)$ and $p(q = s)$ are constants, then we can approximate the posterior probability $p(q = s | \phi_c; B)$ as

$$p(q = s | \phi_c; B) \approx \frac{1}{1 + \exp(-\gamma h(\phi_c))}$$

(3)

where function $h$ is the decision value computed by a linear Support Vector Machine (SVM) classifier, and $\gamma$ is a scalar factor. We learn a single two-class classifier for all $s \in S$ to approximate the likelihood ratio. Namely, given an input image patch, the classifier output indicates whether the input feature is a patch that belongs to the hand boundary or to clutter, i.e., $q = s$ or $q = c$. Naturally, an alternative is to learn a separate classifier for each object state, i.e., a classifier that discriminates between patches belonging to that state and patches belonging to clutter.

The SVM was learned from a training set of 40 hand images, where the correct hand boundary edges were localized by a HSSM or marked by a human. The resulting two sets of labelled edge pixels respectively included about 15,000 hand boundary edges and about 48,000 edges that were due to clutter. A local image patch was created for each edge pixel, as described above. To compute the training feature $\phi_c$ of a patch, a weighted average of color values was determined by computing $\cos \theta$, where $\theta$ is the angular difference with respect to the patch center and the local intensity gradient direction, as indicated in Fig. 4.

### 4 Model Learning

#### 4.1 Object-Clutter Observation Model

The model inference procedure needs to assign each unknown $q_j$, $d_i$, and $o_j$ in Equation 1 with an optimal value so that the joint probability of Equation 1 can be maximized. In a manner similar to [2], this maximization can be performed using dynamic programming.

The subsequent sections below will give the details about how we define and learn the probability ratio $\frac{p(o_j | q; B)}{p(q = c, o_j; B)}$, and other model parameters.
4.2 Feature Transition Model

We consider the feature locations to be dependent between continuous observations given the corresponding shape states, and we model feature transition by an exponential distribution:

\[ p(l_{j+1} | l_j, q, d_i; T) \approx \lambda \exp(-\lambda(|l_{j+1} - l_j| - 1)), \]  

(4)

where \(|l_{j+1} - l_j|\) represents the Euclidean distance between the centers of two patches \(o_{j+1}, o_j\).

Given the same image training set used in Section 4.1, we compute \(\lambda = \frac{1}{2} \Sigma_k (|l_{j+1} - l_j| - 1) \approx 0.4\), where \(n\) is the total number of neighboring feature pairs in the training set.

4.3 State Duration Model

For our application, each shape state models the appearance of a certain part of the hand boundary (Fig. 1). In order to model the state duration in this HSSM, we need to learn the length distribution for each of shape states from a training set. The variable shape structure in the current application results from the action of bending or extending the finger. In the data collecting process, two human subjects were asked to bend or extend each of their fingers in a combinatorial way, which resulted in 16 different poses. At each pose, the user was asked to vary the hand pose slightly to produce enough intra-shape variations. We took a total of 1,600 images of two left hands against a clean background. For each hand pose, 20 images were randomly chosen and added into a hand shape training set, which included 320 (16 × 20) images in total. Afterwards, we registered the HSSM with the hand image to produce the labelled boundary pixel sequences. Notice that the length of each finger part can be measured by the number of pixels that are associated with the same state. We normalized the state length with respect to the length of a fixed state, e.g., the length of the thumb in each of these examples. The resulting relative length statistics were used to approximate the duration distribution of each shape state, for which we applied a Gaussian mixture model:

\[ p(d|q_i, \omega; D) = \sum_i p(d|\alpha_i(\omega), q; D)p(\alpha_i(\omega)|q_i, \omega; D), \]  

(5)

where \(\omega\) is a scale parameter specified by the user, \(p(d|\alpha_i(\omega), q)\) is a normal distribution with mean \(\alpha_i\) and covariance \(\sigma_i\), and \(p(\alpha_i(\omega)|q_i, \omega; D)\) is the conditional prior for Gaussian distribution. We chose \(n = 2\) to model the state duration that represents the finger length, and \(n = 1\) to model the state duration that is associated with the length of the finger tip. We applied an expectation-maximization procedure to find the optimal estimates for parameters \(\alpha_i\) and \(\sigma_i\) with respect to all states \(s \in S\).

5 Model Inference by Dynamic Programming

In our hand detection application, we assigned \(p(q_1; \pi)\) as a constant and defined the transition probability function \(p(q_i|q_{i-1}; A)\) as a uniform distribution with respect to all legal transitions given the current state. We also assigned the transition probabilities to be zero for illegal state transitions.

Given all probability terms defined above and their learned parameters, the inference problem described in Eq. 1 can be solved by a dynamic programming method similar to the Viterbi algorithm. In the general case, the complexity of the inference algorithm is \(O(m^2n^2k)\), where \(m\) is the total number of model states, \(n\) is the total number of image edge features, and \(k\) is the maximum registration length we could have, e.g., \(k = 600\) in the current implementation. In our implementation, the above complexity is reduced to \(O(mnk)\) by imposing the following restrictions: first, we allow no more than a certain number of legal state transitions for every state. Second, when \(T(f_p, f_q, s_i, s_j)\) is less than a threshold, we do not allow a simultaneous transition from \(s_i\) to \(s_j\) and from \(f_p\) to \(f_q\).

6 Experiments

We implemented two versions of the proposed method and compared them with the method of [2] and also with the chamfer distance (taking edge orientations into account, as in [11]), which has

1In this experiment, we required the subjects to keep their thumb relatively still and only bend or extend the other four fingers.
been used in the literature for a similar hand detection task [11]. One version of our algorithm only included the object-clutter modeling, while the other includes both the object-clutter modeling and the duration model as a segmental HMM. The results are reported in Table 1; some representative images are given in Fig. 5. In the current experiments, we specified a fixed minimum and maximum registration length \((L_{\text{min}}, L_{\text{max}}) = (100, 600)\) for all images. The DP-based inference algorithm identified an optimal solution based on the minimum cost stored in the DP table within this length range.

The implementation of the segmental-based HSSM is slightly different. For each state duration model, we chose four different scales to establish the Gaussian mixture distribution. With respect to this scale factor, we performed the DP process four times for \((L_{\text{min}}, L_{\text{max}}) \in \{(75, 150), (150, 300), (225, 450), (300, 600)\}\), and the optimal solution was found as the minimum cost among all costs computed by four DP computational procedures.

<table>
<thead>
<tr>
<th>Number of orientations:</th>
<th>Chamfer distance</th>
<th>HSSM</th>
<th>HSSM + SVM-NC</th>
<th>HSSM + SVM-NC+SEG-HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct recognition</td>
<td>21.8%</td>
<td>33.7%</td>
<td>58.9%</td>
<td>60.9%</td>
</tr>
<tr>
<td>Correct localization</td>
<td>54.6%</td>
<td>59.3%</td>
<td>84.7%</td>
<td>83.3%</td>
</tr>
<tr>
<td>Incorrect localization</td>
<td>45.4%</td>
<td>40.5%</td>
<td>15.3%</td>
<td>16.7%</td>
</tr>
<tr>
<td>Computational time</td>
<td>15 s</td>
<td>5–6 min</td>
<td>2–3 min</td>
<td>5–8 min</td>
</tr>
</tbody>
</table>

Table 1: Comparison results on 353 hand images. “SVM-NC” stands for the “SVM-based negative cost.” “SEG-HMM” stands for “segmental HMM.”

In Table 1 “correct recognition” refers to the case where the system has found the shape at the correct location and orientation, and has correctly registered each shape part. “Correct localization” refers to the case where the system has identified the correct object location and orientation. In particular, we require that 75% of the palm edges be registered correctly; and “incorrect localization” refers to the case where the method failed to find the correct object location and orientation. Also note that “correct recognition” is a subcase of “correct localization.”

Fig. 5 shows the comparison results between the proposed methods and the original HSSM method of [2] without knowing the registration length as a priori. We note that the object-clutter modeling leads to a significant improvement in both the correct recognition rate and the correct localization rate, compared to the original HSSM method [2]. We should emphasize that results reported for the algorithm of [2] were obtained by passing as input to that algorithm, for every image, the desired registration length for that image. Therefore, compared to the algorithm of [2], our algorithm had to perform a harder task, since our algorithm also had to estimate the optimal registration length. Therefore, compared to the method in [2], the proposed method is both more general, since it addresses the unknown-scale problem, and significantly more accurate.

7 Conclusion

We have presented a method for modeling shape classes of variable structure and detecting instances of such classes in heavily cluttered images. Compared to the only other existing method for this problem [2], the proposed method is both more general and more accurate. It is more general because it can detect objects whose scale is not known a priori. It is more accurate, because it includes a model of clutter in addition to modeling object appearance, and because it captures dependencies between the scales of different object parts. In experiments on hand detection in cluttered images, the proposed method is significantly more accurate than other methods previously applied.
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Figure 5: Example images of our results. (a): input images; (b): edge image after pruning; (c): SVM ratio posterior map; (d): labelling results computed by normalizing the registration costs with respect to the length in HSSM [2]; (e): labelled results computed by HSSM+SVM-NC; (f): labelling result computed by HSSM+SVM-NC+SEG-HMM. For column (f), rows 1-3 represent correct recognition, row 4 illustrates correct detection, and rows 5-7 represent incorrect detection.


