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ABSTRACT

The role of heterogeneity in two long-range systems is explored with a focus on the interplay of this heterogeneity with the component system interactions. The first will be the heterogeneous Ising model with long-range interactions. Earthquake fault systems under long-range stress transfer with varying types of heterogeneity will be the second system of interest.

First I will review the use of the intervention method to determine the time and place of nucleation and extend its use as an indicator for spinodal nucleation. The heterogeneous Ising model with fixed magnetic sites will then be reformulated as a dilute random field Ising model. This reformulation will allow for the application of spinodal nucleation theory to the heterogeneous Ising model by correcting the spinodal field and the critical exponent \( \sigma \) describing the critical behavior of clusters in spinodal nucleation theory. The applicability of this correction is shown by simulations that determine the cluster scaling of the nucleating droplets near the spinodal.

Having obtained a reasonable definition of the saddle point object describing the nucleation droplet, the density profile of the nucleating droplet is measured and deviations from homogeneous spinodal nucleation are found due to the excess amount...
of sparseness in the nucleating droplet due to the heterogeneity.

Earthquake fault systems are then introduced and a connection is shown of two earthquake models. Heterogeneity is introduced in the form of asperities with the intent of modeling the effect of hard rocks on earthquake statistics. The asperities are observed to be a crucial element in explaining the behavior of aftershocks resulting in Omori’s law. A second form of heterogeneity is introduced by coupling the Olami-Feder-Christensen model to an invasion percolation model for the purpose of modeling an earthquake fault system undergoing hydraulic fracturing. The ergodicity and event size statistics are explored in this extended model. The robustness of the event size statistics results are explored by allowing for the dissipation parameter in the Olami-Feder-Christensen model to vary.
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Chapter 1

Introduction

In this dissertation work will be presented that explores the role of impurities in systems with long-range effective interactions. It will be shown that impurities and long-range interactions are crucial in modeling many real world systems such as metals, polymers, earthquake fault systems, and biological systems. In particular, two models will be explored: an earthquake fault models, and a heterogeneous Ising model.

Initially, the properties of homogeneous nucleation in the Ising model will be reviewed to allow for the introduction of a heterogeneous Ising model. The effectiveness of percolation techniques in defining nucleation properties near the spinodal for the heterogeneous Ising model will be explored. The properties of droplets in this system with impurities will be discussed and compared to the pure Ising model.

In the modeling of earthquake fault systems the properties of two types of disorder will be studied. The role of asperities in an earthquake fault model will be explored to gain insight into the observed quasiperiodicity in real world earthquake fault systems and the empirical law known as Omori’s law. Lastly, the role of man-made microfractures occurring during hydraulic fracturing that will be modeled by
a modification of an established model for earthquake fault systems. The effect of these microfractures on the statistics of earthquake event sizes will be measured for different models of the effect of the microfractures on the earthquake fault system. The question of ergodicity in these models will be explored to determine the level of generality of results for different realizations of induced microfractures.

Structure of Dissertation

Chapter 2 will introduce the prerequisite concepts and background necessary to understand problems in nucleation. A summary of relevant research that forms the context of this research is also provided in the second chapter. The second chapter will also delineate some of the applications of this research that motivate the value of studying nucleation.

Chapter 3 will dive deeper into the details of the techniques used to study nucleation such as classical nucleation theory and percolation methods for spinodal nucleation. The goal of this discussion will be to provide a deeper understanding of previous work done on nucleation and provide references to explore other approaches to nucleation. This chapter will conclude with research work aimed at understanding effective interactions by determining how the nucleation energy barrier changes for different quench levels.

Chapters 4 and 5 will cover work on heterogeneous nucleation in Ising systems. The first of these chapters will discuss work defining the spinodal for a heterogeneous Ising system. The fifth chapter will focus on the changes to the structure of the saddle point object defining the nucleating droplet which initiates the decay of the metastable state.

Chapters 6–7 focus on the physics of heterogeneous systems with long-range inter-
actions in earthquake fault systems. The first of these chapters summarizes previous research on earthquake fault systems and introduce work which connects two models: the Olami-Feder-Christensen model, and the Rundle-Jackson-Browne model. Chapter 7 will focus on improving models for earthquake fault systems by introducing the effects of having varying hardness of the faults in the earthquake fault system. The consequences of this improvement will be illustrated through work on the statistics of aftershocks in this model.

Work on modeling an earthquake fault system undergoing hydraulic fracturing will be discussed in Chapter 8. This discussion will start with an introduction to hydraulic fracturing. The oil-water interface will be modeled using invasion percolation. The model for hydraulic fracturing will then be constructed by combining elements from the individual physical processes. The statistics for the events will be determined. This will lead to a discussion of the applicability of the results for an individual fault to other faults. This question will be approached by the study of ergodicity in the hydraulic fracturing earthquake fault model.

The concluding chapter will review the results discussed in this thesis. Future work will conclude the discussion of heterogeneous systems, nucleation, and earthquake fault systems.
Chapter 2

Introduction to Nucleation

Nucleation is the decay of a metastable state into a stable state. A common example of a nucleation process is the decay of a supercooled gas of water molecules by the formation of rain drops. Nucleation is classified into homogeneous and heterogeneous nucleation. Homogeneous nucleation occurs in the bulk of a pure system with no impurities, and heterogeneous nucleation occurs on an impurity or a surface.

Present research on nucleation builds on the work of Josiah Willard Gibbs. Gibbs formalized an early understanding of the formation of crystals in a metastable liquid from a thermodynamic viewpoint [19]. Research on the kinetics of nucleation was initiated by Becker and Doring [6] as well as by Turnbull and Fisher [65] in the 1930’s and 1950’s respectively. These theories applied in the regime where nucleation occurs with a relatively low probability, and there is a clear boundary between the phases as discussed in Chapter 2. Research by Klein et al. [32] investigated nucleation in the spinodal nucleation regime where the conditions of a compact droplets are relaxed and the metastable state is pushed to its limit of stability. Langer explored pattern formation in the nucleation process [34].

In the real world nucleation is largely heterogeneous. Researchers in fields such
as meteorology, materials science, and biology have discovered the importance of impurities in modeling nucleation processes. Recent example of this research on heterogeneous nucleation include work on colloidal systems [51] and the Ising model [53].

A simple system containing a phase transition and nucleating processes is an Ising model. By introducing defects or “dirt” into the Ising model, one can model systems undergoing heterogeneous nucleation. These types of models have many applications in real systems. Atmospheric physicists are interested in the role of dust on weather patterns. The importance of dust from Asian deserts has been suggested as an enhancer for precipitation formation in the Western United States locations like California Sierra Nevada [46, 33]. Biological systems are also vulnerable to the effects of nucleation because plants can be damaged by the unexpected formation of ice leading to agricultural damage [30].

Phase transitions drive many processes in industrial applications. Hence the understanding of nucleation rates is of economic importance in these applications. The creation of large droplets of liquid can decrease the lifetime of industrial equipment such as fans and turbines where gases vulnerable to nucleation are present. The formation of large droplets in humid climates when painting an object using aerosol paint can lead to bad results which leads to customer dissatisfaction with these products [39].

Nucleation has also been used to model other phenomena such as earthquake events on fault systems and financial crashes in financial networks. These studies are motivated by the insight that a system can be in a metastable state which will eventually transition to another metastable state as can be observed in periods of booms and busts in financial networks [15].

By understanding the nucleation process the hope is to be able to better prepare
for and control the decay of the metastable state which could lead to more favorable outcomes or other methods of mitigation in the real world scenarios discussed above.

Experimental results are a necessary component in holding physical theory accountable. Nucleation rates have been measured by using methods which include a thermal diffusion cloud chamber, an expansion cloud chamber, a shock tube, and a supersonic nozzle [30]. A thermal diffusion cloud chamber works by creating a temperature gradient in between two plates such that a liquid vaporizes in one plate and condenses in the other plate. Light scattering is then used to measure the resulting nucleating droplets leading to a measurement of a nucleation rate. A shock tube or expansion tube uses the cooling nature of an expanding gas to induce nucleation, which can then be measured by light scattering as well.

Experiments with the advent of video microscopy have been able to image nucleation events at the colloidal scale where the speed of the nucleation process and the size of the nucleating droplet allows nucleation to be observed. Wang et al. [72] have shown that these nucleation results deviate from the results expected by classical nucleation theory, will be introduced in Chapter 2.

Mean-Field Systems

Understanding the the effect of interactions has been a continuing goal for many years. Mean-field theory is an example of the success of simplifications. A simple example of the application of mean-field theory is to magnetic systems.

A magnet can be described as a collection of particles with a magnetic moment. Due to the electro-magnetic forces these particles interact with each other. The effects of these interactions are simplified in mean-field theory by assuming a given particle feels the average field resulting from its interaction with its neighbors. By
using this simplification we can obtain approximations for quantities such as the critical temperature and critical exponents. An example of this is the critical exponent for the correlation length. Mean-field predicts the following relation for the correlation length $\xi$ and the distance from the critical temperature $\tau = \frac{T - T_c}{T}$.

$$\xi \propto \tau^{-\nu}, \quad (2.1)$$

The mean-field value of the critical exponent $\nu = \frac{1}{2}$. For comparison, $\nu$ for the 4He superfluid transition is $\nu \approx 0.67$ [35]. This result shows that there are limitations to the mean-field approach. The accuracy of mean-field theory have been shown to depend on the number of interacting particles with a given particle [43]. In addition mean-field theory has been shown to be exact for dimensions above the upper critical dimension. In the Ising model this upper critical dimension is four. Similarly physical systems have been shown to exhibit near mean-field behavior when the interactions are of sufficient long-range so that a given particle interacts with a large enough amount of particles. The relation of the interaction range and mean-field was explored by Kac [28] and studied by Klein et al. [32]. Physical systems such as colloids and earthquake faults have effective long-range interactions and exhibit behavior expected of mean-field systems.

A point of focus in this thesis will be a nucleation under conditions described as spinodal nucleation. Spinodal nucleation occurs for deep quenches where high supersaturations are occurring such that the metastable state is near its limit of metastability. The spinodal is only well defined for mean-field. For finite but long interactions ranges the system is near mean-field such that a pseudospinodal is defined instead of a spinodal. In this region nucleation droplets are not compact droplets that one classically associates with a nucleating droplet, but rather the droplets are
sparse fractal-like objects with properties to be defined in Chapter 3.
Chapter 3

Critical Phenomena and Phase Transitions in the Ising Model

The Ising Model

The Ising model has been an important model in the study of phase transitions. This model has been used to explain the ferromagnetic transition, financial market behavior [18], and image restoration by computer scientists [11]. The strength of the Ising model is in its simplicity. The model is constructed by a lattice occupied by spins with a binary set of values at each site typically given by +1 and −1. The spins interact with each other. In the ferromagnetic case the spins seek to obtain the same value. The anti-ferromagnetic variant of the Ising model has spins which minimize their energy when they have opposing values. The Hamiltonian for the Ising model is given by

\[ H = - \sum_{\langle i,j \rangle} J_{i,j} s_i s_j - h \sum_i s_i \]  \hspace{1cm} (3.1)
In Eqn. (3.1) the value of the spin at lattice site $i$ is $s_i$. The field is given by $h$ and the interaction strength between spins $i$ and $j$ is $J_{ij}$.

**Mean-field theory**

The Ising model exhibits a phase transition at a nonzero critical temperature. Mean-field theory calculates the transition temperature by imposing a self-consistency condition. In mean-field theory the interactions with a spin are given relative to their mean value $m$ such that $s_i = m + \delta s_i$. The Ising Hamiltonian can be written as

$$H = -\sum_{<i,j>} J_{i,j} (m + \delta s_i)(m + \delta s_j) - h \sum_i s_i$$  \hspace{1cm} (3.2)

By dropping constants and second-order fluctuations $(\delta s)^2$, the Hamiltonian can be simplified as

$$H = -\sum_i (Jmz + h)s_i,$$  \hspace{1cm} (3.3)

where $z$ is the number of nearest neighbors and we have taken $J_{i,j} = J$ for all $i$ and $j$. The partition function can be easily calculated in this approximation where the spins are uncoupled. The mean value of the magnetization is given by

$$\langle s \rangle = m = \tanh \beta (Jmz + h)$$  \hspace{1cm} (3.4)

Expanding the hyperbolic tangent function allows us to calculate the critical temperature $T_c$ by imposing the self-consistency condition.

$$\beta Jz = 1 \Rightarrow T_c = Jz$$  \hspace{1cm} (3.5)
Similarly we obtain the critical exponent for the susceptibility ($\gamma = 1$) and the magnetization ($\beta = 1/2$).

![Figure 3.1: The shape of the interaction with range $R$.](image)

The simplest interaction is nearest-neighbor, where a given spin interacts with two sites in one dimension and four spins in two dimension for a square lattice. Long-range interactions will be the focus in this dissertation. This interaction is useful because it provides the ability to study long term interaction effects; is convenient, and computationally fast to implement. For ferromagnetic interactions ($J > 0$) the effect of the shape of the interaction does not affect the qualitative nature of the physics. In the anti-ferromagnetic regime ($J < 0$) repulsive interactions, geometric frustration, and finite size effects result in a more crucial role of the shape of the interaction.

**Landau-Ginzburg Model**

In this section mean-field theory is reformulated for a long-range interaction in a simplified coarse grained model of the Ising model. The coarse graining process takes groups of spins and defines a coarse grained variable which substitutes for this group of spins. The choice of coarse grained variable will be the average magnetization of
a hyper-cubic block of spins of length \( b \).

\[
\phi(r) = \frac{1}{b^d} \sum_i s_i \quad (3.6)
\]

To describe the physics under this coarse graining the behavior of the Hamiltonian under this coarse grained procedure must be understood. The most general Hamiltonian includes all powers of the coarse grained variable and its derivatives.

\[
H = H(\phi, \partial_u \phi, \partial_u \partial_v \phi, \phi_u \phi_v \ldots) \quad (3.7)
\]

From Eqn. (3.1) one observes that the Hamiltonian is invariant under a sign transformation of both the spin variables at zero field so that the Hamiltonian for the coarse grained variable must obey the following relation.

\[
H(\phi(r), 0) = H(-\phi(r), 0) \quad (3.8)
\]

Under this constraint any odd power terms in the Hamiltonian can be discarded as well as derivatives with similar powers for the coarse grained variables.

\[
H = H(\phi^2, \phi^4, \partial_u \phi_u \partial_v \phi_v \ldots) \quad (3.9)
\]

Dropping higher order terms than \( \phi^4 \), neglecting derivatives higher than second order, and adding a field term leads to the familiar Landau-Ginzburg form with \( \epsilon = \frac{T-T_c}{T_c} \).

\[
H = \int d^d r (\nabla \phi(r))^2 + \epsilon \phi(r)^2 + \phi(r)^4 - h \phi(r) \quad (3.10)
\]
Figure 3.2: Landau-Ginzburg free energy for $\epsilon > 0$, $h = 0$ displaying a single minima.

This form can alternatively and more rigorously be derived using the Hubbard-Stratonovich transformation [1], from the free energy of the system in contact with a heat bath and Stirling’s approximation, or following Ma’s derivation [37]. Similarly for a long-range interaction of range $R$ the following Landau-Ginzburg Hamiltonian is obtained.

$$ H = \int d^d r [R^2(\nabla \phi(r))^2 + \epsilon\phi(r)^2 + \phi(r)^4 - h\phi(r)] $$  \hspace{1cm} (3.11)

One of the strengths of Landau-Ginzburg theory is how easily spontaneous symmetry breaking is observed when the field $h$ is zero. In Fig. 3.2 one observes a single minima when $\epsilon > 0$ corresponding to the high temperature disordered state. In contrast, the free energy for $\epsilon < 0$ has two minima corresponding to ordered states where the system is dominated by one of the values of the spin. These results imply
Figure 3.3: Landau-Ginzburg free energy for $\epsilon < 0$, $h = 0$ displaying two symmetrical free energy minima.

A phase transition at $\epsilon = 0$. By introducing a small nonzero field it is possible to understand nucleation in the Landau-Ginzburg model. In Fig. 3.4 one observes that the small field has changed the relative heights of the minima such that one minimum is metastable and the other minimum is stable. Nucleation in this free energy perspective is the process by which a system that is temporarily trapped in a local minimum reaches the global minimum through energy fluctuations as shown in Figs. 3.5 and 3.6. The free energy barrier that the system must cross is commonly referred to as the nucleation barrier. Intuitively, as the free energy barrier is raised the rate of nucleation is decreased.
Heterogeneous Ising Model

Incorporating heterogeneity into the Ising model allows for the modeling more realistic scenarios because most nucleation in the real world originates from heterogeneous nucleation. Heterogeneous nucleation is the process in which the critical droplet forms on a heterogeneity such as a defect, aerosol, or dirt. In this dissertation heterogeneous nucleation of a single type will be modeled. In this type of heterogeneous nucleation the magnetization of the spin at a heterogeneous site will be fixed. The Hamiltonian can then be modified by the introduction of the variable $\epsilon_i$, whose binary value takes on the value 1 if the spins is fixed or 0 if dynamic, and

Figure 3.4: Landau-Ginzburg free energy with $\epsilon > 0$, $h > 0$ displaying a metastable minima and a stable minima. The system sits at the metastable minima.
Figure 3.5: Landau-Ginzburg free energy with $\epsilon < 0$, $h > 0$ displaying a metastable minimum and a stable minimum. The system has traversed the nucleation barrier.

the variable $\alpha_i$ which encodes the value of the fixed spin at the site.

$$H_{\text{impurities}} = - \sum_{<i,j>} J_{i,j}(\epsilon_i(s_i - \alpha_i) + \alpha_i)\epsilon_j s_j - \sum_i h(\epsilon_i(s_i - \alpha_i) + \alpha_i) \quad (3.12)$$

**Monte Carlo Simulation**

Monte Carlo techniques have proven very useful in sampling such probability distributions. In this work the Metropolis-Hastings algorithm was used to simulate the Ising model. The Metropolis-Hastings algorithm allows one to sample a probability distribution $P(x)$ given a function $f(x)$ which is proportional to the probability distribution. This condition is highly suggestive of choosing the Boltzmann factor
exp\((-\beta E)\) for the function \(f(x)\) due to the fact that the probability distribution of a system in thermal equilibrium given by

\[
P(E) = \frac{\exp(-\beta E)}{Z} \quad (3.13)
\]

One of the conditions for the Metropolis algorithm is that a transition from a state \(x\) to a state \(y\) must be as likely as the transition from \(y\) to \(x\). This condition corresponds to detailed balance. The Metropolis-Hastings algorithm can be summarized by three steps.

1. Generate a trial step into a new state from an arbitrary distribution satisfying detailed balance.
2. Calculate the acceptance probability \( \alpha = \frac{f(x_{\text{new}})}{f(x_{\text{old}})} \). For a system under equilibrium \( \alpha = \exp(-\beta \Delta E) \).

3. If \( \alpha \geq 1 \), accept the trial change; otherwise, accept the change with probability \( \alpha \); \( \alpha \geq 1 \) if \( \Delta E \leq 0 \).

Alternative simulation techniques were also explored including cluster Monte Carlo techniques \([74]\), which will be described in later sections as well the Wang-Landau algorithm \([71]\), which allows for estimation of the density of states.

**The Intervention Method**

One of the advantages of the intervention method to study nucleation is the ease in which it can be understood from a free energy perspective. In Fig. 3.5 the system is at a saddle point of the free energy and has formed a critical droplet. At the saddle point the critical droplet can evolve back to the metastable state or to the stable state with equal probability. Therefore, the system at the time of the formation of a critical droplet will evolve into either state with equal probability under a random perturbation. The intervention method is implemented by creating \( N \) copies of the system at a time close to when nucleation is expected to occur and allowing the copies to evolve after introducing a perturbation. This perturbation in a copy is commonly introduced by changing the random number generator seed. The nucleation time and location is estimated as the time and location where half of the \( N \) copies undergo nucleation at roughly the same time and place as the original droplet.

In this work it will be shown that intervention not only can provide insights into the nucleation process but into the interactions governing the nucleation process.
Models of Nucleation

The classical droplet model

In the classical theory of nucleation a dense droplet is formed by growth from the surface. Aggregation processes can be modeled using a master equation approach. For clusters of size $s$ the cluster can either become smaller or bigger. Assuming a growth rate of $R$ and decay rate of $R'$ the following equation describes the dynamics.

$$\frac{\partial n_s}{\partial t} = +Rn_{s-1} - R'n_s + R'n_{s+1} - Rn_s$$

(3.14)
In thermal equilibrium detailed balance is satisfied.

\[
R_{s-1} \exp (-\beta \Delta F_{s-1}) = R'_s \exp (-\beta \Delta F_s)
\]  \hspace{1cm} (3.15)

We can simplify Eqn. (3.14) by using Eq. (3.15) and taking the continuum limit with \(\Delta s = 1\).

\[
\frac{\partial n_s}{\partial t} = -\frac{\partial J_s}{\partial s} = \frac{\partial}{\partial s}[R_s(-\beta \frac{\partial \Delta F_s}{\partial s} n_s + \frac{\partial n_s}{\partial s})]
\]  \hspace{1cm} (3.16)

To calculate the nucleation rate an assumption must be made for the rate of condensation \(R_s\) in steady state where the left-hand side of Eqn. (3.16) is equal to 0. The Becker-Doring assumption is that the condensation rate is proportional to the surface area. The critical droplet occurs at the critical value of the free energy that denotes the top of the free energy barrier.

\[
J = J_0 \exp \left(-\frac{F_c}{k_B T}\right)
\]  \hspace{1cm} (3.17)

**Nucleation near the spinodal**

The assumptions of the classical droplet picture break down near the spinodal. In particular, the density of the critical droplet becomes sparse near the spinodal, unlike the predictions of the classical droplet model. The theory of nucleation near the spinodal is outlined in Klein et al [32]. The spinodal in the Ising model is defined in the mean-field limit when the isothermal susceptibility diverges and the magnetization satisfies Eqn. (3.19), which relates the number of neighbors spins \(q\), the coupling strength \(J\), magnetization \(m\), and the field \(h\).

\[
\chi = (\frac{\partial m}{\partial h})_T
\]  \hspace{1cm} (3.18)
\[ m_s = \tanh[\beta(qJm_s + h_s)] \] (3.19)

By solving Eqs. (3.18) and (3.19), Eqn. (3.20) is obtained for the spinodal field \( h_{sp} \).

\[ h_{sp} = \frac{1}{\beta} \cosh^{-1} \sqrt{\beta qJ - qJ} \sqrt{\frac{\beta qJ - 1}{\beta qJ}} \] (3.20)

Equation (3.20) defines the set of points which define the spinodal. Near this line the classical picture breaks down and the spinodal picture of nucleation becomes applicable. In this case nucleation occurs by the coalescence of clusters [38, 32] of spins in the stable direction, where the probability of two interacting spins being part of a cluster is given by Eqn. (3.21).

Figure 3.8 displays two clusters defined by this probability. This probability of two like sites joining a cluster goes to zero as the nucleation process continues and the stable spins dominate.

\[ p_b = 1 - \exp[-\beta J(1 - \rho_s)] \] (3.21)

The nucleating droplet is a saddle point object which is formed as the clusters coalesce. This coalescence process creates a drop in the total number of percolating clusters as observed in Fig. 3.9. In Fig. 3.9 the stable spins in an Ising system are assigned clusters based on the bond probability and the number of clusters is counted within a square box centered at the nucleation site with a width given by the correlation length. The number of cluster of various sizes is given by Fisher scaling

\[ n_s = \exp(-\Delta h_s^a) \frac{\sigma}{s^\tau - 1} \] (3.22)

In Fig. 3.10 Fisher scaling is observed in Monte Carlo simulations of a near mean-
Figure 3.8: Two large clusters in a long-range Ising model generated with the bond probability in Eqn. (3.21). Yellow denotes the largest cluster.

field long-range Ising system. The properties of the clusters can then be related to the traditional critical exponents $\gamma$ and $\beta$ as defined by Eqs. (3.23) and (3.24).

$$\tau = 2 + \frac{\beta}{\beta + \gamma}$$ \hspace{1cm} (3.23)

$$\sigma = \frac{1}{\beta + \gamma}$$ \hspace{1cm} (3.24)

To calculate the nucleation rate we proceed from Eqn. (3.17), which we rewrite in terms of the rate of clusters of size $s$ attaching to the nucleation droplet candidate [38]. This rate is dependent on the availability of clusters of size $s$ and therefore has a proportionally given by Eqn. (3.25) with $\gamma = 1$, $\beta = 1$, and $\tau = 2.5$.

$$R_s \propto s^{-\frac{3}{2}}$$ \hspace{1cm} (3.25)
Figure 3.9: The number of clusters within a correlation length $\xi = 11.63$ of the nucleation site in a system with $L = 128$, $R = 8$, and $T = 1.8$. The decrease in the number of clusters is associated with the coalescence process.

The nucleation rate obtained from this assumption is given by

$$J_{sp} \propto \exp \left( -CR^d \Delta h^{\frac{3}{2} - \frac{d}{4}} \right)$$

Spinodal nucleation theory does not only apply to the long-range Ising model, but applies to any system with long-range interactions. There are indications of spinodal nucleation in Lennard-Jones systems [69].
Figure 3.10: Fisher scaling of cluster sizes for a long-range Ising model with $L = 120$, $R = 8$, $T = 1.8$, and $h = 1.14$.

**An Indicator of Spinodal Nucleation**

**Simulation results**

The Ising model can exhibit both classical nucleation and spinodal nucleation given the proper choice of parameters. In this section the flexibility in parameters will be exploited in tandem with the intervention method to explore the role of spinodal nucleation in the occurrence of non-monotonic behavior in the intervention success probability curve as observed in Fig. 3.11.

The Metropolis-Hastings algorithm was used to simulate the Ising model. The random number seed for a given nucleation trajectory is recorded to allow for reproduction of a given nucleation trajectory. After the system is equilibrated an
Figure 3.11: Non-monotonic behavior is observed for a particular trajectory with $L = 160$, $R = 8$, $h = 1.131$, and $T = 1.8$. Nucleation is defined as occurring when the intervention success probability first reaches 50%. Note that the non-monotonic behavior is preserved as the number of copies is increased.

The initial high temperature of approximately 50 times the critical temperature the system is quenched to approximately $\frac{4}{5}$ths the critical temperature with a field $\frac{9}{10}$ths the spinodal field limit. The field is then flipped placing the system in a metastable state. The intervention method is then used on the resulting nucleation trajectory by generating runs of $N$ copies of the system at a given intervention time. A random perturbation is then applied by changing the value of the random number seed. The success probability of an intervention is determined by the ratio of runs that are classified as successful to the total numbers of intervention runs. A run is classified as successful if it grows such that one quarter of the system is metastable within 150 Monte Carlo steps. 150 Monte Carlo steps is chosen to be much smaller than the
Figure 3.12: Another nucleation trajectory under the same conditions as Fig. 3.11 with monotonic behavior. As the number of copies is increased the noise in the success probability decreases.

The average nucleation time for nucleation in Monte Carlo steps hence the unlikelihood of the growth of alternative droplets. The resulting success probability for various intervention times is shown in Fig. 3.11 for a random number seed resulting in a trajectory with a non-monotonic success probability curve.

The possibility of fluctuations resulting in the observed non-monotonic behavior was first ruled out by increasing the number of intervention runs at a single intervention time. In Figs. 3.11 and 3.12 the measurement error for a given intervention time decreases but the larger non-monotonic behavior is maintained only for Fig. 3.11.

The effect of differing properties of the nucleation barriers between spinodal nucleation and classical nucleation could be reflected in the observed behavior. The
theory of spinodal nucleation centers around the coalescence of clusters. Given a spin configuration we can map this configuration to a collection of clusters using the bond probability. The statistics of the size of the clusters can then be used to probe the spinodal nucleation process as the clusters coalesce to form a larger cluster.

In this spinodal nucleation picture a flat nucleation barrier could result in a trajectory where a nucleating droplet fails to definitively grow in the neighborhood of the nucleation barrier peak. This behavior would be reflected in clusters which fail to coalesce to a single cluster resulting in an inhibited growth in the standard deviation of cluster sizes and the size of the largest cluster. The statistics of percolating clusters for both a non-monotonic trajectory and a monotonic trajectory was measured. This inhibited growth of the largest cluster is displayed in the six Monte Carlo steps after the determined nucleation time in Fig. 3.13 for the green non-monotonic trajectory data for the standard deviation in cluster sizes.

By restricting the focus to clusters within an area defined as $1.25R$ from the location of the nucleation droplet Fig. 3.14 is obtained. It is observed that for the early times right after the onset of nucleation there is a nearly constant behavior in the standard deviation of the cluster sizes occurring near the location of coalescence of the nucleating droplet. By increasing the interaction range one can more closely approach the spinodal. If non-monotonic behavior in the nucleating droplet is the result of spinodal nucleation as suggested by the behavior of the clusters, then the number of nucleation trajectories resulting in non-monotonic behavior should increase as a closer approach is made to the spinodal. In Table 3.1 this behavior in the increased likelihood of non-monotonic nucleation trajectories is observed.
Figure 3.13: Standard deviation of the size of all the clusters in the system at times before and after nucleation. The standard deviation increases after nucleation due to the growth of the nucleating droplet.

<table>
<thead>
<tr>
<th>Range</th>
<th>Non-monotonic fraction</th>
<th>Intervention copies</th>
<th>$\Delta h_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>0.0</td>
<td>37</td>
<td>NA</td>
</tr>
<tr>
<td>5</td>
<td>0.77</td>
<td>148</td>
<td>0.168</td>
</tr>
<tr>
<td>8</td>
<td>0.93</td>
<td>27</td>
<td>0.095</td>
</tr>
<tr>
<td>13</td>
<td>1.0</td>
<td>19</td>
<td>0.036</td>
</tr>
</tbody>
</table>

Table 3.1: The number of non-monotonic trajectories as the spinodal is approached by increasing the interaction range. The percentage of non-monotonic intervention copies increases as the spinodal is approached.

**Nucleation near the spinodal in heterogeneous systems**

In this section the effect of quenched spins on the Ising Hamiltonian will be studied for long-range systems. The Hamiltonian will be rewritten as a random field Ising model where the fixed spins act as an effective field. The central limit theorem will then be used for the case of a uniformly random distribution of fixed spins to show
Figure 3.14: The standard deviation of all clusters within $1.25R$ of the center of mass of the nucleating droplet. The green curve corresponds to a non-monotonic trajectory. My interpretation is that the size of the nucleating droplet for the non-monotonic trajectory is nearly constant for some time unlike the growth in the monotonic trajectory.

The effective field in the fully connected Ising model becomes a constant field as expected. Starting from the heterogeneous Hamiltonian in Eqn. 3.12 and separating out the fixed spin terms containing $\alpha_i$ from the dynamic terms results in the following equation

$$H_{\text{impurities}} = - \sum_{<i,j>} J_{i,j} \epsilon_i s_i \epsilon_j s_j - \sum_{<i,j>} J_{i,j} \alpha_j (1 - \epsilon_j) \epsilon_i s_i - \sum_i h \epsilon_i s_i - \sum_i h \alpha_i (1 - \epsilon_i)$$ (3.27)

I define a variable $\mu_i$ for the sum of the fixed spins in the interaction range of the $i$th spin.

$$\mu_i = \sum_{j \in \text{range}(i)} \alpha_j (1 - \epsilon_j)$$ (3.28)
By using the definition of $\mu_i$, the heterogeneous Hamiltonian is given by

$$H_{\text{impurities}} = -\sum_{<i,j>} J_{i,j} \epsilon_i \epsilon_j s_i s_j - \sum_{i} J_{i,i} \mu_i \epsilon_i s_i - \sum_{i} h \epsilon_i s_i - \sum_{i} h \alpha_i (1 - \epsilon_i)$$  \hspace{1cm} (3.29)$$

Combining non-interacting terms in the preceding equation results in

$$H_{\text{impurities}} = -\sum_{<i,j>} J_{i,j} \epsilon_i \epsilon_j s_i s_j - \sum_{i} (J_{i,i} \mu_i + h) \epsilon_i s_i - \sum_{i} h \alpha_i (1 - \epsilon_i)$$ \hspace{1cm} (3.30)$$

Equation (3.30) can now be expressed in the form of a random field Ising model by writing the interaction term as $h_i = (J\mu_i + h)$ and $H_{\text{const}} = -\sum_i h \alpha_i (1 - \epsilon_i)$

$$H_{\text{impurities RFIM}} = -\sum_{<i,j>} J_{i,j} \epsilon_i \epsilon_j s_i s_j - \sum_{i} h_i \epsilon_i s_i + H_{\text{constant}}.$$  \hspace{1cm} (3.31)$$

Now suppose the spins are fixed in random locations in the same direction +1, such that the fraction of fixed spins to free spins is given by $f_{\text{fixed}}$. To proceed with the calculation for a range of interaction of any size it is necessary to write $\mu_i$ in a more practical form. This is done by recognizing that $\mu_i$ is given by a binomial distribution such that the expectation value of $\mu_i$ is given by the following if $p = f_{\text{fixed}}$.

$$<\mu_i> = \sum_{k=1}^{Q} k \binom{Q}{k} p^k (1-p)^{Q-k}$$ \hspace{1cm} (3.32)$$

$$<\mu_i> = \sum_{k=1}^{Q} k \binom{Q}{k} f_{\text{fixed}}^k (1-f_{\text{fixed}})^{Q-k} = Q f_{\text{fixed}}.$$  \hspace{1cm} (3.33)$$

From the central limit theorem the stochastic variable $\mu_i$ describing the fixed spin states is approximated by a Gaussian distribution for large values of the range of interaction because it is a sum of identically Bernoulli variables. The central limit theorem also relates the width of the Gaussian to $1/2R + 1$ for a square of length
2R + 1. This result agrees with the expected result for a fully connected Ising model. Define the number of spins within range of the interaction by \( q \) so that \( J = 4/q \).

\[
\langle \mu_i \rangle = f_{\text{fixed}} q \quad (3.34)
\]

\[
\langle h_i \rangle = 4 \frac{\langle \mu_i \rangle}{q} + h \quad (3.35)
\]

\[
h_{\text{eff}} = \langle h_i \rangle = 4 q f_{\text{fixed}} + h \quad (3.36)
\]

\[
h_{\text{eff}} = 4 f_{\text{fixed}} + h. \quad (3.37)
\]

The resulting equation describing the effective field is given by

\[
h_{\text{eff}} = 4 f_{\text{fixed}} + h. \quad (3.38)
\]

The mean effective field given by Eqn. 3.38 will be of use in describing the result of the uniformly random distributed fixed spins in a single direction in Chapter 4 as well as understanding the collective behavior of the fixed spins.

**Introducing and validating heterogeneous nucleation**

The focus of this section is on heterogeneous nucleation, which is defined by a preference for nucleation to occur at specific sites. The heterogeneity is introduced by fixing the values of spins. The fixed spins can be introduced by either randomly dispersing them in the system or introducing a given particular set of spatial correlations. To test the occurrence of heterogeneous nucleation the sites will be fixed in the stable direction with the location chosen by a uniformly random choice of each of the two-dimensional coordinates.

The Metropolis algorithm was used to simulate nucleation and the intervention
method was used to determine the location of the droplets for each nucleation trajectory. Snapshots of the system at each nucleation event where averaged across the many trajectories to determine the nucleation probability at each location. In Figs. 3.15 and 3.16 the existence of heterogeneous nucleation is confirmed by the existence of preferential sites for nucleation to occur.

Figure 3.15: The density of fixed spins (in the stable direction) within an interaction range of a given site (red corresponds to the highest density and green to the lowest density). The 5.2% fixed spins were inserted at random in an Ising model with $L = 120$, $R = 8$, and $T = 1.8$ (see Figure 3.16).

To isolate heterogeneous nucleation effects a disordered quilt-like pattern is introduced that appears nearly homogeneous to an Ising site. This pattern will be referred to as a “quilt” disorder arrangement. This arrangement is generated by first generating a disorder arrangement of fixed spins in a $(2R + 1)$ square. This pattern is then applied across the system in a manner identical to that in the creation of a quilt. If the system length is an integer multiple of $(2R + 1)$ this quilt pattern will create a pattern which does not exhibit heterogeneous nucleation due to effects in
Figure 3.16: The nucleation probability corresponding to the configuration in Fig. 3.15. Note that nucleation is more likely to occur at the sites with a higher density of fixed spins.

de the edge of the quilt pattern. In this work two types of disorder will be used; namely, the fixed spin arrangement with an uniformly random choice of coordinates and this quilted fixed spin pattern. The value of the fixed spins will be chosen to be either an equal mix of up and down spins or composed of all up or down spins.
Chapter 4

Pseudospinodal in Heterogeneous Systems with Long-Range Interactions

As previously described the spindodal is defined only in a mean-field system where the interactions are long-range. To study nucleation near the spinodal with impurities, the spinodal field must be measured for different percentages of impurities. The process of measuring the pseudospinodal in the pure system will now be motivated and described.

Determining the Pseudospinodal

To measure the pseudospinodal the properties of the susceptibility $\chi$ in an Ising system near criticality will be used.

$$
\chi \propto \frac{1}{(h - h_s)^2}
$$  (4.1)
The process of measuring the spinodal field is started by simulating the system for a sufficient time to assure equilibrium is reached before measuring the susceptibility. The susceptibility is measured for a system which is not undergoing a transition such as nucleation. This process is repeated for different values of $h$ and for many realizations of the system. A linear fit is performed using Eqn. (4.1) after taking a logarithm on both sides of the equation to obtain an estimate of the value of the spinodal field $h_s$.

Figure 4.1: Example of the fit of the susceptibility to Eq. (4.1) for a heterogeneous Ising system with $L = 115$ and $\approx 3.75\%$ density of fixed spins in the stable direction with uniformly random chosen coordinates. The fitting parameters were $h_s$ and the prefactor of $\chi$. 
The Pseudospinodal in Heterogeneous Ising Systems

The behavior of the pseudospinodal in a diluted Ising system has been studied by Liu et al. [36] where it was shown that the dilution changes the value of the pseudospinodal field. In this section I will show that the effect of disorder in the form of fixed sites can be understood as imposing an effective field on the system in addition to the change of the value of $h_s$. The simulation will show that the assumptions in Eqn. (3.31) are reasonable and confirmed by simulation.

![Graph showing the value of $h_s$ for $L = 115$ and fixed spins in the stable direction with an uniformly random choice of coordinates.]

Figure 4.2: The value of $h_s$ for $L = 115$ and fixed spins in the stable direction with an uniformly random choice of coordinates.

In Fig. 4.1 the logarithm of the susceptibility is shown for a system with 3.75% of fixed stable state spins distributed with a uniformly random choice of coordinates as
Figure 4.3: The value of $h_s$ for $L = 115$ and fixed spins in the metastable direction with an uniformly random choice of coordinates.

well as the fit of Eqn. (4.1) used to obtain an estimate for the pseudospinodal field. The closer the approach to the pseudospinodal field, the greater the accuracy of the fit to Eqn. (4.1). Hence the linear fits where performed with the ten measurements closest to the spindodal field. As the pseudospinodal field is approached, the nucleation rate is increased, limiting how close the field in the Monte Carlo simulation can be to the spinodal field. Additionally if the nucleation rate is too high, the assumption that the system is not undergoing nucleation in measuring the susceptibility will be violated creating a difficulty in using Eqn. (4.1) to determine the pseudospinodal field.

This process of measuring the pseudospinodal field was completed for multiple percentages of fixed stable spins. As discussed in Chapter 3 the fixed spins behave similar to a random field along the direction of the fixed spins. This field increases
Figure 4.4: The value of $h_s$ for $L = 115$ and a randomly distributed dilution of non-magnetic sites.

as the number of fixed spins within an interaction range increases. Figure 4.3 shows the predicted increase in the effective field as the percentage of heterogeneous sites is increased for fixed spins in the metastable direction. This behavior is explored further by changing the heterogeneous sites into stable spin fixed sites. In Fig. 4.2 we observe the result of the susceptibility measurements for stable heterogeneous sites. Both results are consistent as expected from Eqn. (3.31) of a slope given by the sum of the effective field and the spinodal field value for the pure Ising system.

We would expect similar behavior for a diluted Ising system and a system with an equal amount heterogeneous sites chosen in the metastable and stable directions due to the magnetic sites canceling each other in Eqn. (3.31). Hence only dilution effects remain. In Fig. 4.5 we observe the result of the susceptibility measurements for an equal mix of metastable and stable heterogeneous sites. As expected, we observe the
predicted similarity of the behavior of these susceptibility results and the result of similar simulations in diluted systems in Fig. 4.4.

Although the pseudospinodal for diluted systems is similar to the mixed metastable and stable heterogeneous system, the nucleation rates are not expected to be identical due to fluctuations in the locations of the heterogeneous sites creating favorable locations for nucleation. This effect is expected to dominate as the percentage of heterogeneous sites is increased, and fluctuations of like spins nearing the critical droplet size become more likely.

To determine how the distribution of fixed spins prevents a closer approach to the pseudospinodal, the minimum field difference between $h_s$ and $h$ was measured for varying amounts of fixed stable spins in a quilt pattern and fixed spin distribution

Figure 4.5: The value of $h_s$ for $L = 115$ and a quilt pattern distribution composed of an equal number of fixed spins in the stable and metastable directions. Figure 4.4 and Fig. 4.5 display similar slopes for their respective linear fits.
of uniformly random chosen coordinates (see Fig. 4.6). A metastable lifetime of at least 1000 Monte Carlo steps was used as the criterion for the limiting value of $h$.

As expected, an increase in this minimum field difference in Fig. 4.6 is observed for the random disordered case relative to the quilt pattern due to the increase in the nucleation rate from the former case which lowers the nucleation barrier at localized sites. The heterogeneous nucleation effects of the spatially uniform fixed spin case naturally increases the likelihood of the local pockets with a large amount of disorder become increasingly likely.

Figure 4.6: The closest approach to the spinodal, $\Delta h$, as a function of the fixed spin density in the stable direction with $L = 115$. A spatially uniform distribution of fixed sites does not allow $h_s$ to be approached as closely.

The behavior of the pseudospinodal is now understood, which allows for the application of spinodal nucleation theory to the heterogeneous case. The application of percolation methods used in spinodal nucleation to heterogeneous nucleation will be focus of the following chapter.
Chapter 5

Heterogeneous Nucleation Near the Spinodal

In Chapter 4 the value of the pseudospinodal field of a heterogeneous system with fixed magnetic spins was shown to be changed by an effective field due to fixed spins. The change of the value of the pseudospinodal field should be reflected in the distribution of the size of the clusters. In this chapter the consequences of the shifted pseudospinodal on the scaling of the clusters is explored in systems with fixed magnetic spins. The consequences of the heterogeneities on the properties of the nucleating droplet will be studied by measuring the stable spin density near the center of the droplet.

As given in Chapter 3 by Eqn. (3.22) the scaling of the clusters depends on the distance to the pseudospinodal $\Delta h$, the critical exponent $\tau$, and the critical exponent $\sigma$.

$$n_s = \frac{\exp(-\Delta h s^\sigma)}{s^{\tau-1}}$$

(3.22)

The percolation exponents $\tau$ and $\sigma$ are related to the critical exponents $\gamma$ and $\beta$.
which define the scaling of thermodynamic quantities such as the susceptibility and the magnetization as given in Eqs. (3.23) and (3.24). Systems with a small amount of heterogeneity have been studied, especially for the case of dilution. Previous work by Liu et al. [36] has shown that only the critical exponent $\sigma$ is modified by dilution, and the $\tau$ exponent is unchanged. In Liu et al.’s work it was shown that for a small percentage $x$ of dilution $\sigma$ is modified as

$$\sigma(x) = \sigma_0(1 - x)$$ (5.1)

If there is an unequal number of fixed spins in the stable and metastable directions, it is necessary to correct the value of $h_s$ for the effective field in Eqn. (3.31) as observed in Fig. 4.2. The resulting $\Delta h_s = h_s - h_{\text{applied}} - h_{\text{effective}}$ and $\sigma = \sigma_0(1 - x)$ will be used in conjunction with the mean-field critical exponents in Eqn. (3.22).

**Percolation Mapping and the Critical Nucleation Droplet**

After generating a configuration of fixed spins in a given configuration the system was simulated using the Metropolis algorithm to generate spin configurations after the initial transients. Two different possible configuration types (Quilt/Random) as discussed in Chapter 3 were generated for the fixed spins. A quilt pattern is the result of putting together patches the size of the interaction range with a given density of fixed spins. The random pattern is generated by choosing the fixed spins with a given set of directions and defining the location by a uniformly randomly generated set of coordinates. Due to the size and nature of the quilt pattern, it has considerably less heterogeneous effects compared to the uniformly random fixed spin configuration.
Percolation clusters were then determined for the resulting spin configurations from the dynamic set of stable spins with the bond probability given by Eqn. (3.21) which we repeat here for convenience. The statistics for the number of clusters was calculated.

\[ p_b = 1 - \exp \left[ -\beta J (1 - \rho_s) \right] \]  

(3.21)

Figure 5.1: Scaling of the percolation clusters for \( T = 9T_c/20 \) and \( h = 0.6 \) with 5% of spins fixed in the stable direction in a quilt pattern. The distribution \( n_s \) is consistent with Eqn. (5.1) as the system size increases.

In Fig. 5.1 a quilt pattern of 5% fixed spins in the stable direction was generated for systems of varying size and interaction range with an approximately equal ratio between the length of the lattice \( L \) and \( R \) at field 0.6. It is observed that the cluster scaling approaches the form in Eqn. (3.22) with the modified exponent given in Eqn. (5.1) as \( L \) is increased despite the presence of the fixed spins. There is a
Figure 5.2: Cluster size scaling for $T = 9T_c/20$, $L = 64$, $R = 6$, and 5% spins fixed in the stable directions distributed with uniformly random choice of coordinates. A small deviation due to heterogeneous effects is observed compared to Fig. 5.1.

small deviation as heterogeneous effects are introduced by using stable fixed spins distributed with an uniformly random choice of coordinates (see Fig. 5.2).

Properties of the Nucleating Droplet

The properties of the nucleating droplet are of particular importance in determining both the type of nucleation and the ease of initiating a nucleation event. As discussed, classical nucleation is characterized by a compact droplet with a sharp interface between the stable and metastable phases. Spinodal nucleation has a ramified object of stable spins with a smooth interface between the stable and metastable phase. The density of the stable spins in the heterogeneous system will be measured to determine if the structure of the nucleating droplet differs from the structure of the droplet in
the homogeneous nucleation case.

Figure 5.3: The stable spin density as a function of the distance from the center of mass of the nucleating droplet for different values of $\Delta h_s$. Note the sparseness of the heterogeneous nucleating droplets relative to the density for the homogeneous nucleating droplet.

To measure the stable spin density, the system was simulated with varying amounts of fixed spins to create heterogeneous nucleation events. To isolate the effects due to the fixed spins $\Delta h_s$ was fixed. Snapshots of the system at the time of nucleation were then gathered for many nucleation events. The location of the nucleating droplet was determined by letting the simulation evolve until the center of mass of the largest cluster does not fluctuate. The density of stable spins was calculated as a function of the distance from the center of mass of the nucleating droplet. In Fig. 5.3 the density of the stable direction spins in the nucleating droplet are observed to decrease relative to the nucleating droplet in the homogeneous case. The density of this nucleating droplet should become more ramified as the spinodal is approached. Hence, apart from any heterogeneous effects, the homogeneous system
Figure 5.4: The stable spin density as a function of the distance from the center of mass of the nucleating droplet as in Fig. 5.3, but for different amounts of fixed spins.

is supposed to be the least dense droplet due to its smaller distance to the spinodal field. However, the heterogeneous system appears to be less dense than the homogeneous system. A possible explanation of the sparseness of the nucleating droplet is that the fixed spins allow for the crossing of the nucleation barrier by sparser nucleating droplets.

This effect due to the fixed spins is shown in Fig. 5.4, where the amount of fixed spins is varied. It is expected from Eqn. (3.31) that a larger number of fixed stable spins will increase the likelihood of nucleation occurring. Therefore it is expected that nucleation will occur at the location of the strongest “effective” field given by the largest grouping of fixed stable spins. In Fig. 5.5 I observe the coincidence between the locations of the largest stable effective field location and the location of the nucleating droplet.
Figure 5.5: The number of fixed spins in the stable direction versus the distance from the center of mass of the nucleating droplet. As expected, nucleation occurs near the maxima of the number of stable fixed spins.
Chapter 6

Earthquake Fault Systems in the Real World

Introduction to Earthquake Fault Systems and Hydraulic Fracturing

Empirically it has been determined that earthquake fault systems collectively display certain common properties including Gutenberg-Richter scaling for the frequency of seismic events. This type of scaling is more generally known as power law scaling. Any valid model for earthquake fault systems must agree with Gutenberg-Richter scaling obtained from geophysical data. My focus is on one such model for an earthquake fault system known as the Olami-Feder-Christensen model [40]. This model will be described in greater detail in Section 6.4.

Technological improvements in natural gas extraction has led to an increase in the amount of natural gas wells in the United States. The most well known of these gas extraction methods in the United States is known as hydraulic fracturing. Hydraulic
fracturing is a process of extracting gas from shale rock by creating micro fractures in the rock by injecting a fluid at a high pressure into the well. These micro fractures release natural gas from the shale rock which can then be collected.

The popularity of this extraction technique has increased in Oklahoma from a single digit amount of well sites in 2005 to nearly a thousand in 2015 as estimated from well servicing logs. In recent years the increase in seismic activity has been of interest in areas such as Oklahoma where a large amount of hydraulic fracturing activity is occurring. Naturally any changes in the local physical system caused by this process are of interest. The development of models for earthquake fault systems undergoing hydraulic fracturing would aid in understanding how hydraulic fracturing could change the frequency of events as well determining how unique any possible changes are to the individual fault systems.

A significant part of my research will focus on modeling an earthquake fault system with an invasion percolation process occurring within the system as a model of hydraulic fracturing. It will be shown that such models create a deficit in the number of small events compared to the event frequency in the standard Olami-Feder-Christensen model.

The Properties of Earthquake Fault Systems

The empirical study of earthquakes has led to the discovery of empirical laws for the behavior of earthquakes including Gutenberg-Richter scaling [24], Bath’s law [5], and Omori’s law [41]. These empirical laws has been the subject of interest by researchers in seismology, geophysics and physics. Gutenberg-Richter scaling relates the frequency of seismic events of a given size and is summarized in Eqn. (6.1) for a scaling exponent $\beta$ which relates the number $N$ of seismic events to the seismic
moment $M$. Seismic moment is a combination of the area of fault slip, the average amount of slip, and the force to overcome the friction.

$$N \propto M^{-\beta}. \quad (6.1)$$

$$n(t) = \frac{k}{(t + C)^{1}} \quad (6.2)$$

Omori’s law has not received the focus that Gutenberg-Richter scaling has. In this thesis work is done focusing on Omori’s law [41] which relates the number of after-shocks after a given time from the main seismic event as given by Eqn. (6.8). An important step in this work will be modeling the effects of asperities in an earthquake fault system by extending the Olami-Feder-Christensen model [40] to include the effects of asperities.

**Block-spring Models for an Earthquake Fault System**

One of the early models of an earthquake fault system is the Burridge-Knopoff model [8]. In this model the system is represented by a system of blocks interconnected by linear springs. The blocks are also connected to a “loader” plate that rests on rough surface with Mohr-Coulomb friction. The spring constant of the springs between the loader plate and blocks is given by $K_L$ and the intrablock spring constant is $K_c$. The block displacement, which is also known as the *slip deficit*, is
denoted by $\phi$. The stress on a block is defined by

$$
\sigma_i = -K_L \phi_i + K_c \sum (\phi_j - \phi_i).
$$

(6.3)

As the loader plate moves the stress on all the blocks is increased and the possibility of a block slipping increases. A block slips once the stress on the block exceeds a predefined failure threshold. Once the block slips, its displacement is adjusted as dictated by Newton’s equations of motions resulting in the displacement adjustment given by Equation (6.4).

$$
\phi_f = \phi_i + \frac{\sigma_i - \sigma_R}{K_L + qK_c}
$$

(6.4)

This change in displacement of the blocks decreases the stress on the block that has slipped, but generates stress on the blocks connected to the slipping block. This stress transfer can initiate a failure in these connected blocks, possibly initiating an avalanche of “failed” blocks. The minimum size of an avalanched is one composed of the initial failing block. Additionally a condition will be imposed in which a loader plate moves slowly enough that only a single site fails that is referred to as the zero velocity limit in the literature.

The Rundle-Jackson-Browne model proposes simplifications to the Burridge-Knopoff model in which a block’s motion occurs before the connected blocks can move. These simplifications lead to a cellular automaton model with two primary variables given by the stress and displacement. The dynamics of the Rundle-Jackson-Browne model with the zero velocity limit are summarized in the following:

- System of blocks with displacements $\phi$.

- Stress on block $i$ is computed using $\sigma_i = -K_L \phi_i + K_c \sum_j (\phi_j - \phi_i)$. 
Figure 6.1: Event frequency distribution for all USGS API earthquake events.

- The loader plate is moved until a single site fails (zero velocity limit).
- The displacement of the failed block is reassigned: \( \phi_f = \phi_i + \frac{\sigma - \sigma_R}{K_L + qK_c} \).

The presence of springs allows for a simple definition of the total energy by summing the energy of springs connecting the blocks to other blocks as well as the energy of the springs connecting the blocks to the loader plate.

\[
E_{RJB} = E_{\text{plate,block}} + E_{\text{block,block}} = \sum \frac{1}{2} [K_i \phi_i^2 + \sum_{\text{range } R} K_c (\phi_i - \phi_j)^2] \quad (6.5)
\]

**The Olami-Feder-Christensen Model**

In 1992 Olami, Feder, and Christensen proposed a cellular automaton model to study self-organized criticality [40]. This model was discovered independently from
the block-spring Rundle-Jackson-Browne model for earthquake fault systems. The Olami-Feder-Christensen model is composed of a lattice of sites with a stress variable \( \sigma \) analogous to the displacement between blocks in a block spring system as well as the displacement between blocks and a loader plate which introduces stress in the system. Once the stress on a given site exceeds the failure threshold, the site slips and returns to a lower stochastically assigned residual stress value. The latter has a mean value and a stochastic noise term denoted by \( \eta \). The difference of the stress at the time of failure and the residual stress is partially dissipated while the rest of the excess stress is distributed to the neighbors of the failed site. This process of redistributing stress is repeated until there are no more failed sites in the lattice. The size of an event is the number of sites that fail.

- **Olami-Feder-Christensen Model Dynamics**
– Lattice of sites with stress $\sigma_j$ at site $j$.

– System is loaded until a single site fails (*the zero velocity limit*).

– Stress on failing site returns to residual level plus a random noise.

– Excess stress on failed site given by the following equation is dissipated to sites using long-range stress transfer.

\[
\sigma_{\text{diss}} = (1 - \alpha)[\sigma_i - \sigma_f] = (1 - \alpha)\Delta\sigma
\]  

(6.6)

**What properties are universal?**

A cornerstone of any physical model is its agreement with empirical results. This leads to a set of properties that any possible earthquake model must satisfy to be useful. As discussed, the most famous property of earthquakes is given by Gutenberg-Richter scaling [24] which relates the number $N$ of events of Richter magnitude $M$ or greater.

\[
N = 10^{a-bM}
\]  

(6.7)

The scaling in Eqn. (6.7) can be transformed to a power law if the magnitude is replaced by the seismic moment. It is believed that Gutenberg-Richter scaling is associated with the earthquake fault system being near criticality. In a system near criticality as discussed in Chapter 3 there are clusters with a critical exponent $\tau$ describing the cluster size scaling. As discussed by Serino et al. [54] the critical exponent $\tau$ is related to the $\beta$ exponent in Equation (6.1).

Due to the ambiguity in the distinction of a main shock and an after shock Gutenberg-Richter scaling also applies to earthquake aftershocks. Aftershocks also have empirically derived behavior including Omori’s law [41] and Bath’s law [5].
Bath’s law concerns the observation that there is a constant difference in the Richter magnitude between a main shock and its largest aftershock. Sornette and collaborators have argued that Bath’s law is a consequence of other aftershock properties and Gutenberg-Richter scaling [25]. Omori’s law relates the time scale to the rate of large aftershocks as given in Eqn. (6.8).

$$n(t) = \frac{k}{(t + C)^{1}}$$

(6.8)

The exponent of 1 in Eq. (6.8) was shown to actually be a range of values by Utsu et al. [68]. Omori’s law is of particular interest because my work on asperities is motivated by explaining the possible cause of Omori’s law. In particular, the interactions of asperities with each other will be particularly valuable in understanding Omori’s law.

**Theory for statistical analysis of earthquake fault systems in long-range stress transfer**

In this section the results of Klein et al. [31] will be followed to elucidate the relation between spinodal nucleation and earthquake fault system behavior in the limit of long-range stress transfer.

In the work of Klein et al. the Rundle-Jackson-Browne model is spatially coarse grained to a block the size of the long-range stress range as well as coarse grained in time. This coarse grained system can be described by a $\phi^4$ theory. A spinodal is then associated with a large value of the total coupling constant $K = K_L + K_c$. There is an arrested spinodal nucleation between a stable high stress phase and a metastable low stress phase. The high stress phase is inhibited by metastable phase
decay in the form of an earthquake event which releases stress resulting in a return
to low stress. The number of failed sites in an event in the Rundle-Jackson-Browne
model gives a measure of the size of an event.

In the work of Serino et al. [55] scaling is further extended to a system with
damage in the form of “dead sites” that simply dissipate any stress distributed to
the site.

**Connecting earthquake fault models**

Earthquake fault modeling is possible using many approaches that may appear dis-
tinct but can possibly be different reinterpretations of the same models. By focusing
solely on the dynamics of the stress in the Rundle-Jackson-Browne model one can
form a concrete analogy to the Olami-Feder-Christensen model. This can be further
quantified by calculating the dissipation in stress resulting from Eqn. (6.4). The
resulting relation to the dissipation $\alpha$ is given by the following equation for a given
loader plate to the block spring constant $K_L$, block to block spring constant $K_c$, and
the number of blocks $q$ within the long-range stress transfer range.

$$\alpha = \frac{K_L}{K_L + qK_c}$$  \hspace{1cm} (6.9)

Equation (6.9) allows for the mapping of the spring constants to a single dissipa-
tion value. This mapping is incomplete without variables such as the energy of the
Olami-Feder-Christensen that may possibly connect this driven dissipative system
to equilibrium statistical physics methods. Due to the linear nature of the stress to
the displacement in the Rundle-Jackson-Browne model one may propose an approx-
imation to the energy in the Olami-Feder-Christensen model given by Eqn. (6.10).
\[ E_{\text{ofc}} \propto \sum_i \sigma_i^2 \] (6.10)

In the Olami-Feder-Christensen model the strength of the residual noise applied to the system is the analogous temperature variable. Given a system in thermal equilibrium the probability of the energy will follow a Maxwell-Boltzmann distribution given by Eqn. (6.11), where \( \rho(E) \) is the density of states which is independent of the temperature, and \( \beta = \frac{1}{k_B T} \).
\[ P(E, \beta) = \rho(E)e^{-\beta E} \] (6.11)

Given two systems in thermal equilibrium following Maxwell-Boltzmann distributions (\( \beta_1 < \beta_2 \)) at varying temperatures Eqn. (6.12) is obtained.
\[ \frac{P(E, \beta_1)}{P(E, \beta_2)} \propto e^{-(\beta_1 - \beta_2)E} \] (6.12)

Lastly the logarithm of Eqn. (6.12) results in Eqn. (6.13).
\[ \log \left( \frac{P(E, \beta_1)}{P(E, \beta_2)} \right) = -\Delta \beta E + b \] (6.13)

Equation (6.13) will be used to determine if a given energy definition is plausible for the Olami-Feder-Christensen model. The equivalent dynamics of an Olami-Feder-Christensen model and a model with properly chosen spring constants in the Rundle-Jackson-Browne model will be used as a verification of this work. The nearest-neighbor stress transfer Rundle-Jackson-Browne model has been previously understood to not display equilibrium behavior in its well defined energy [58]. An
Figure 6.3: Ratio of probabilities of the total energy for the nearest-neighbor Olami-Feder-Christensen model for $\alpha = 0.01$ and $L = 250$.

equivalent Olami-Feder-Christensen with the parameters $\alpha = 0.01$, $L = 250$, and $R = 1$ was chosen to measure the proposed energy definition at two distinct residual noise values $\eta = 5.0$ and $\eta = 5.15$. Figure 6.3 displays the resulting nonlinear behavior of the proposed energy as expected from the analogous Rundle-Jackson-Browne results.

This equation will be used to determine if a given energy definition is plausible for the given Olami-Feder-Christensen system. The equivalent dynamics of an Olami-Feder-Christensen model and a model with properly chosen spring constants in the Rundle-Jackson-Browne model will be used as a verification of this work. A nearest-neighbor stress transfer Rundle-Jackson-Browne model has been previously understood to not display equilibrium behavior in its well defined energy. An equivalent Olami-Feder-Christensen with the parameters $\alpha = 0.01$, $L = 250$, and $R = 1$
Figure 6.4: Total energy probability ratio for an Olami-Feder-Christensen model with \( \alpha = 0.01 \), \( L = 512 \), and \( R = 30 \). A fit to the Boltzmann distribution is observed.

was chosen to measure the proposed energy definition at two distinct temperature analogs residual noise values \( \eta = 5.0 \) and \( \eta = 5.15 \). Figure 6.3 displays the resulting non linear behavior of the proposed energy as expected from the analogous Rundle-Jackson-Browne results.

It is only at larger stress transfer ranges that the Rundle-Jackson-Browne energy displays equilibrium behavior, implying that an equivalent long-range Olami-Feder-Christensen models should also display such equilibrium behavior. In Fig. 6.4 a long-range stress transfer Olami-Feder-Christensen model is observed with \( \alpha = 0.01 \), \( L = 512 \), and \( R = 30 \). In this system one observes the expected linear behavior for the proposed Olami-Feder-Christensen energy. To confirm the analogous nature of the energy a long-range Olami-Feder-Christensen model with \( R = 30 \) was chosen.
Figure 6.5: Total energy probability ratio for Olami-Feder-Christensen.

Figure 6.6: Total energy probability ratio for Rundle-Jackson-Browne.

Figure 6.7: Total energy probability ratio for the Olami-Feder-Christensen and Rundle-Jackson-Browne models for $\alpha = 0.0476$, $L = 144$, and $R = 6$. Resulting fits are in agreement.

along with the equivalent Rundle-Jackson-Browne system. From Eqn. (6.13) the slope of the energy term should be equivalent for the equivalent systems.

Figures 6.5 and 6.6 confirm this equivalence for equivalent systems sharing the parameters $\alpha = 0.0476$, $L = 144$, and $R = 6$. The measured slopes of 648 and 653 as well as $y$-intercepts are within bootstrapped errors. The value of this proposed energy is that it closes the gap in the Olami-Feder-Christensen model relative to the Rundle-Jackson-Browne model by the availability of a well defined energy.

Effectivity ergodicity in the long-range Olami-Feder-Christensen model

To further establish the equilibrium behavior the work of Thirumalai and Mountain [63] on ergodicity was used to establish the effective ergodic behavior of this
system. Following Thirumalai-Mountain this metric can be used to determine effective ergodicity. The Thirumalai-Mountain metric in Eqn. (6.14) compares the time average stress $<\sigma>_t$ with the ensemble average $<\sigma>_N$.

$$\Omega = \frac{1}{N} \sum_i (<\sigma>_t - <\sigma>_N)^2$$  \hspace{1cm} (6.14)

For an effectively ergodic system the Thirumalai-Mountain metric must satisfy the following relation:

$$\frac{1}{\Omega} \propto t.$$  \hspace{1cm} (6.15)

Figure 6.8 shows the equilibrium behavior of an Olami-Feder-Christensen system with parameters ($\eta = 0.22$, $\alpha = 0.05$, $L = 120$, and $R = 4$) by measuring the Thirumalai-Mountain metric, the proposed energy, and event size probability distribution. The figure displays the agreement of all the equilibrium indicators for a system with long-range stress transfer and a fair amount of noise in the residual stress.
Figure 6.8: Thirumalai-Mountain metric/energy/event size probability for the Olami-Feder-Christensen model with $\eta = 0.22$, $\alpha = 0.05$, $L = 120$, and $R = 4$. Equilibrium behavior is observed in all three measures.
Chapter 7

Asperities: A step toward understanding the nature of aftershocks

Introducing Asperities to the OFC model

The introduction of asperities to the Olami-Feder-Christensen model was performed by defining the number, location, and strength of the asperities in a given realization of the model. The asperities were chosen to be spatially non-uniform and randomly distributed across the system with a stress failure threshold sampled from a Gaussian distribution of a given variance and mean that is chosen to always be above the failure threshold of a non-asperity site. The system was evolved for $10^6$ plate updates to ensure that the system is not in the transient state. Once the system is assured to be outside the transient, state the size of the events was measured.

The mean size of events for a homogeneous Olami-Feder-Christensen model was measured to provide a baseline. If Omori’s law is to be observed, it is expected that
the number of events whose size is above the baseline size will satisfy the relation in Eqn. (6.8). The common parameters used in this work include the linear dimension $L = 120$, a long-range stress transfer range $R = 10$, dissipation constant $\alpha = 0.01$, regular site stress failure threshold $\sigma_{\text{fail}} = 100.0$, residual stress $\sigma_{\text{res}} = 10.0$, and residual noise $\eta = 5.0$.

Asperities and Omori’s Law

A single asperity

Introducing a single asperity to the Olami-Feder-Christensen model is the simplest implementation of an asperity. This single asperity also allows for the isolation of asperity effects that do not have asperity-asperity interactions. The introduction of an asperity appears to result in two effects – periodicity in asperity slip events and a stress “memory” imprinted by the asperity slip event.

Periodicity in the number of plate updates until an asperity failure is expected due to the high failure threshold of an asperity. This periodicity was confirmed for a single asperity that is 500 times the strength of a non-asperity site. For this asperity the measured time between failures of the asperity site was determined to be $84507.26 \pm 30.67$ plate updates; the standard deviation is less than 1% of the mean time to failure.

As introduced in Chapter 6 a site increases its stress by two mechanisms: a loading of all sites by the loader plate movement, and a secondary loading mechanism of a smaller amount of stress due to the redistribution of stress from a neighboring site undergoing a slip. The small variance in the failure times must be due to small and random stress obtained from the secondary loading mechanism resulting from the
stress distributed during a slip event.

The “memory” can be observed by measuring the stress distribution as a function of the distance from the initiating asperity site before the asperity slip and after. In Fig. 7.1 this distribution is found for a single asperity that is 1000 larger than the failure threshold of a non-asperity site. This memory-like property of the large asperity suggests a similar effect on the large event rate. Applying the observed damped sinusoidal form of the frequency of large event rate to modify Omori’s law results in Eqn. (7.1).

\[ n(t) = \frac{k}{(t + C)^\rho} + Ae^{-\lambda t} \sin(\omega t) \]  \hspace{1cm} (7.1)

The role of the asperity was explored by increasing the strength of the asperity to 4000 greater than the non-asperity failure threshold. Figure 7.2 displays the site

![Figure 7.1: The average stress as a function of the distance from the asperity failure site for a single asperity of size 1000 times the non-asperity strength.](image)

Figure 7.1: The average stress as a function of the distance from the asperity failure site for a single asperity of size 1000 times the non-asperity strength.
Figure 7.2: The average stress as a function of distance from the failure site for a single asperity 4000 times the non-asperity strength

stress distribution for this larger asperity strength and shows a smaller dampening term in Eqn. (7.1) as well as a smaller period. This result suggests the dependence of asperity strength for the dampening coefficient and period in Eqn. (7.1) as the number of low and high stress areas increases with the asperity strength.

The dissipation of the memory was explored by keeping track of the stress distribution over the amount of plate updates. A system with a single asperity 400 times the regular stress threshold was simulated over many asperity slip events. In Fig. 7.3 the resulting propagation and dissipation of the stress distribution is observed over 500 plate updates. In Sect. 7.2.2 results will be presented to show that the dissipation of the stress memory at a site does not begin until plate updates of the order of thousands have occurred by measuring the large event rate.
Asperity-asperity interactions

Increasing the number of asperities sites allows asperity-asperity interactions and asperity to non-asperity interactions to be explored.

To probe Omori’s law with several asperities the number of large events is measured as a function of real time. The real time scale is assumed to be proportional to the amount of stress added to the system, and the implied plate velocity is constant. The baseline size of events was determined from calculating the mean event size in a system with no asperities. A large event is classified as an event that is above 25.0 times the baseline event size. If Omori’s law is present, the large event rate should fit Eqn. (7.1). The measurement of the large event rate is initiated by an asperity slip event. Any other asperity slip event within the large event rate time window
resets the time scale.

In Fig. 7.4 we see the result of the large event rate measurement for one asperity with a stress failure threshold 500 times greater than the non-asperity failure threshold. No strong Omori’s law-like behavior is observed nor is there a large change in event statistics observed after an asperity slip event. In Fig. 7.5 the large event rate for 125 spatially uniformly distributed asperities with a stress failure threshold given by a Gaussian distribution with $\mu = 500.0\sigma_F$ and $\text{std} = 0.5\sigma_F$. The system begins to display modified Omori’s law-like behavior as in Eqn. (7.1). Figure 7.6 shows the result for a much lower variance in the asperity strength $\mu = 50.0\sigma_F$ and $\text{std} = 0.005\sigma_F$. The large event rate behavior displays no discernable Omori’s law or any other simple functional behavior.

Table 7.1 summarizes the measured exponent in Eqn. (6.8) for the various asperities.

Comparison with the work on a single asperity shows that asperity-asperity in-
Figure 7.5: The large event rate for $\mu = 500.0\sigma_F$ and std = $0.5\sigma_F$ displaying the modified Omori’s law form from Eqn. (7.1).

Figure 7.6: The large event rate for $\mu = 50\sigma_F$ and std = $0.005\sigma_F$ resulting in a breakdown in the modified Omori’s law from Eqn. (7.1).

teractions has an effect on the observation of Omori’s law behavior. In particular, the oscillatory behavior for large failure thresholds can possibly be explained from the oscillatory effect of large asperities on the stress distribution near an asperity
Table 7.1: Omori’s law exponents. Multiple asperities with a variance in asperity strength are a key factor in Omori’s law behavior.

The presence of Omori’s law has been suggested in a multi-asperity Olami-Feder-Christensen system. However, it remains to be confirmed that the inclusion of many asperities does not destroy the presence of Gutenberg-Richter scaling in the modified Olami-Feder-Christensen model. In Fig. 7.7 125 asperities with stress failure thresholds drawn from a Gaussian with mean 500σ_F and standard deviation of σ_F are incorporated in a modified Olami-Feder-Christensen model where the event size probability has been measured. This system is observed to show the same Gutenberg-
Richter scaling that is observed in the regular Olami-Feder-Christensen model. This combination of Gutenberg-Richter scaling and Omori’s Law leads to Bath’s Law due to the work of Sornette and Helmstetter [25], further emphasizing the importance of the inclusion of many asperities.

Figure 7.7: Event size scaling for $\mu = 500\sigma_F$ and std = $\sigma_F$. Scaling behavior is maintained despite the inclusion of 125 asperities.
Chapter 8

Earthquake Fault Systems
Undergoing Hydraulic Fracturing

Invasion Percolation

Hydraulic fracturing is the result of the injection of highly pressurized liquid into rocks. To model this process the results from previous models of fluids that displace each other in a porous medium under capillary forces will be invoked. My goal is to understand how fracturing can lead to greater earthquake activity.

In 1983 Wilkinson and Willemsen introduced the invasion percolation model for the propagation of an oil-water interface in porous media [73]. In this model a system of random pores is generated and an initiator (injection) site is chosen. The oil-water interface then propagates through the pores with the lowest capillary force along the oil-water interface. The spanning length of the resulting oil-water interface shows fractal-like behavior such that the mass of a cluster scales with its radius of gyration with an exponent less than the spatial dimension. This model for the “fracking” fluid can result in a fractal-like propagation of the oil-water interface.
Invasion percolation proceeds by assigning random numbers to the $N$ sites representing the inverse of the capillary force at the sites. If the fracturing process is coupled with the stress in the Olami-Feder-Christensen model, these random numbers will also be the initial stress at each site. If the stress and capillary force are not coupled, the collection of random numbers is fixed (quenched). The process begins by choosing the injection site to be at the center of the Olami-Feder-Christensen model. The invasion percolation process if given by the following:

- The nearest neighbor site with the maximum random number is chosen as the site for the oil-water interface to propagate.

- The nearest neighbors of all sites with the oil-water interface are added to the set of possible locations for the oil-water interface to propagate in the next step.

- If the set of possible oil-water interface sites is empty, then the process is completed; otherwise, return to step 2.

The beginning and end of the fluid propagation is dictated by the time scale $\tau_{\text{frack}}$ which will be distinguished from the time scale for the earthquake fault system itself. The number of fluid propagation steps that occur from beginning to end of the fracking fluid step is given by $N_{\text{frack}}$. 
Models for Earthquake Fault System Undergoing Hydraulic Fracturing

Earthquake faults and hydraulic fracturing

As discussed, the cellular automaton introduced by Olami, Feder, and Christensen [40] has identical dynamics to the block spring model introduced by Rundle, Jackson, and Browne [48] for the stress variable. In this block-spring model an earthquake event is initiated by a slip of a block due to the stress exceeding a predefined threshold. This slip initiates an avalanche because a slip event can create a slip in a neighboring block.

The novel ingredient in modeling earthquake faults undergoing hydraulic fracturing is the increase in the ease that a site slips when it is “fracked” by the fluid mixture. This ease of slipping when a site interacts with the fluid is parametrized by the parameter $\lambda$, which reduces the failure threshold when exposed to the fluid mixture.

In brief, the model is defined by a parameter for the time scale, $\tau_{\text{frack}}$, the number of steps, $N_{\text{frack}}$, in the hydraulic process relative to the earthquake fault model, the parameter $\lambda$ for the modification of the stress failure threshold by the fluid mixture, and a decision of either quenching the distribution of pores or allowing the pores to be dynamic. If there is no interaction with the hydraulic process, then the failure threshold for a fracked site $\tilde{\sigma}_{\text{fail}}$ is given by Eqn. (8.1), where $\tilde{\sigma}_{\text{fail,0}}$ is the initial stress failure threshold, and $\Delta \sigma$ is the difference between the failure stress threshold and the residual stress. In this model fail (slip) events in a fracked site are helped by the
fluid resulting in a lower failure threshold.

\[ \tilde{\sigma}_{\text{fail}} = \tilde{\sigma}_{\text{fail},0} - \lambda \Delta \sigma. \]  

(8.1)

If there is a coupling between the hydraulic fracturing and the earthquake fault, then the failure threshold is given by Eqn. (8.2). In this form the stress at site \( j \) at the time of fracking will couple to determine the failure threshold.

\[ \tilde{\sigma}_{\text{fail}} = \sigma_{\text{fail},0} - \lambda(1 - \sigma_j) \Delta \sigma. \]  

(8.2)

The process for the hydraulic fracturing model is contrasted with the Olami-Feder-Christensen model by the following:

- Lattice of sites with stress \( \sigma_j \) at site \( j \).

- The system is evolved using an Olami-Feder-Christensen model with failure thresholds modified by Eqn. (8.2) or Eqn. (8.1) if a site has been fracked.

- After a fixed hydraulic fracturing time scale an invasion percolation process is initiated for \( N_{\text{frack}} \) steps and the failure threshold is reassigned to the fracked value. If the stress system is coupled to the fracking process, then the capillary force is modified.

- If all sites are fracked, then the simulation ends; otherwise, the system continues from the Olami-Feder-Christensen step evolution.
Figure 8.1: The number of large events above 250 sites for $\lambda = 0.1$ and $\alpha = 0.05$ as the fracking process evolves, normalized by the number of events in the unmodified system. An excess of events occurs for events of size 250 and up to near 500.

Figure 8.2: The number of large events above 250 for $\lambda = 0.8$ and $\alpha = 0.05$ as the fracking process evolves, normalized by the number of events in the unmodified system. An excess of events occurs for events of size 250 and up to near 500.
Event Size Statistics

In the following the parameters are given by $\sigma_{\text{residual}} = 1.0$, $\sigma_{\text{fail}} = 2.0$, $\eta = 0.1$, $L = 160$, $R = 10$, and $\tau_{\text{frack}} = 10^4$. The initial value of $\alpha$ is given by 0.05 and $N_{\text{frack}} = 250$. To explore the statistics of events in the hydraulic fracturing process, the number of events above a threshold are counted as the fracturing process evolves. In Fig. 8.1 an event threshold is varied for $\lambda = 0.1$ for hydraulic fracturing with no coupling between the stress failure threshold and quenched hydraulic fracturing sites. In a typical Olami-Feder-Christensen system the likelihood of an event decreases as the size of the event increases, so that events of size 500 and greater are increasingly unlikely.

It is observed in Fig. 8.1 that as the hydraulic fracturing process is initialized, the number of extremely large events is decreased while mid-large events are increased in frequency. This relation eventually stabilizes before a fifth of the system is able to undergo the hydraulic fracturing process. To establish how sensitive the excess of events is to the value of $\lambda$, the value of $\lambda$ must be varied.

In Fig. 8.2 the increase of mid-large events in the fracking process is observed for $\lambda = 0.8$. Similar behavior was observed for $\lambda = 0.5$. As expected, the fracking process is observed to have a smaller effect relative to the unfracked system as $\lambda = 1$ is approached.

The number of fracturing steps was halved to explore the effect of the time scale and number of fracturing steps occurring for a given process. Figure 8.3 shows that the dampening effect on the size of an event is increased for a slower fracturing process. Of interest is the behavior as $\alpha$ is changed toward the scaling regime. In Fig. 8.4 it is observed that a small but significant bump in the rate of all events is
Figure 8.3: The number of events above 250 for $\lambda = 0.5$ and $\alpha = 0.05$ as the fracking process evolves, normalized by the number of events in the unmodified system. An excess of events occurs for events of size 250 and up to near 500.

observed at the very initial stage of the fracturing, but the increase in the number of large events is followed by a dampening of events immediately after more fracking steps.

**Applicability across fault systems**

If a system is ergodic, the time average for a single realization is equivalent to the ensemble average of the same system. The Thirumalai-Mountain (TM) metric given in Eqn. (6.14) was measured for the fracturing systems. Figure 8.5 displays the inverse metric for a quenched system with 9.9% of the possible bonds having undergone fracking. The figure confirms that the system is not ergodic as it does not satisfy the necessary but not sufficient linear behavior for an ergodic system. A similar result is observed in Fig. 8.6, which displays the metric for a coupled
Figure 8.4: The number of events above 250 for $\lambda = 0.5$ and $\alpha = 0.01$ as the fracking process evolves, normalized by the number of events in the unmodified system. An excess of events is observed early in the fracking process for all larger events in this system with smaller $\alpha$.

fracked system with 42.0% of the possible bonds having undergone fracking. This result is consistent across many realizations of the fracturing models for both coupled and quenched fracturing bonds. The breakdown in ergodicity is not surprising given the many realizations of the hydraulic fracturing process and the loss of homogeneity through the hydraulic fracturing process that creates sites where slip activity is more likely.
Figure 8.5: The inverse metric for quenched a fracked system with $L = 120$, $R = 10$, and $\alpha = 0.1$. Linear behavior of the inverse metric is a necessary condition for ergodicity.

Figure 8.6: The inverse metric for coupled fracked system with $L = 120$, $R = 10$, and $\alpha = 0.1$. 

Chapter 9

Conclusions

Heterogeneous Nucleation

In this thesis the role of quenched disorder in the Ising model near the spinodal has been studied and shown to retain some of the properties of spinodal nucleation without disorder, assuming some appropriate corrections are made to the theory. These corrections are motivated by the reformulation of the heterogeneous Ising model as a diluted random field Ising model. The correction to the field in spinodal nucleation theory was derived for fixed spins in the same direction. The dilution correction was obtained from previous work by Liu et al. [36]. It was shown that in the long-range interaction limit and small fixed spin density this correction correctly describes the percolation clusters in spinodal nucleation theory.

With an understanding of the modification of the spinodal field in the heterogeneous Ising model the nature of the saddle point object describing the nucleating droplet was explored. Measurements of the stable spin density interface were obtained and it was found that the heterogeneous system produces a sparser droplet when compared to the homogeneous case. This sparseness was greater than the ex-
pected value from the correction to the spinodal field due to the effective field effect that fixed spins introduce to the system.

In the process of studying the heterogeneous Ising model it was determined that the intervention method could be reinterpreted to understand the nature of interactions in a system where complex interactions may obfuscate the nature of the nucleation process. The work on nucleation opens the possibility to understanding more complicated systems and interactions as will be discussed in Sec. 9.1.1.

**Further work**

Many systems have complex interactions that obscure the type of nucleation present. By applying the method in Section 3.7 to these systems, it is possible to determine the type of nucleation occurring in these systems. Clathrate hydrates are an example of a system that would benefit from such work.

Extending the work on the limits of metastability in heterogeneous Ising models to obtain a version of Harris criterion applicable to quenched systems would be an area of interest. Figure 4.6 provides a good starting point for such work. A Harris-like criterion for quenched magnetic impurities is of interest because it is clear from the work of others in heterogeneous Ising systems [45] that large numbers of fixed spins can immediately induce nucleation and greatly affect the nucleation barrier. The understanding of how these different realizations of distributions affect the sparseness observed in the nucleating droplets is a natural extension of this work for larger fixed spin densities. Of particular interest is work on the nucleation rate in heterogeneous long-range models. Preliminary work was done to confirm the nucleation rate increases as the number of fixed spins is increased, but a theory to collapse the metastable lifetime curves has not been completed.
Understanding Disorder in Earthquake Fault Systems

A model of earthquake faults was introduced and a connection mapping the Olami-Feder-Christensen model to another earthquake fault model, the Rundle-Jackson-Browne model, was done. This mapping allowed the focus of the work to be on the Olami-Feder-Christensen model. The Olami-Feder-Christensen model was extended to include the role of asperities. It was shown that by introducing asperities into the Olami-Feder-Christensen model, the system appeared to not only maintain the event size statistics relation known as Gutenberg-Richter scaling, but also displayed the aftershock statistics behavior known as Omori’s law. The importance of a model that maintains Gutenberg-Richter scaling and Omori’s law is emphasized by the work of Sornette [25], which shows that these empirical laws lead to other effects such as Bath’s law. The introduction of heterogeneity in the form of asperities was shown to be crucial in understanding a possible physical mechanism for the empirically observed behavior.

The Olami-Feder-Christensen model is further extended in the context of hydraulic fracturing by coupling the model to the invasion percolation model for an oil-water interface. It was shown that the excess of larger events is unique to the fault due to the heterogeneity breaking the ergodic property of an effectively ergodic Olami-Feder-Christensen system. It was observed that hydraulic fracturing increases the size of of middle-sized events at the expense of the very large events, especially in the very beginning and end of the hydraulic fracturing process.
Further work

This work shows the interesting properties of asperities in the behavior of aftershocks. One of the goals of earthquake fault systems research is understanding predictive information from the possible measurements. An interesting question in this direction is distinguishing the statistics of large events due to an asperity from a stochastically generated large event. Is there an event large enough to create a memory in the system for an earthquake fault system similar to the behavior induced by an asperity? It was determined that the memory created by an asperity slip event lingers for thousands of plate updates. Aside from the dissipation time it is also of interest to look at the spatial properties of the dissipation of this memory left after an asperity slip event.

Generating stress failure thresholds for many asperity sites from a Gaussian distribution was observed to introduce a damped sinusoidal to the typical Omori’s law behavior. This work can be extended by drawing the stress failure threshold from two Gaussian distributions with a large amount of separation of their means to determine if the resulting stress “memory” distribution is the result of a simple superposition. If such a superposition of the stress “memory” distribution occurs, it would motivate the use of frequency analysis of the large event rate after removing the Omori’s law term in Eqn. (7.1) to possibly determine information of the asperities in a fault system. It is also of interest to draw the asperity stress failure threshold from a distribution without a well defined mean such as a power law.

The work in this thesis has shown that some of the properties of the Olami-Feder-Christensen model without asperities are maintained in the system with asperities. However, it remains to be seen if the introduction of asperities changes the equilibrium properties such as the Boltzmann distribution of the energy defined in
Eqn. (6.10).

In my work on asperities these parameters were fixed in the regime of a clearly equilibrium system as observed in Fig. 6.8. The effect of relaxing this equilibrium behavior on the observed Omori's law has not been explored. The guidance obtained from connecting the Olami-Feder-Christensen model to the Rundle-Jackson-Browne model would allow one to know the possible range of the dissipation and residual stress noise parameters.

Of interest in the work on hydraulic fracturing modeling is determining the distribution of the large events while the hydraulic process is occurring. This would allow one to determine if the excess large earthquake events occur right after an update in the hydraulic fracturing process or if these excess events are uniformly distributed.
Appendices
Appendix A

Classifying monotonic runs in noisy runs

An important question is how one should classify a nucleation trajectory as being monotonic in intervention success probability data which may contain noise across systems with varying amounts of Monte Carlo steps in traversing the nucleation barrier. A first step was to determine the Monte Carlo step number for the start and end of the traversal across the barrier by measuring the first time for the intervention success probability to cross two threshold in the success probability. In this particular work the thresholds at 5% and 10% success probabilities were used. The intervention trajectory time was then rescaled by the time scale to cross the nucleation barrier by taking the difference in the times to cross the thresholds. Once a rescaled time is obtained the success probability data can then be coarse grained in a consistent way. This particular work used a coarse graining factor of 6. The benefit of this coarse graining step is in helping distinguishing biased noise present in a non-monotonic intervention data set to the unbiased noise possibly present in a monotonic intervention trajectory.
Figure A.1: Droplet growth percentage with monotonic behavior in nearest neighbour Ising system
Once the intervention data was rescaled and coarse grained a simple classifier can be used to distinguish a monotonic intervention trajectory from that of a non-monotonic trajectory. A $\chi^2$ threshold can be used on a sigmoid fit or a threshold on the consecutive success probability time difference can be used. The latter measure with a threshold below $-0.2$ has the benefit of being computationally faster as well as effective. This classifier has properly classified the nearest neighbour as non-monotonic as well as the non-monotonic long-range trajectories.
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