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ABSTRACT

Theoretical and numerical modeling of optical systems are increasingly being

utilized in a wide range of areas in physics and engineering for characterizing and

improving existing systems or developing new methods. This dissertation focuses

on determining and improving the performance of imaging and non-imaging optical

systems through modeling and developing model-aware enhancement methods. We

evaluate the performance, demonstrate enhancements in terms of resolution and light

collection efficiency, and improve the capabilities of the systems through changes to the

system design and through post-processing techniques. We consider application areas

in integrated circuit (IC) imaging for fault analysis and malicious circuitry detection,

and free-form lens design for creating prescribed illumination patterns.
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The first part of this dissertation focuses on sub-surface imaging of ICs for fault

analysis using a solid immersion lens (SIL) microscope. We first derive the Green’s

function of the microscope and use it to determine its resolution limits for bulk silicon

and silicon-on-insulator (SOI) chips. We then propose an optimization framework

for designing super-resolving apodization masks that utilizes the developed model

and demonstrate the trade-offs in designing such masks. Finally, we derive the full

electromagnetic model of the SIL microscope that models the image of an arbitrary

sub-surface structure.

With the rapidly shrinking dimensions of ICs, we are increasingly limited in

resolving the features and identifying potential modifications despite the resolution

improvements provided by the state-of-the-art microscopy techniques and enhancement

methods described here. In the second part of this dissertation, we shift our focus

away from improving the resolution and consider an optical framework that does

not require high resolution imaging for detecting malicious circuitry. We develop

a classification-based high-throughput gate identification method that utilizes the

physical model of the optical system. We then propose a lower-throughput system to

increase the detection accuracy, based on higher resolution imaging to supplement the

former method.

Finally, we consider the problem of free-form lens design for forming prescribed

illumination patterns as a non-imaging application. Common methods that design

free-form lenses for forming patterns consider the input light source to be a point

source, however using extended light sources with such lenses lead to significant

blurring in the resulting pattern. We propose a deconvolution-based framework that

utilizes the lens geometry to model the blurring effects and eliminates this degradation,

resulting in sharper patterns.
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Chapter 1

Introduction

The goal of this dissertation is to model optical systems to evaluate their performance

in terms of resolution and light collection efficiency and develop model-aware methods

to enhance their capabilities. We specifically consider two different application areas

in imaging and non-imaging optical systems, where the former is on microscopic

imaging of ICs and the latter focuses on illumination systems using free-form lenses.

In this chapter, we introduce these application areas and provide an overview of the

organization and contributions of this dissertation.

1.1 Integrated circuit imaging

Following Moore’s law (Moore, 1998), the semiconductor industry continues to manu-

facture electronic devices with shrinking dimensions. The decreasing sizes of transistors

allows for smaller, cheaper and faster devices with higher functionality and power

efficiency. Each year with the decrease of the gate length of transistors, the component

density increases as illustrated in Fig. 1·1. By 2030, the International Technology

Roadmap for Semiconductors (ITRS) targets a gate length of 7.4 nm (Schwierz, 2010).

The decreased feature sizes increase the demand for high optical resolution systems

for fault localization in integrated circuits (ICs). As the opaque metal layers in ICs

prohibit front-side imaging, back-side imaging methods are frequently utilized to

image buried device layers. Solid immersion lenses (SILs) (Serrels et al., 2008) are

the current state-of-the-art technology for non-destructive back-side inspection of ICs,
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Figure 1·1: Progression of MOSFET gate length and component
density. Adapted from (Schwierz, 2010).

providing high spatial resolution through high numerical aperture (NA ≥ 3). In such

high NA regimes, investigation of imaging performance of SILs based on detailed

electromagnetic modeling is crucial in determining the limitations of the SILs for

failure analysis applications of ICs. In this dissertation, we develop an accurate model

for SIL microscopy, investigate its performance for different scenarios and use the

developed model to increase the resolution through engineering super-resolving masks.

While there is a significant effort to increase the resolution of the SIL microscopy

systems through hardware and software improvements such as using radially polarized

illumination (Yurt et al., 2014a; Rutkauskas et al., 2015), image reconstruction based

post-processing methods (Cilingiroglu et al., 2015) and super-resolving masks, these

methods are still are limited in their capability to resolve smallest structures in ICs.

With the progressing technology nodes resulting in smaller structures, these methods

will not be able meet the resolution requirements of modern circuits. Keeping this

in mind, we develop a new method for identifying different digital gate types which

operates on lower NA regimes, does not require resolving individual structures in a

chip and relies on the model of the system to determine the optimum parameters

which will result in high accuracy. Being able to identify different gate types will



3

particularly be useful for the problem of detecting malicious hardware inserted in ICs,

called hardware Trojans.

With the increasing complexity of ICs and demand for low-cost chips, IC design and

fabrication process is becoming increasingly fragmented and globalized, making the ICs

vulnerable to malicious modifications (Mitra et al., 2015). This trend increases security

concerns regarding possible threats to military systems, financial infrastructures and

transportation security. For instance, Trojans can be designed to leak confidential

information or disable or destroy a system at a specified time (Tehranipoor and

Koushanfar, 2010). The detection of hardware Trojans are therefore important for

many practical and security applications.

1.2 Illumination with free-form lenses

With the rapid advances in high power light-emitting diode (LED) light sources, their

use in illumination applications have greatly increased. Such applications, including

street, surgical, signage lights and headlights, involve mapping the light from an input

LED source to a desired target illumination pattern on a projection surface. For

applications such as signage lights which require specific illumination patterns using

compact set-ups, free-form optics offers great precision in producing the target pattern

with high energy efficiency (Jacobsen and Cassarly, 2016).

Free-form lens design algorithms that map a given source to a desired target pattern

typically consider the input light source to be a point source and neglect the size of

the LED. These algorithms establish a one to one correspondence between each ray

from the point source and their mapped locations on the projection surface. However,

in compact and energy efficient systems where the size of the lens is comparable to

the effective size of the LED, neglecting the size of the LED causes significant blurring

in the target image. This is due to the inability of these algorithms to account for
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the direction of rays from extended light sources such as LEDs. In this dissertation,

we propose a model-based enhancement method to eliminate the blurring caused by

extended light sources. Our method models the blur kernel of the lens system due

to the extended light source and modifies the target pattern using deconvolution

methods to obtain a new target pattern. We demonstrate that the new lens designed

for this new target forms a sharper illumination pattern on the projection surface

when illuminated with an LED.

1.3 Organization and contributions

We begin Chapter 2 by introducing various systems and problems that we consider

in the dissertation. We first describe the resolution of an optical system and review

different criteria on the resolution. We then review two types of SILs, namely central

SIL (cSIL) and aplanatic SIL (aSIL) and discuss their use on backside imaging of ICs

and their high NA capabilities. We also review the related work on modeling of SILs

in the context of IC imaging. We next introduce the problem of detecting hardware

Trojans, and detail the commonly used methods for detection. We then introduce

free-form lenses and describe an algorithm to form a desired image on a projection

screen.

Chapter 3 focuses on subsurface imaging of ICs with a SIL microscope. We

first derive the Green’s function of an aSIL microscope and use it to investigate the

imaging performance of aSILs for different metal layers in an IC for a bulk silicon

chip technology. We then extend our model to silicon on insulator (SOI) technology

and present our results comparing the SOI technology with bulk silicon technology.

Next, using the derived Green’s function, we propose a Gaussian Process optimization

method for engineering pupil masks to increase the resolution of a photon emission

microscope (PEM), an optical fault analysis technique for imaging active ICs, beyond
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the diffraction limit. Our results illustrate the trade-off between the resolution and the

collection efficiency of the system. We then derive the full electromagnetic model of

the microscope that combines focused light illumination and interaction of the sample

with the focused light with the Green’s function to model the image of an arbitrary

sample.

In Chapter 4, we develop gate classification methods for detecting hardware Trojans.

In the first part of this chapter, we develop and present results for a Bayesian classifier

that works with low NA spectroscopic measurements of different gate types. We

demonstrate that in low NA regimes rapid identification of gates is possible with high

accuracy. In the second half of this chapter, we develop a more advanced classification

algorithm, based on dictionary learning methods on higher resolution images to

increase the classification accuracy. This method complements the former method by

trading-off speed for accuracy. We propose a two-stage framework, where the latter

algorithm is used in instances where the former algorithm returns low confidence

predictions.

In Chapter 5, we consider the problem of illumination with free-form lenses. We

propose a shift-variant deconvolution method to enhance the performance of free-form

lenses under illumination with an extended light source for scenarios where high energy

efficiency is desired. We model the blur kernel of the lens for different regions on the

lens and pre-process the target pattern to obtain sharp images. We demonstrate the

effectiveness of this method on simulated and experimental data.

Finally, Chapter 6 presents a summary and conclusions of this dissertation and

suggests future directions for research.
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Chapter 2

Background and Related Work

In this chapter, we review the problems we consider in this dissertation and provide

background information. We start by reviewing different resolution criteria for optical

systems, introduce SILs and discuss their use in IC imaging. We next review the

related work on hardware Trojan detection. Finally, we discuss different methods for

designing free-form lenses for illumination applications.

2.1 Spatial resolution

Spatial resolution of an optical system is a measure of the ability to distinguish two

separated point-like objects from a single object, which is often determined by the

point spread function (PSF) of the system (Novotny and Hecht, 2012). The PSF is

the impulse response of an optical system which defines the spread of a point source.

Widely used resolution criteria utilizing the PSF of a system are the Rayleigh,

Sparrow and Houston criteria which are illustrated in Fig. 2·1. The Rayleigh criterion

defines the resolution as the distance between the central peak and the first zero-

crossing of the PSF (Rayleigh, 1879). In the paraxial limit, the PSF of a system

takes the form of an Airy disk with radius 0.61 λ0
NA

, where λ0 is the wavelength of the

light in free-space, NA = n sin θmax is the numerical aperture of the system, n is the

refractive index of the imaging medium and θmax is the collection angle of the light.

This is referred to as the Abbe resolution (Novotny and Hecht, 2012) and gives us the

Rayleigh criteria in the paraxial regime.
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Figure 2·1: (a) Rayleigh, (b) modified Rayleigh, (c) Sparrow and (d)
Houston resolution criteria. Obtained from (Köklü, 2010).

The modified Rayleigh criterion is used in the cases where the PSF does not have

zero-crossings and defines the resolution as the distance between the peaks of two

PSFs when the ratio of their sum at the mid-point to the central peak is equal to

0.81 (Barakat, 1965). The Sparrow criterion defines the resolution to be the minimum

distance between the two peaks of the two PSFs when the mid-point becomes visible

(Sparrow, 1916). Finally, the Houston criterion defines the resolution as the full-

width-at-half-maximum (FWHM) of the PSF (Houston, 1927). Throughout this

dissertation the resolution of an optical system will be one of the factors determining

the performance of the system. We will mostly be using the Houston and Sparrow

criteria due to their convenience, especially in the cases where the PSFs do not have

zero-crossings.
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2.2 Solid immersion lenses for subsurface imaging of inte-

grated circuits

The metallization and opaque metal interconnect layers on the top surface of ICs have

necessitated backside imaging methods through the silicon substrate (Serrels et al.,

2008). Subsurface imaging through the silicon substrate imposes some limitations on

the performance of the system as the band-gap energy of the silicon allows transmission

in the near infra-red (NIR) range above 1.1µm. Furthermore, as illustrated in Fig.

2·2(a), due to the boundary conditions at the Si-air interface, the rays originating from

the Si medium with angles higher than the critical angle of the Si-air interface will

undergo total internal refraction and will not be collected by the objective. In addition,

the sub-critical angles that reach the objective will be refracted by the interface and

induce spherical aberrations.

2.2.1 Central and aplanatic solid immersion lenses

Due to their ability to overcome the issues with aberrations and total internal reflection

stemming from the Si interface, solid immersion lenses (SILs) (Mansfield and Kino,

1990) have been successfully used in imaging ICs. A SIL is a hemisphere placed on

the Si substrate of the ICs which transforms the Si substrate into a high refractive

index matching medium. It provides high spatial resolution through high numerical

aperture (up to ≈ 3.5) by collecting the light with high angles as illustrated in Fig.

2·2(b) and (c).

There are two types of SIL designs, called the central SIL (cSIL) and aplanatic SIL

(aSIL). In the cSIL, the light is focused to the center of the sphere as shown in Fig.

2·2(b). The incoming rays at the surface of the sphere arrive at a normal incidence to

the surface and do not undergo refraction. The cSIL system has an NA of nSi sin θ
max
obj

and a magnification of nSi. In the aSIL (Ippolito et al., 2001), the aplanatic point is
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Figure 2·2: (a) Conventional, (b) cSIL, (c) aSIL subsurface imaging.
R denotes the radius of the sphere.

located (nSi/nair)R away from the center of the sphere, where nSi ≈ 3.5 and nair = 1

are the refractive indices of Si and air respectively and R denotes the radius of the

sphere. In contrast to the cSIL, the incoming rays undergo refraction at the spherical

interface of the SIL. The aSIL system has an NA of n2
Si sin θ

max
obj and a magnification

of n2
Si. The radius of both SIL designs are determined by the thickness of the Si

substrate, as their focal point depends on the radius. A schematic illustrating a typical

SIL microscope is presented in Fig. 2·3 for the aSIL geometry. The incident light

is reflected by a beam splitter onto the objective, which is focused onto the sample

through aSIL. The scattered light from the objects is then collected by the aSIL and

focused on the detector.

In IC imaging applications, aSILs are preferred over cSILs due to their ability to

achieve higher magnifications. In addition, the cSILs do not allow sufficient working

distance for the objective backing the SIL in practical applications, limiting their NA

to ≈ 3 as opposed to ≈ 3.4 in the aSIL. On the other hand, because of the refraction

of the rays at the spherical surface, the aplanatic point of the aSIL depends on the

wavelength of the light, meaning that in broadband applications it will introduce

chromatic aberrations. In contrast, the design and use of the cSILs are universal for
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Figure 2·3: Schematic illustrating an aSIL microscope.

any wavelength. The details of the design and application areas of SILs related to

imaging photonic and electronic nano-structures are discussed in (Serrels et al., 2008).

2.2.2 Optical model for solid immersion microscopy of integrated circuits

In high NA regimes as provided by SILs, investigation of imaging performance based

on detailed electromagnetic model is crucial in determining the limitations of the

microscope, as ray tracing models cannot account for certain light behavior such as

interference and polarization.

The optical model of high NA imaging systems is usually divided into three main

subsystems: (i) focusing of the incident light to the object space, which corresponds

to the excitation PSF, (ii) calculation of the scattered light due to the interaction

of the focused light with the object of interest and (iii) propagation of the scattered

light to the image space, which corresponds to the collection PSF (Török et al., 2008;

Novotny and Hecht, 2012).

For modeling the SILs, the vast majority of research is on the focusing of the light

while some research on calculating the scattered light and its propagation also exists.

In (Vamivakas et al., 2008) a theoretical model for focused light in a cSIL microscope

is developed. In (Ippolito et al., 2005), a geometrical model for focused light in an
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aSIL microscope is derived. (Goh and Sheppard, 2009) presented a vectorial model for

the focused field in an aSIL microscope for aSIL with an arbitrary thickness, which

models the scenarios when the focal field is not at the aplanatic point. The derivation

of the focused light for aSIL for the case when there is a perfect match between the

thickness of the substrate and the radius of the SIL is given in (Chen et al., 2012).

Once the model of the focused field is obtained, the calculation of the scattered

light does not depend on the geometry of the SIL. To calculate the scattering from an

arbitrary structure, rigorous numerical methods such as the Finite Difference Time

Domain (FDTD) method (Yee, 1966; Török et al., 2008), Finite Element Method

(FEM) (Zienkiewicz, 1977; Chen et al., 2012), or the Method of Moments (MOM)

(Abubakar and van den Berg, 2004) can be applied.

In the context of SIL microscopy, the dyadic Green’s function that calculates the

propagation of the scattered light to the image plane is derived in (Hu et al., 2011). In

(Chen et al., 2013) the authors combined these three main subsystems in an efficient

algorithm and simulated the images of arbitrary structures for the aSIL microscopy.

So far, the reviewed work in this section considers the object space as a homogeneous

medium consisting of only the Si substrate. However, this is not accurate for the

ICs as the circuit features such as metal interconnects, resistors and capacitors are

surrounded by an insulating medium, typically made of SiO2 as illustrated in Fig. 2·4.

Hence, these models cannot accurately model the ICs as they neglect the reflection

and refraction from the Si-SiO2 interface. In this dissertation we extend the previous

work and account for the Si-SiO2 interface and discuss the effects of this interface.

2.3 Hardware Trojan detection

In this section, we discuss mechanisms for hardware Trojan insertions and review

related work on the detection methods. There are two common scenarios for a hardware
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Figure 2·4: Schematic illustrating the metal layers (M1–M3) of an IC.
Obtained from (Wittmann, 2007).

Trojan attack: The first one is by inserting the Trojans through manipulation of the

layout at the foundry, resulting in addition, deletion or modification of gates and the

second one is by inserting malicious intellectual property (IP) designs to the chips

(Rostami et al., 2014). In the latter case the attack can be detected through functional

verifications, however in the former case the Trojans are harder to detect as they

might not modify the functionality of the chip.

Current Trojan detection techniques can be categorized into side channel analysis

and Trojan activation methods (Tehranipoor and Koushanfar, 2010). Side channel

analysis methods use timing and power characteristics of the chip to detect Trojans.

Power based methods (Rad et al., 2008; Potkonjak et al., 2009) provide information

about the activity of the chip, enabling the detection of Trojans without fully activating

them. These methods are known to be highly sensitive to noise and and variations in

the chip (Nowroz et al., 2014). Timing based methods (Jin and Makris, 2008; Li and
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Lach, 2008) are based on detecting small changes in the circuit delays through testing

along the affected paths. These methods are more robust to noise and variations

in the chip, however they are known for their inadequacy to test all possible paths

(Nowroz et al., 2014).

Trojan activation methods (Jha and Jha, 2008; Banga and Hsiao, 2008), as their

name suggests, rely on being able to activate the Trojan in a chip. These methods are

generally combined with power analysis methods to detect Trojans, since the circuit

will consume more power with the activation of the Trojan. However, it should be

noted that the Trojan circuits are designed to be activated under very specific scenarios,

which makes them harder to detect through the activation methods (Tehranipoor and

Koushanfar, 2010).

Since the insertion of a Trojan will result in a change in the physical layout of the

chip, instead of side channel or activation methods we use the microscopic images of

the chips as a direct way to detect hardware Trojans in Chapter 4.

2.4 Free-form lenses for illumination

With the rapid development and broad applications of free-form optics, there is a great

effort on designing free-form surfaces for illumination systems. Given a target pattern

and light source, such applications aim to design refractive or reflective free-form

surfaces that forms the image of the pattern on a projection surface. An example of

an illumination system with a refractive lens is illustrated in Fig. 2·5, where the lens

forms the image of a letter E pattern on a projection surface.

Most common free-form surface design algorithms can be grouped into supporting

ellipsoids (Kochengin and Oliker, 1997; Fournier et al., 2009), brute-force methods

(Finckh et al., 2010; Anson et al., 2008), simultaneous multiple surfaces method

(Miñano and Gonzalez, 1992; Miñano et al., 2009) and Monge-Ampère approaches
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Figure 2·5: Schematic illustrating a free-form lens that forms the
image of a target pattern on a projection surface.

(Feng et al., 2013). These methods are reviewed in (Brix et al., 2015). In this section

we review a Monge-Ampère equation-based algorithm for designing free-form lenses,

developed by Dr. Matthew Brand. While our deconvolution-based framework works

with any lens design algorithm, the presented algorithm in this section will be used

for designing lenses throughout Chapter 5.

For point sources, given the source input and target output intensity distributions

Monge-Ampère methods solve an optimal transportation problem, leading to non-

linear partial differential equations of Monge-Ampère type (Brix et al., 2015). Given

the height of the free-form surface p, the transport vector T mapping the light rays

from the source to the projection surface can be expressed as T = r(p) where r denotes

the refraction from the optical surface, determined by the Snell’s law. For a given

surface geometry the source energy density f0 can be propagated in the optical path

and similarly assuming that the transport vector is one-to-one, the target energy

density f1 can be propagated backwards. The backpropagated energy density b1 at

the optical surface is expressed by

b1 = f1
(
T−1

)
· det(∇T ), (2.1)
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where ∇ is the gradient operator. Given the source and target density, the algorithm

starts with an initial surface, calculates the backpropagated density and compares it

to the source density at the optical surface. The surface heights are then updated

according to the mismatch between the two densities using the expression

∆p ∝ (b1 − f0)
d||T ||

dp
. (2.2)

These steps are repeated for a fixed number of iterations or until convergence. Note

that this algorithm extends the optimal transport algorithm in (Chartrand et al.,

2009) with the inclusion of the optical surface which imposes refraction on the rays

originating from the source.



16

Chapter 3

Performance of subsurface aplanatic solid

immersion microscopy for integrated

circuit imaging

In high NA regimes, investigation of imaging performance of solid immersion lenses

based on detailed electromagnetic modeling is crucial in determining the limitations of

the aSILs for failure analysis applications of ICs. While allowing one to determine the

limitations, the model can also be used to determine the changes that can be made in

the design of the microscope to increase the performance and it could also be utilized

in a model based post-processing techniques to increase the resolution.

In this chapter, we start by deriving the dyadic Green’s function of the microscope

to model an aSIL microscope. We use the Green’s function to investigate the factors

that limit the performance of the microscope in imaging ICs. Next we adapt the

developed Green’s function to the cSIL case and design super-resolving pupil masks

to increase the resolution for photon emission microscopy. Finally, we extend the

developed model by adding the focused and reflected fields, and formulate the full

electromagnetic model of the microscope.

3.1 Green’s function derivation for the aSIL microscope

A dipole is the smallest radiation source in electromagnetics and the Green’s function

expresses the electric field due to a dipole. The electric field ~E(~r) at the location
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~r = (x, y, z) due to an electric dipole ~µ = (µx, µy, µz) located at ~rd = (xd, yd, zd) is

obtained by the dyadic Green’s function
↔
G0(~r, ~rd) as

~E(~r) = ω2µ0

↔
G0(~r, ~rd)~µ (3.1)

where ω and µ0 are the oscillation frequency of the light and permeability of the

free-space, respectively.

A Green’s function model for aSIL microscopy has been introduced in (Hu et al.,

2011). This model assumes that objects are buried in a homogeneous medium made

of Si and does not account for the interface between the insulating medium and the

Si substrate of the ICs. Therefore, this model cannot accurately represent the IC

geometry and model the interface effects which we discuss in Section 3.2. In this

section, we extend the formalism provided in (Hu et al., 2011), and account for the

aforementioned interface in our Green’s function derivation. Note that we consider

the case where there is no thickness mismatch between the substrate and the aSIL,

similar to (Hu et al., 2011).
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Figure 3·1: Schematic of the aSIL system for the Green’s function
derivation.
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In order to derive the Green’s function for our set-up as shown in Fig. 3·1, we first

start with the derivation in (Novotny and Hecht, 2012), which identifies the Green’s

function in a homogeneous medium as

↔
G0(~r, ~rd) =

i

8π2

∞∫∫
−∞

1

kz,ins
φ̂insφ̂

>
ins + θ̂insθ̂

>
inse

i~kins·(~r−~rd) dkx,ins dky,ins (3.2)

where ~kins = (~kx,ins, ~ky,ins, ~kz,ins) refers to the wave-vector in the insulating medium, (̂·)

denotes the unit vector and (·)> denotes the transpose operator. After the refraction

from the planar dielectric interface (ins-aSIL), the Green’s function can be expressed

as

↔
GaSIL(~r, ~rd) =

i

8π2

∞∫∫
−∞

1

kz,ins
tsinsφ̂aSILφ̂

>
ins

+ tpinsθ̂aSILθ̂
>
inse

i~kins·(~r−~rd)eid(kz,ins−kz,aSIL) dkx,ins dky,ins, (3.3)

where d is the distance of the dipole to the aSIL-ins interface and tsins, t
p
ins are the

Fresnel coefficients for transmission at the interface between the immersion medium

and the insulating media for s and p polarizations.

Next step is to propagate the Green’s function to the far-field by identifying the

spatial Fourier spectrum of the Green’s function in Eq. 3.3 and carrying out the

algebra as done in (Novotny and Hecht, 2012). In order to propagate the Green’s

function to the far-field, we make use of the formula

~E∞(sx, sy, sz) = −i2πkaSILsz ~̂E(kaSILsx, kaSILsy; 0)
eikaSILr

r
, (3.4)

where ~E∞ is the electric field in the far-field, ~̂E is the Fourier spectrum at z = 0,

r is the distance of the far-field location to the origin and (sx, sy, sz) is defined as(
kx,aSIL
kaSIL

,
ky,aSIL
kaSIL

,
kz,aSIL
kaSIL

)
. The reader is referred to (Novotny and Hecht, 2012) for the

details of the far-field propagation. In the far-field, inside the aSIL region (r � λ0
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and r � |~rd|, where λ0 is the wavelength of the light in the free-space) the Green’s

function becomes

↔
GaSIL(~r, ~rd) =

eikaSILr

4πr
e−i

~kins·~rdeid(kz,ins−kz,aSIL)kz,aSIL
kz,ins

(
tsinsφ̂aSILφ̂

>
ins + tpinsθ̂aSILθ̂

>
ins

)
.

(3.5)

In the remainder of this section, we follow the steps in (Hu et al., 2011) to obtain

the electric field on the Gaussian reference sphere representing the objective (GRS1)

and on the detector (GRS2). To obtain the electric field on the Gaussian reference

sphere of the objective, we account for the refraction on the spherical surface of the

aSIL and express the Green’s function as

↔
GaSIL(~r, ~rd) =

eikobjfobj

4πfobj
e−i

~kins·~rdeid(kz,ins−kz,aSIL)kz,aSIL
kz,ins(

tsinsφ̂objφ̂
>
inst

s
aSIL + tpinsθ̂objθ̂

>
inst

p
aSIL

)
(3.6)

tsaSIL =
2naSIL cos θobj

naSIL cos θobj + nobj cos θaSIL

naSIL

nobj

(3.7)

tpaSIL =
2naSIL cos θobj

naSIL cos θaSIL + nobj cos θobj

naSIL

nobj

, (3.8)

where kobj and kins are the wave-numbers of the light in the objective and the insulating

media, fobj is the focal length of the objective, kz,ins and kz,aSIL are the longitudinal

components of the wave-vectors in the insulating media and the immersion media, naSIL

and nobj are the refractive indices of the objective medium and immersion medium,

and θaSIL and θobj are the polar angles with respective to the aSIL and the objective

coordinate centers.

With the obtained Green’s function, we can now express the electric field on the

Gaussian reference sphere of the objective using the Eq. 3.1 and plugging in the
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expressions for φ̂ins and θ̂ins as

φ̂ins =

− sinφins

cosφins

0

 , θ̂ins =

cos θins cosφins

cos θins sinφins

− sin θins

 , (3.9)

where φins = φaSIL = φ, sin θins = sin θaSIL
naSIL

nins
and cos θins = cos θaSIL

naSIL

nins

kz,ins
kz,aSIL

. The

electric field on the Gaussian reference sphere representing the objective in cylindrical

coordinates is then expressed as

~EGRS1(θaSIL, φ) =

[
EGRS1
θ

EGRS1
φ

]
= ω2µ0

eikobjfobj

4πfobj
e−i

~kins·~rdeid(kzins−kzaSIL)[
cosφ cos θaSILΦ(2)tpaSIL sinφ cos θaSILΦ(2)tpaSIL − sin θaSILΦ(1)tpaSIL

sinφΦ(3)tsaSIL cosφΦ(3)tsaSIL 0

]
~µ

(3.10)

Φ(1) =
naSIL

nins

kzaSIL
kzins

tpins, Φ(2) =
naSIL

nins

tpins, Φ(3) =
kzaSIL
kzins

tsins

Following the steps in (Hu et al., 2011), the Green’s function on the Gaussian

reference sphere representing the detector can be expressed as

↔
Gdet(θdet, φdet) =

eikobjfobj

4πfobj
e−i

~kins·~rdeid(kz,ins−kz,aSIL)kz,aSIL
kz,ins√

nobj cos θdet
ndet cos θobj

(
tsinsφ̂detφ̂

>
inst

s
aSIL − t

p
insθ̂detθ̂

>
inst

p
aSIL

)
. (3.11)

Inside the detector region at an arbitrary point ~rdet, the Green’s function can be

obtained using the formula

↔
Gdet(~rdet, ~rd) = −ikdetfdete

ikdetfdet

2π

∫∫
θmax
det

↔
Gdet(θdet, φdet)e

i~kdet·~rdet sin θdet dθdet dφdet.

(3.12)

Plugging in the relevant expressions for φ̂ and θ̂’s into Eq. 3.11 with the equality



21

φdet = pi+φaSIL = π+φ and taking the integral in Eq. 3.12 results in the final Green’s

function in Eq. 3.13 for a point on the detector

↔
Gdet(~rdet, ~rd) = −ikdetfobj

8πfdet

√
nobj

ndet

ei(kdetfdet+kobjfobj)

I0 + I21 I22 −2iI11
I22 I0 − I21 −2iI12
0 0 0

 ,
(3.13)

where

I0 =

θmax
obj∫
0

sin θobj
√

cos θobj
(
tsaSILΦ(3) + tpaSILΦ(2) cos θaSIL

)
J0(ρ)e−iz dθobj,

I11 =

θmax
obj∫
0

sin θobj
√

cos θobj
(
tpaSILΦ(1) sin θaSIL

)
J1(ρ)e−iz cosϕ dθobj,

I12 =

θmax
obj∫
0

sin θobj
√

cos θobj
(
tpaSILΦ(1) sin θaSIL

)
J1(ρ)e−iz sinϕ dθobj,

I21 =

θmax
obj∫
0

sin θobj
√

cos θobj
(
tsaSILΦ(3) − tpaSILΦ(2) cos θaSIL

)
J2(ρ)e−iz cos 2ϕ dθobj,

I22 =

θmax
obj∫
0

sin θobj
√

cos θobj
(
tsaSILΦ(3) − tpaSILΦ(2) cos θaSIL

)
J2(ρ)e−iz sin 2ϕ dθobj,

ρ =
√
x2 + y2, ϕ = tan−1(y/x),

x = − (kdet sin θdetxdet + kaSIL sin θaSILxd) ,

y = − (kdet sin θdetydet + kaSIL sin θaSILyd) ,

z = d(kz,ins − kz,aSIL)−

kdet cos θdetzdet + kins

√
1−

(
kaSIL
kins

)2

sin2 θaSILzd

 .

In the above equations, kdet is the wave number in the detector space, fdet is the

focal length of the tube lens (fdet � fobj), ndet is the refractive index of the detector

medium, ~rdet = (xdet, ydet, zdet) is the location on the detector plane. J(ρ) refers to
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the Bessel functions of a given order. The relationship between the polar angles is

given by

nobj sin θaSIL = naSIL sin θobj

fdet sin θdet = fobj sin θobj

nins sin θins = naSIL sin θaSIL.

In the next section, we will use the derived Green’s function to investigate the

performance of an aSIL microscope in terms of its spatial resolution and light collection

efficiency for two different IC technologies, bulk silicon and silicon on insulator (SOI)

chips. We will start with analyzing the performance of the aSIL microscope for

different metal layers in a bulk silicon chip and continue our analysis with the SOI

chips with different buried oxide (BOx) thicknesses. We finally combine the two

scenarios and investigate the performance for different metal layers in SOI chips.

3.2 Performance in bulk silicon chips

In this section, we investigate the performance of the aSIL microscopy for different

metal layers in a bulk silicon chip. The ability to image metal layers is important for

fault detection since they are crucial for electrical performance. The geometry for the

bulk silicon chips consists of the Si substrate and the insulating medium as illustrated

in Fig. 3·1, where the metal layers are buried in the insulating medium (denoted by

ins), typically made of SiO2 with nins ≈ 1.53.

Since the metal layers are located in the insulating medium with a lower refractive

index than the immersion medium (naSIL = nSi = 3.5 and nins � nSi), the boundary

conditions at the ins-aSIL interface impose that the evanescent waves that originate

from the objects transform into propagating waves in the immersion medium at angles

higher than the critical angle of the two media (θc). Due to the high NA capability
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of the aSIL microscope, these propagating waves, so-called forbidden light, can be

collected by the microscope and contribute to the far-field image (Novotny and Hecht,

2012; Yurt et al., 2014b; Karrai et al., 2000). However, due to their evanescent wave

origin, the waves with angles larger than the critical angle will have exponentially

decaying amplitude in the insulating medium as a function of the distance between

the object the interface, until they are transformed into propagating waves at the

interface. Therefore, as the objects are located further away from the interface, the

performance of the microscope will deteriorate due to the loss of the amplitude of the

waves at high angles. This effect is illustrated in Fig. 3·2, where on the left image we

are able to collect the forbidden light (red area) since the object is in the proximity of

the interface. On the right image, the forbidden light is lost since the amplitude of

the evanescent waves decays exponentially until they reach the interface.

Figure 3·2: Detection of evanescent waves. Red and green areas
correspond to forbidden light and allowed light regions respectively.

In the following, we will study the characteristics of the forbidden light by first

analyzing the field amplitude and phase profile on the objective pupil and analyzing

the field profile on the detector for objects buried at different depths in the insulating

medium. Unless otherwise stated, we will use the following parameters in the derived

Green’s function for our analysis: naSIL = nSi = 3.5, nins = nSiO2 = 1.53, nobj = ndet =

1, fobj = 10 mm, free space wavelength λ0 = 1340 nm, NA = 3.4 in aSIL, which

corresponds to an objective NA of 0.278. The objects are assumed to be located on

the aplanatic point of the SIL (zd = 0) regardless of their distance to the ins-aSIL
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interface.

In order to investigate the effect of forbidden light on the imaging performance,

we start by plotting the electric field intensity and phase profiles on the pupil plane

of the objective for horizontal (~µ = µxx̂) and vertical (~µ = µz ẑ) dipoles using Eq.

3.10. Figure 3·3 illustrates the logarithm of the electric field intensity map for both

horizontal and vertical dipoles located d = 0, d = λins/2 = 437 nm and d = λins = 875

nm away from the dielectric interface (ins-aSIL). The black circle inside the intensity

images is inserted to denote the circle corresponding to the critical angle of the total

internal reflection corresponding to θobj = 6.8◦.

We observe that for both dipoles, the intensity starts dropping rapidly in the

forbidden light region (outside the black ring) as the dipole is moved further away

from the interface, while the intensity profile stays the same in the allowed light region

(inside the black ring) regardless of the distance of the dipole to the interface. This

is due to the fact that the intensity of the evanescent waves originating from the

dipole with imaginary kz values at angles higher than the critical angle of the two

media (θaSIL > sin−1
(
nSiO2

nSi

)
) drops exponentially as they travel inside the insulating

medium. This means that the intensity of the high NA components (with high angles)

will be lost the as the object is moved further away from the interface.

In addition to its effect on the intensity profile, the evanescent wave origin of

the forbidden light also causes wave-front aberrations. In order to illustrate that,

we first define the phase of a pencil of light at a given polar angle at the pupil

as: ~Ψpupil(θ) = tan−1
(

Im( ~EGRS1)
Re( ~EGRS1)

)
. Since we are interested in only the aberration

originated from the forbidden light we subtract the spherical aberration term caused

by the dielectric interface (~Ψsph = eid(kz,ins−kz,aSIL)) from the total phase (Török, 2000)

and define ~ΨFL = ~Ψpupil − ~Ψsph.

Figure 3·4 plots the wave-front aberrations due to the forbidden light as a function of
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Figure 3·3: The logarithm of the electric field intensity distribution
for horizontal (left column) and vertical dipoles (middle column) for (a)
d = 0, (b) d = λins/2, (c) d = λins. The size of each image is 8 mm by
8 mm. A cross-section of the intensity profile as a function of θobj at
φ = 0 for (d) horizontal, (e) vertical dipole.

the polar angle (θobj) and dipole height from the dielectric interface (d) at supercritical

angles. In an aberration free system we would expect to have a constant phase

profile at the pupil. However, even if we neglect the spherical aberrations, due to

the forbidden light we observe a λins/5 peak-to-valley phase distortion at high angles

which will degrade the performance of the system. This is due to the fact that at

angles above the critical angles the Fresnel transmission coefficients obtain complex

values, which is similar to the Goose-Hänchen shift effect (Goos and Hänchen, 1947).

So far we investigated the effect of forbidden light through analyzing the intensity



26

Figure 3·4: Wave-front aberrations due to forbidden light (in radians)
in (a) EGRS1

θ , (b) EGRS1
φ for horizontal dipole and (c) EGRS1

θ for vertical
dipole.

and phase profiles on the objective pupil. In the following, we will investigate the effect

of forbidden light through analyzing the intensity profiles on a wide-field detector on

the image plane and evaluate the performance of the aSIL microscope in terms of its

spatial resolution and collection efficiency under various conditions.

We start our analysis by simulating the intensity images on the image plane

due to horizontal and vertical dipoles at different depths, which also corresponds

to the collection point spread function (PSF) of the aSIL microscope. In order to

understand how forbidden light affects the performance, we decompose the PSF into

two components, where we observe (1) the allowed light component of the intensity

when we collect only the subcritical angles and (2) the forbidden light component of

the intensity when we collect only the supercritical angles.

Figure 3·5 illustrates the aforementioned intensity images on a wide-field detector

for a horizontal dipole when the dipole is located on the dielectric interface (d = 0)

and located λins away from the interface (d = λins = 875 nm). When d = 0, we

observe that the intensity of the forbidden light component is approximately an order

of magnitude larger than the allowed light component. Since we are able to collect

the forbidden light component, the overall response is dominated by the supercritical
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angles, resulting in a spot-size of approximately λins/4 (≈ 220 nm). This is in line

with the experimental observations where structures with a pitch value of 252 nm are

shown to be resolved with linearly polarized light in (Yurt, 2014). However, when

the dipole is located λins away from the interface, we observe that the intensity of

the allowed light component is approximately two orders of magnitude larger than

the forbidden light component which dominates the overall response. Due to the

loss of the supercritical angles, we observe a two orders of magnitude drop in the

overall intensity compared to the case when the dipole is located on the interface with

a spot-size of λins/1.4 (≈ 614 nm). We repeat the same experiments for a vertical

dipole in Fig. 3·6 and observe that the characteristics of the intensity distribution is

similar to the horizontal dipole case, where the overall response is dominated by the

supercritical angles when the dipole is located at the interface, resulting in a tight

spot and the contribution from the forbidden light is lost when the dipole is located

λins away from the interface, resulting in a loss in the overall intensity and a larger

spot-size.

In order to evaluate the performance of the aSIL microscope, we next study the

spot-size and relative collection efficiency as a function of the dipole distance from the

dielectric interface. We define the collection efficiency as the integrated intensity on

the detector and define the spot-size as the full-width-at-half-maximum (FWHM) of

the peak for the horizontal dipole and FWHM of the dip for the vertical dipole.

In Fig. 3·7 we observe that when the dipole is located at the interface, the ability

to collect supercritical angles results in a tighter spot with a spot size of approximately

0.25λins (≈ 220 nm) for the horizontal dipole and approximately 0.2λins (≈ 185 nm)

for the vertical dipole. However, for the objects located further from the interface, the

ability to collect high angles is lost and the we observe an increase in the spot-size.

As illustrated by the collection efficiency curves, for subcritical angles (allowed light
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Figure 3·5: Normalized wide-field detector images of a horizontal dipole
when d = 0 (top row) and d = λins (bottom row). Intensity images when
the (a,d) full angles, (b,e) only subcritical angles, (c,f) supercritical
angles are collected. The size of each image is 3λins ×Magnification
by 3λins ×Magnification. The intensity values are normalized to the
maximum intensity in (a).

component denoted as AL) the collection efficiency is constant regardless of the dipole

height, whereas for the supercritical angles (forbidden light component denoted as

FL) the efficiency drops more than two orders of magnitude for both horizontal and

vertical dipoles as the dipole distance from the interface increases.

Next, we simulate incoherent images of two-dimensional objects similar to the

metal wires buried in the insulating medium. We assume a linearly polarized uniform

incoherent illumination and use the Green’s function for a horizontal dipole to simulate

the wide-field images. In Fig. 3·8, we simulated the response of the microscope for a

test structure with the objects located at different depths of d = 0, d = λins/2 (437

nm), d = λins (875 nm). The line pitch of the each structure ranges from 0.2λins (175

nm) (structures labeled as I in the figure) to 0.8λins (700 nm) (structures labeled as

VII in the figure) with an increment of 0.1λins (87.5 nm) between each group. For the



29

Figure 3·6: Normalized wide-field detector images of a vertical dipole
when d = 0 (top row) and d = λins (bottom row). Intensity images when
the (a,d) full angles, (b,e) only subcritical angles, (c,f) supercritical
angles are collected. The size of each image is 3λins ×Magnification
by 3λins ×Magnification. The intensity values are normalized to the
maximum intensity in (a).

objects located at the interface (d = 0), we observe that the smallest objects we can

resolve are the second group with a line pitch of 262 nm according to the Sparrow

criterion. When d = λins/2 the smallest objects we can resolve are the fourth group

with a line pitch of 437.5 nm and when d = λins the smallest objects we can resolve are

the sixth group with a line pitch of 612.5 nm. We also note that between d = 0 case

and d = λins/2 there is approximately one order of magnitude drop in the maximum

intensity, whereas the drop is more than an order of magnitude in the d = λins case,

reflecting the exponential decay property of the evanescent waves.

In Fig. 3·9 we simulate two-level metal wires located at different depths as in

different metal layers in ICs. The wires have a line pitch of λins and are located at

d = λins/2 (red wires) and d = λins (blue wires). We note that the wires L1 and L2 are
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Figure 3·7: Collection efficiency and spot-size (in x and y axes) as a
function of the dipole distance from the dielectric interface for horizontal
(left) and vertical (right) dipole. Note that the intensity distribution
for the vertical dipole is circularly symmetric, resulting in the same
spot-size in x and y axes.

Figure 3·8: Simulated images of a test structure when (a) d = 0, (b)
d = λins/2, (c) d = λins. The size of each image is 8.3λins×Magnification
by 17.7λins ×Magnification. The intensity of each panel are normalized
to the maximum intensity in (a).

resolved according to the Sparrow criterion where the contrast reaches approximately

0.45, while the contrast for L3 and L4 reaches approximately 0.02.



31

Figure 3·9: (a) Layout and (b) simulated image of a test structure
with wires at different depths. L1 and L2 are located at d = λins/2,
where L2 and L3 are located at d = λins. The scalebar in(a) corresponds
to a length of λins. The size of each image is 10.11λins ×Magnification
by 7.28λins ×Magnification. (c) Cross-section of the image taken along
the dotted line in (b).

3.3 Performance in silicon on insulator chips

In the previous subsection, we studied the performance of an aSIL microscope on

bulk silicon chips. An alternative to the bulk silicon chip technology is the fully

depleted (FD) silicon on insulator (SOI) chip technology which relies on an ultra-thin

layer of silicon over a buried oxide (BOx) layer into which the transistors built. This

technology is claimed to be more advantageous compared to the bulk silicon chip

technology in terms of their electrical characteristics (Cauchy and Andrieu, 2010).

Two commonly used types of SOI chips have (1) a standard BOx thickness of 145

nm or (2) an ultra-thin BOx thickness of 10 nm or 25 nm. A schematic of the SOI

technology compared to the bulk silicon technology is illustrated in Fig. 3·10.

It has been experimentally observed that the the resolution of the aSIL microscope

reduces dramatically for SOI technology with standard BOx thickness (Yurt, 2014).

In this subsection we will study the performance of the aSIL microscope for the SOI

chips and explain how forbidden light affects the spatial resolution and collection
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Figure 3·10: Schematic of the problem for objects located in the
substrate and ultra-thin silicon layer for bulk silicon and SOI technology
respectively. TBOx and TSi refer to the thickness of the BOx region and
ultra-thin silicon region, respectively.

efficiency in SOI chips. We will first study the performance for the objects buried in

the ultra-thin silicon region (e.g. transistors) and compare the results for bulk silicon

chips, SOI chips with an ultra-thin BOx of 10 nm and SOI chips with a standard BOx

thickness of 145 nm. Next, we will study the performance for the objects buried in

the insulating medium (e.g. metal layers), and provide a comparison for bulk silicon

chips and SOI chips.

In Section 3.1 we derived the Green’s function of the microscope for a dipolar

object located in the vicinity of the aplanatic point of the aSIL for bulk silicon

chips. In order to conduct our analysis for the SOI geometry, we generalize the

provided Green’s function by replacing the transmission coefficients (tsins, t
p
ins) with

the generalized Fresnel coefficients (Chew, 1995) in order to accommodate for the

multi-layer structure of SOI chips.

In the following, the objects are assumed to be located at the aplanatic point
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of the aSIL and the following parameters are used: refractive indices naSIL = nSi =

3.5, nins = nBOx = 1.53, the free space wavelength λ0 = 1340 nm, focal length of the

objective f0 = 10 mm, thickness of the ultra-thin silicon layer TSi = 10 nm, and NA

= 3.4 (unless otherwise stated).

In the first stage of our analysis the objects of interest, such as transistors, are

buried in the ultra-thin silicon layer sandwiched between two insulating media as

shown in Fig. 3·10. We first examine the field amplitude and phase profile of a

horizontal dipole on the pupil plane of the objective for bulk silicon chips, SOI chips

with an ultra-thin BOx and SOI chips with a standard BOx thickness. In Fig. 3·11

the region corresponding to the critical angle of the Si-BOx interface is denoted by a

black ring in the intensity images. We note that for the SOI chips with a standard

BOx thickness the intensity profile above the critical angle (outside the black ring)

starts dropping dramatically compared to the bulk silicon chips and SOI chips with

an ultra-thin BOx. This is similar to what we observed in the previous subsection

and can be attributed to the collection of the forbidden light. In this case, the waves

originating from the dipole at the angles higher than the critical angle transform into

evanescent waves in the BOx medium and are transformed back into propagating

waves in the SIL medium, but at a fraction of the original intensity (Uyar et al.,

2014b). As the waves travel a longer distance in the BOx region in SOI with standard

BOx thickness compared to SOI with ultra-thin BOx, we observe a more rapid drop in

the intensity due to the exponential decay property of the evanescent waves, resulting

in a loss of light with high NA.

We note that in Fig. 3·11(d) the slight increase in the intensity close to the critical

angle for TBOx = 145 nm case is caused by the spherical aberration due to a thicker

BOx. In addition to spherical aberration caused by the BOx layer, the evanescent

wave nature of the forbidden light also contributes to the distortions in the phase
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front. In Fig. 3·11(e) we plot the phase profile for the Eθ component for the three

cases and observe wave-front aberrations caused by both spherical aberration and the

aberration due to the forbidden light. For TBOx = 10 nm, the phase profile is close to

the bulk silicon case, however for TBOx = 145 nm the phase profile is more distorted

due to the forbidden light as well as the spherical aberration.

Figure 3·11: The logarithm of the electric field intensity and phase
profile for a horizontal dipole. Intensity profile for (a) bulk silicon, (b)
SOI with TBOx = 10 nm, and (c) SOI with TBOx = 145 nm. The size of
each image is 8 mm by 8 mm. A cross section of (d) intensity profile, (e)
phase profile (in radians) as a function of polar angle (θobj) at azimuthal
angle φ = π/2 .

In Fig. 3·12 we study the optical images of a horizontal dipole on a wide-field

detector. We observe that the detector image for SOI with TBOx = 10 nm has a

similar intensity profile to the bulk silicon case except for a 15% decrease in the peak

intensity. However for SOI with TBOx = 145 nm there is a 30% increase in the spot

size (determined by the FWHM) and 80% decrease in the intensity, caused by the
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decrease in the intensity at super-critical angles as illustrated in Fig. 3·11.

Figure 3·12: Normalized wide-field detector images for a horizontal
dipole for (a) bulk silicon, (b) SOI with TBOx = 10 nm, (c) SOI with
TBOx = 145 nm and (d) their line-cuts. The edge length of each image
is λins× Magnification.

In order to assess the imaging performance in terms of the spatial resolution we

simulated the incoherent wide field images of two-dimensional objects as shown in Fig.

3·13. The line pitch of the test structures range from 200 nm to 320 nm with 30 nm

increments. We observed that only the first set of structures are not resolved in bulk

silicon and SOI with TBOx = 10 nm according to the Sparrow criterion. For SOI with

TBOx = 145 nm only the last two set of structures are resolved clearly, while the third

set of structures have 5% peak-to-dip contrast and we are not guaranteed to resolve

them under the presence of noise. Compared to bulk silicon, the resolution for SOI

with ultra-thin BOx is not affected, however there is a 15% decrease in the maximum

intensity. Moreover, for SOI with standard thickness there is a 30% decrease in the

resolution and approximately 75% decrease in the maximum intensity.

So far we investigated the imaging performance of aSIL microscopy for SOI chips at

a high NA since the effect of forbidden light is observed at high angles as illustrated in

Fig. 3·11. However, the imaging performance is not heavily affected in low NA regimes.

We demonstrate this in Fig. 3·14, where we plot the spot-size and the collection

efficiency as a function of NA. The intensity image of the dipole is integrated on the
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Figure 3·13: Simulated images of a test structure for (a) bulk silicon,
(b) SOI with TBOx = 10 nm (c) TBOx = 145 nm. The size of each image
is 6.99λins× Magnification by 3.55λins× Magnification.

detector to calculate the collection efficiency. We note that up to 1.55 NA, the imaging

performance is not noticeably affected by the BOx thickness. In our case the critical

angle of the Si− SiO2 medium corresponds to approximately 1.55 NA. We observe

that the performance of the microscope starts changing at 1.55 NA, which coincides

with our expectations due to forbidden light.

We observed that the thickness of the BOx layer in the SOI technology reduces

the performance of the microscope for the objects located inside the ultra-thin silicon

layer (e.g. transistors) due to the exponential decay property of the evanescent waves

inside the BOx layer. Combining this with our observations in Section 3.2, we would

expect that the performance will further deteriorate for the structures located inside

the insulating medium (e.g. metal layers) (Uyar et al., 2014a). In the remainder of this

section, we consider objects located in the insulating medium and briefly analyze the

performance of the microscope for the SOI technology with a standard BOx thickness

and compare it to the bulk silicon technology. The schematic of the set-up is illustrated

in Fig. 3·15.

In Fig. 3·16, we consider a horizontal dipole buried inside the insulating medium
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Figure 3·14: (a) Collection efficiency and (b) spot size as a function
of NA.

and plot the spot-size and collection efficiency as a function of the dipole distance d

from the ins-aSIL or ins-Si interface, to investigate the performance for various metal

layers for bulk silicon and SOI chips. We note that when the object is at the interface

(d = 0), the collection efficiency of SOI is less than 60% of the collection efficiency of

the bulk silicon. As the depth of the dipole increases, collection efficiency decreases

by approximately 80% in bulk silicon and 30% in SOI within 200 nm. After 200 nm,

the forbidden light is mostly lost and the collection efficiency converges to the allowed

light level with a slightly higher value for SOI chips due to aberrations. The first

metal layer typically lays within 200 nm in 32 nm process nodes and its successors.

The performance significantly decreases for metal layers at higher depths as there is

more than a three-fold increase in the spot-size for both bulk silicon and SOI within

800 nm. In 200 nm the spot-size increases by approximately 50%, which significantly

decreases the resolution.

To evaluate the imaging performance at the detector, we simulate the incoherent

wide-field images of metal structures in Fig. 3·17. While the metals at the interface in



38

aSIL 
ins 

ins 

Si 
BOx 

Si 

aSIL 

Bulk Silicon SOI 

d 

d 

Figure 3·15: Schematic of the problem for bulk silicon and SOI chips
for objects located in the insulating medium.

bulk silicon are clearly resolved according to the Sparrow criterion, there is a significant

decrease in the contrast when d = 175 nm in bulk silicon technology. Similarly, in

SOI, when the metals are at the interface there is a decrease in the contrast compared

to bulk silicon and the metal layer at d = 175 nm is not resolved.

So far we investigated the performance of an aSIL microscope and analyzed its

limitations in terms of resolution and collection efficiency under different scenarios.

In the next section we will focus on increasing the resolution of the microscope by

utilizing the developed model.

3.4 Super-resolution through pupil mask engineering

Pupil function engineering aims at modifying the PSF of the optical system through

placing masks at the pupil plane of the objective to obtain a smaller spot-size. The idea

of using an annular pupil was known to Lord Rayleigh who noted that it is possible

to obtain a sharper focus using an annular aperture at the expense of increased

side-lobe strength and decreased central intensity (Lindberg, 2012). Later on Toraldo
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Figure 3·16: Collection efficiency and spot-size as a function of dipole
distance from the interface comparing bulk silicon chips and SOI chips
with a standard BOx thickness.

Figure 3·17: Simulated images of an example metal layer. (a) Layout
and design parameters. Optical images of the object with the metal line
width δ = 145 nm, when the depth (b) d = 0, (c) d = 175 nm for bulk
silicon, (d) d = 0, (e) d = 175 nm for SOI with standard BOx thickness.

di Francia’s research on pupil filters in the context of optical microscopy (Di Francia,

1952) has laid the groundwork for proceeding research in this area. Following di

Francia’s work, a common pupil mask engineering method is to represent the pupil

function in some complete set of functions and adjust the coefficients of these functions

to approximate a pre-specified PSF. These methods are reviewed in (Lindberg, 2012).

An example of such methods is to specify the zeros of the PSF to obtain a desired

spot-size while pushing the side-lobes of the PSF further away from the optical axis

(Boyer and Sechaud, 1973; Yurt, 2014). However, these methods cannot explicitly

control the intensity of the side-lobes which might compromise the usefulness of the
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resolution enhancement. In addition, the aforementioned methods aim to obtain pupil

masks that result in PSFs with given specifications rather than trying to obtain an

optimal PSF, e.g., the PSF with the highest resolution for a given central intensity or

side-lobe ratio. The latter approach is considered in the work we discuss next.

An alternative line of work for pupil mask engineering relies on black-box op-

timization methods. Black-box optimization refers to optimization of an objective

function through a black-box interface, where the algorithm may query the value of

the objective function g(x) for a given x, but it does not obtain gradient information

and cannot make any assumptions on the analytic form of g. Recently, a black-box

optimization method, namely particle-swarm optimization (PSO) has been used in

engineering such pupil masks (Banaee et al., 2014; Jabbour and Kuebler, 2008). The

major drawback of the PSO method is the high number of computationally expensive

function evaluations until a satisfactory solution is found. One way to speed up this

process is using statistical model-assisted black-box optimization methods, where

a model of the target function is created from former evaluations and exploited to

sample new candidate solutions (Kronfeld and Zell, 2010). Gaussian Process (GP)

optimization is an example of such methods, which we propose to use for pupil mask

engineering in the context of integrated circuit imaging.

In this section, we focus on improving the resolution of the photon emission

microscopy (PEM), which is one of the common techniques used for fault analysis of

ICs. This technique is based on the emission of photons due to electrical stimulation,

where the transition of electrons from higher to lower energy states results in all

or part of the energy difference being emitted as electromagnetic radiation (Phang

et al., 2005). While ICs operating in normal conditions also emit photons, faulty

locations generally emit a significantly higher number of photons, which is useful for

fault detection (Leng, 2009). We note that due to the broadband emission of photons
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in PEM, using an aSIL would induce chromatic aberrations on the measurements and

would need to be corrected, which could be achieved by designing a new objective

(Yurt, 2014). Using a cSIL instead is also viable as it does not induce chromatic

aberrations and results in a simpler set-up. For this reason, we consider the cSIL

configuration to engineer super-resolution masks in this section.

Since the light scattering in PEM is based on the electrical activity of the chip,

the object of interest is not illuminated with focused light. Therefore, the Green’s

function of the cSIL microscope constitutes the overall PSF of the PEM instrument

and can be obtained by following the steps in Section 3.1 (ignoring the refraction from

the SIL-objective interface). We omit the derivation steps for brevity and present

the derived Green’s function for a cSIL in Eq. 3.14. Note that the components with

aSIL in Eq. 3.13 are replaced with SIL to represent the cSIL geometry. In addition,

we consider the reflection scenario instead of the transmission, where the dipole is

considered to be located at the cSIL side of the cSIL-ins interface (e.g. transistors) for

bulk silicon chips (~rd = (0, 0, 0)). rsSIL and rpSIL represent the reflection coefficients for

the cSIL-ins interface and R denotes the radius of the cSIL.

↔
GSIL = −ikdetfobj

8πfdet

√
nobj

nccd

ei(kdetfdet+kobjfobj)

I0 + I21 I22 −2iI11
I22 I0 − I21 −2iI12
0 0 0

 , (3.14)

where

I0 =

θmax∫
0

sin θobj
√

cos θobj
(
tsSILΦ(3) + tpSILΦ(2) cos θobj

)
J0(ρ)ei(kSIL−kobj)R dθobj,

I11 =

θmax∫
0

sin θobj
√

cos θobj
(
tpSILΦ(1) sin θobj

)
J1(ρ)ei(kSIL−kobj)R cosϕ dθobj,
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I12 =

θmax∫
0

sin θobj
√

cos θobj
(
tpSILΦ(1) sin θobj

)
J1(ρ)ei(kSIL−kobj)R sinϕ dθobj,

I21 =

θmax∫
0

sin θobj
√

cos θobj
(
tsSILΦ(3) − tpSILΦ(2) cos θobj

)
J2(ρ)ei(kSIL−kobj)R cos 2ϕ dθobj,

I22 =

θmax∫
0

sin θobj
√

cos θobj
(
tsSILΦ(3) − tpSILΦ(2) cos θobj

)
J2(ρ)ei(kSIL−kobj)R sin 2ϕ dθobj,

ρ =
√
x2 + y2, ϕ = tan−1(y/x),

x = −(kdet sin θdetxdet + kSIL sin θobjxd), y = −(kdet sin θdetydet + kSIL sin θobjyd),

Φ(1) = e−izdkz,SIL + eizdkz,SILrpSIL,

Φ(2) = e−izdkz,SIL − eizdkz,SILrpSIL,

Φ(3) = e−izdkz,SIL + eizdkz,SILrsSIL,

tsSIL = tpSIL =
2nSIL

nobj + nSIL

.

In this section, our aim is to reduce the spot-size (defined by the FWHM of the

central lobe) of the PSF. The pupil masks that we would like to optimize are in the

form of concentric annular rings and are placed at the pupil plane of the backing

objective as shown in Fig. 3·18.

3.4.1 Mask parametrization and objective function

The mask Mr,a is parametrized by the set of radii r = (r1, r2, . . . , rk), which denote

the radii separating different k subsections of the mask as illustrated in Fig. 3·18, and

the set of coefficients a = (a1, a2, . . . , ak), which denote the values the mask take at

each of the subsections such that Mr,a(r) = aj for rj−1 ≤ r ≤ rj. Also let p = (r,a)

and Mp = Mr,a.

Our aim is to increase the resolution by engineering a pupil mask, however the

mask will impose a trade-off by decreasing the intensity of the central peak and
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Figure 3·18: Illustration of the pupil mask, its location and parameters.

increasing the intensity of the side-lobes as we discussed previously. Therefore, we

define the following three performance parameters of the system: the spot-size of the

central lobe divided by the same in the clear aperture case G, peak intensity of the

side-lobes divided by the peak intensity of the central lobe L and peak intensity of

the central lobe divided by the same in the clear aperture case S (also referred to as

the Strehl-ratio). With the defined performance parameters, an example objective

function which we aim to maximize will be of the form

g(p) = −α1G(Mp) + α2S(Mp)− α3L(Mp), (3.15)

where the α terms are the tunable weight coefficients. Our aim is to maximize an

objective function similar to Eq. 3.15 with predetermined weights, where the weights

α can be increased or decreased depending on which term we would like to emphasize.

Here the objective function is presented as an example to illustrate what we would

like to achieve with mask optimization. In Section 3.4.3 we will refine this objective

function to obtain a more robust framework with a single tuning parameter that

trade-offs between the resolution and Strehl-ratio, while controlling the side-lobe

intensities.
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3.4.2 Gaussian Process optimization

The objective function in Eq. 3.15 does not have a closed-form mathematical expression.

It needs to be evaluated for each value of parameters (a and r) if we would like to

find the exact optimum solution, which is computationally infeasible. For this reason,

we propose to use GP optimization, which is a powerful strategy to optimize (in our

case, maximize) cost functions which do not have closed form expressions or that are

otherwise expensive to compute (Brochu et al., 2010). GP optimization defines a

sequential evaluation strategy, such that the objective function is evaluated at a chosen

point in the parameter space and a probabilistic estimate of the function is updated

at each iteration. This strategy trade-offs between exploring (where the objective

function is uncertain) and exploiting (where the objective function is expected to be

high) the parameter space.

The GP optimization algorithm considers the function g(p) as a Gaussian random

process with mean function µ(p) and a covariance function k(p,p′) which is selected

beforehand. A surrogate function called the acquisition function u(p) is defined using

the conditional mean and standard deviation of the process, conditioned on previously

sampled function values. This function is selected such that it is easier to evaluate

than the objective function. At each iteration t, the next point to be sampled is

determined by the maximizer pt of this function, conditioned on previous samples

p1, . . . ,pt−1. Ideally, we would like the maximum to correspond to a point with

high mean (expected to be near the optimum of the underlying function) or high

standard deviation (where there is uncertainty about the function value). Afterwards

the function is sampled at the maximizer point pt to obtain the function value g(pt)

and the mean and covariance of the GP model is updated using pt and g(pt). These

acquisition function maximization and model update steps are repeated until the

optimal value among the evaluations do not change for a number of steps (i.e., the
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optimum is found) or a maximum number of evaluations is reached. The details of

the algorithm can be found in (Brochu et al., 2010).

The specific acquisition function we use is called the upper confidence bound and

is of the form

u(x) = µ(p) + κσ(p),

where κ is the trade-off parameter between the mean and the variance. The covariance

function that we specify for the mask optimization is

k(p,p′) = exp

(
− 1

2δ2
d(Mp,Mp′)

)
,

where we define

d(Mp,Mp′) =

rk∫
0

|Mp(r)−Mp′(r)|2 dr.

An example of how Bayesian optimization works in 1-D parameter space can be

found in Fig. 3·19. The dashed line is the underlying objective function, the solid

line is the estimated mean of the objective function and the shaded region is the ±1

standard deviation interval at each point. At each step, using the new observation

p, the mean and the standard deviation of the objective function is updated and the

acquisition function is recalculated for each parameter value. Here, the κ term is equal

to 1, meaning u(p) = µ(p) + σ(p). The new evaluation point is selected as the point

that maximizes the acquisition function.

3.4.3 Simulation results

For our simulations we start by refining the cost function in Eq. 3.15 to obtain a

more robust cost function with a single weight parameter α, as given in Eq. 3.16.

Here we replaced the term related to the side-lobe intensities with a hinge function

which encourages the side-lobe intensity ratio L to be smaller than a predetermined

threshold Lth. By controlling the side-lobe intensities with the hinge function we can
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Figure 3·19: Illustration of Bayesian optimization steps on a 1-D
example. Adapted from (Brochu et al., 2010).

modify the weight term α to observe the trade-off between the resolution and the

collection efficiency.

g(p) = −αG(Mp) + (1− α)
√
S(Mp)−max(0, L(Mp)− Lth). (3.16)

The Strehl-ratio, S, can take values between 0 and 1, and by taking the square root of

it we favor the solutions close to 1, by penalizing the solutions close to 0 more heavily.

Note that the same cost function would have worked without taking the square root,

however we empirically observed that defining the cost function in this manner results

in a more efficient characterization of the trade-off by varying α.

In order to evaluate the cost function for a given mask, we calculate the Green’s

function of the microscope. The experimental studies on the photon leakage emission

indicate the emission wavelength to be between 1.5-2.2 µm, peaking at 1.8 µm

(Kindereit et al., 2012). Therefore, in our calculations we fix the NA of the microscope
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to 3 at the peak wavelength and calculate the Green’s function for the given wavelength

range, considering the change in the refractive indices for the cSIL region (Si) and

the insulating region (SiO2) and add the resulting intensities at each wavelength

incoherently to obtain the overall PSF.

In Fig. 3·20 we illustrate the PSF and its horizontal and vertical cross-sections

for a horizontally polarized dipole in the clear aperture case (i.e. without a mask).

Note that the PSF is symmetric along the horizontal (x) and vertical (y) axes. The

resulting PSF has a FWHM of 312 nm and 306 nm in the x and y axes, respectively.

The maximum side-lobe ratio L is found to be 0.06 along the y axis.

(a) (b)

Figure 3·20: (a) PSF of the PEM instrument for the clear aperture
case. (b) Cross-sections of the PSF taken along the x and y axes.

Next, we will investigate the performance of different masks on the resolution.

In the calculation of the cost function, the resolution term G is calculated as the

maximum of the FWHM along the x and y axes, and the side-lobe term L is calculated

to be the maximum of the ratio along the x and y axes. Following (Yurt, 2014), we

encourage L to be smaller than 0.15 in all our calculations by setting Lth = 0.15. We

consider a complex mask containing 4 rings with binary amplitudes (0 or 1) and phase

components (0 and π radians) and run the GP algorithm for 200 iterations. We use

κ = 3 and δ = 0.3 in the acquisition and covariance functions.
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In order to understand the trade-off between the resolution and the Strehl-ratio, we

conduct a parameter sweep on α and plot the resulting curve in Fig. 3·21, with each

point corresponding to a different weight parameter α. We observe a linear increase in

the spot-size as a function of the Strehl-ratio which we illustrate with the fitted linear

curve in the figure. The figure indicates that it is possible to decrease the spot-size

from 312 nm to 240 nm at a Strehl-ratio of 0.05. When implementing such masks, it

is important to keep in mind that decreasing the Strehl-ratio will result in a decreased

SNR, however even at a Strehl-ratio of 0.5 we can achieve a 280 nm spot-size, which

is a 10% improvement over the 312 nm in the clear aperture case.

Figure 3·21: Strehl-ratio vs. spot-size.

In Fig. 3·22, two examples of such masks and their resulting PSFs are illustrated.

Note that the masks are circularly symmetric and hence they are illustrated by their

cross-sections. We plot the mask cross-sections as a function of θobj where the mask

radius r is given by r = fobj sin θobj. The top row shows an example with a higher

Strehl-ratio of 0.7, resulting in a spot-size of 289 nm and a side-lobe ratio of 0.146.

The bottom row illustrates another example with a lower Strehl-ratio of 0.22 with a

spot size of 255 nm and a side-lobe ratio of 0.16. We note the increase in the side-lobe

intensities as the spot-size decreases.
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(a) (b) (c)

(d) (e) (f)

Figure 3·22: Examples of masks and their resulting PSFs. Top row
and bottom row plot mask designs with higher and lower Strehl-ratios,
respectively. (a,d) Cross-sections of the masks as a function of θobj, (b,e)
resulting PSFs, (c,f) cross-sections taken from the PSFs along the x
and y axes.

3.5 Full electromagnetic model of an aSIL microscope

In addition to super-resolving masks, another approach to increase the resolution is

through model-based post-processing methods such as using image reconstruction

techniques utilizing the PSF of the system. The importance of having an accurate

PSF model for a successful reconstruction is outlined in (Cilingiroglu et al., 2012),

where the authors used an approximate model to conduct image reconstructions in

the context of IC imaging using an aSIL. The authors concluded that because their

approximate model did not fully characterize the optical system, their reconstruction

technique did not always perform as well on experimental data as it did on simulated

data.

So far, we used the Green’s function to investigate and improve the performance
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of an aSIL system, which corresponds to the collection PSF of the system. Motivated

by the need for a full and an accurate model, in this section we develop the full

electromagnetic model of a confocal scanning aSIL microscope. The full model consists

of four parts: (1) illumination of the sample with focused light (illumination PSF), (2)

interaction of the focused light with the sample (formation of the induced current on

the sample), (3) far-field propagation of the induced current to the detector (collection

PSF) and (4) image formation on the detector. Throughout this section we will

consider the bulk silicon technology, where the objects of interest are buried in the

insulating medium. It is possible to generalize the provided model to other geometries

such as the SOI technology.

In a scanning confocal microscope, the object is illuminated by a focused spot to

form an induced electric current density ~je(~r) in the object. The radiation scattered

in the far-field due to this induced current density is then collected by the detector on

the collection side. The overall electric field on the detector is expressed by (Novotny

and Hecht, 2012)

~Edet(~rdet) = ~E0(~rdet) + ω2µ0

∫
V

↔
G(~rdet, ~r)~je(~r) d~r, (3.17)

where ~r is the position vector of the object, ~rdet = (xdet, ydet, zdet) is the position

vector on the detector,
↔
G is the Green’s function of the microscope which corresponds

to
↔
GaSIL derived in Section 3.1. ~E0 denotes the homogeneous solution when ~je = 0

everywhere. For our microscope, this corresponds to the reflected field due to the

focused light, which we denote as ~Eref . For example, for the bulk silicon technology it

corresponds to the reflected field of the focused spot from the aSIL-ins interface.

With the obtained electric field on the detector, a pixel value corresponding to

the scan position (a, b) is then obtained by integrating the intensity on the detector

over an aperture W , which correspods to the pinhole placed on the detector for the
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confocal microscope. The resulting image Iconf(a, b) is expressed as

Iconf(a, b) =

∫∫
W

|Edet(xdet, ydet)|2 dxdet dydet. (3.18)

Note that each pixel (a, b) is obtained by integrating the intensity of the electric field

at the detector while raster scanning the focused field, therefore the induced current

~je in Eq. 3.17 is also a function of (a, b). In the following subsections we will discuss

the details of the full model.

3.5.1 Focused light

The focused field incident on the objects can be calculated using the angular spectrum

representation (ASR) method (Novotny and Hecht, 2012). To simulate the overall

image of an object buried in the insulating medium, we only need to calculate the

incident field inside the aSIL region. This is because once we obtain the focused field

inside the aSIL region, the calculated field will be imported to an FDTD solver which

will propagate the light into the insulating medium while carrying out the calculations

for the induced electric field on the objects.

The focused field inside the aSIL region is derived in (Chen et al., 2012). We

provide the final expression of the focused field for brevity, the details of the derivation

can be found in (Chen et al., 2012). For a horizontally polarized (x-polarized) light

the focused field at location ~raSIL = (xaSIL, yaSIL, zaSIL) is given by

~Efoc(~raSIL) = −ikaSILfobj
2

√
1

nobj
eikobjfobjE0

IL0 + IL2 cos 2φ
IL2 sin 2φ
2iIL1 cosφ

 , (3.19)

where

ILm =

θmax
obj∫
0

(cos θobj)
3/2fw tan θaSILJm(kaSILρ sin θaSIL)ΓLme

−ikzaSILzaSIL dθ,
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(a) (b)

Figure 3·23: (a) Focused field and (b) its cross-section at the aplanatic
point of the aSIL.

ΓL0 = ts1 + tp1 cos θaSIL,

ΓL1 = ts1 sin θaSIL,

ΓL2 = ts1 − t
p
1 cos θaSIL,

and Jm denotes the Bessel function of order m, ts1 and tp1 are the Fresnel coefficients for

transmission at the aSIL interface when the wave is traveling from the objective region

to the aSIL region and E0 is a constant that scales the magnitude of the incident field.

fw = e
− 1

f20

sin2 θobj

sin2 θmax
obj is the apodization function of the objective, where f0 is the filling

factor of the incident Gaussian beam (Novotny and Hecht, 2012).

In Fig. 3·23, we illustrate the intensity profile of the focused field at the aplanatic

point of the aSIL (zaSIL = 0), for an x-polarized light at a wavelength of 1340 nm and

NA of 3.4.

3.5.2 Interaction of the light with the sample

In order to calculate the image of an arbitrary structure at the detector, we need to

calculate the induced electric current density ~je on the structures, formed due to the



53

focused light. A closed form solution does not exist to calculate the induced current

for structures with arbitrary shapes. For this reason, we use the finite difference time

domain (FDTD) method to calculate the induced electric field ~Eind on the structures

(Foreman and Török, 2011). With the obtained induced electric field, the induced

current density on the structures is calculated using (Novotny and Hecht, 2012)

~je(~r) = −iwε0[ε(~r)− εref(~r)] ~Eind(~r), (3.20)

where w is the angular frequency of the light, ε0 is the permittivity of the free space,

ε is the dielectric constant of the whole space, εref is the dielectric constant of the

background (where the object is located), ~Efoc is the electric field induced on the

sample due to the focused light and ~r is the position vector.

The FDTD method discretizes both space and time and iteratively solves the

Maxwell’s equations for any arbitrary shape in a predefined boundary until convergence

is reached (Schneider, ). We use the commercial software Lumerical FDTD Solutions

for the implementation of the FDTD method. One drawback of using the FDTD

method is that it is both computationally and memory-wise expensive. Therefore,

we do not include the aSIL in the predefined boundary and include only a portion

of the silicon substrate of the chips and the insulating medium which contains the

objects of interest. For this purpose, we calculate the focused light in the aSIL region

and import the incident field to the FDTD solver. The solver then propagates the

imported field to the insulating medium to calculate the induced electric field on the

structures, which is then used to calculate the induced current density using Eq. 3.20.

3.5.3 Far-field propagation

Once the induced current on the structures is obtained, it is propagated to the far-field

to calculate the field scattered by the sample structures. We use the Green’s function



54

derived in Section 3.1 for this purpose. We treat each voxel on the object with the

given induced current density as a point dipole and take the integral in Eq. 3.17 to

calculate the field on the detector.

3.5.4 Image formation on the detector

In order to simulate the image of an object, the electric field on the detector ~Edet

in Eq. 3.17 needs to be calculated at each scan position. So far we discussed every

component in Eq. 3.17 except for the homogeneous field ~E0, which we will refer to as

the reflected field ~Eref . The schematic for calculating the reflected field is shown in

Fig. 3·24. The incident beam is first reflected by the beam splitter (BS) and focused

on the ins-aSIL interface by the aSIL in the absence of any objects. The reflected

light from this interface is then collected by the aSIL and transmitted through the BS

and focused on the detector by a second lens.

z 

naSIL 
nobj 

nins 

θaSIL θobj 

ndet 

θdet 

n0 

BS Einc 

GRS1 
GRS2 

Figure 3·24: Schematic of the aSIL illustrating the parameters for the
derivation of the reflected field.

We start by deriving ~Eref for a horizontally polarized (x-polarized) light ~Einc =

Eincx̂. In cylindrical coordinates the incident beam is expressed as

~Einc = Einc[cosφ ρ̂0 − sinφ φ̂]. (3.21)
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After the refraction at the first lens (GRS1), assuming that the transmission coefficients

for the objective lens are equal to one, the electric field becomes (Novotny and Hecht,

2012)

Einc[cosφ θ̂obj − sinφ φ̂]

√
n0

nobj

√
cos θobj. (3.22)

The electric field is then refracted by the aSIL and the field inside the aSIL region is

expressed as

~EaSIL = Einc[t
p
1 cosφ θ̂aSIL − ts1 sinφ φ̂]

√
n0

nobj

√
cos θobj, (3.23)

where tp1 and ts1 are the Fresnel coefficients for transmission from the objective region

to the aSIL region. Inside the aSIL region, once the electric field is reflected by the

aSIL-ins interface, the reflected field is given by

~Eref,aSIL = Eince
−2ikz,aSILd[−rpinst

p
1 cosφ θ̂aSIL − rsinsts1 sinφ φ̂]

√
n0

nobj

√
cos θobj, (3.24)

where rpins and rsins are the Fresnel coefficients for reflection from the aSIL-ins interface,

and d is the depth of the interface with respect to the aplanatic point of the aSIL.

Next, the field refracted by the aSIL can be expressed as

~Eref,obj = Eince
−2ikz,aSILd[−tp2r

p
inst

p
1 cosφ θ̂aSIL − ts2rsinsts1 sinφ φ̂]

√
n0

nobj

√
cos θobj, (3.25)

where tp2 and ts2 are the Fresnel coefficients for transmission from the aSIL region to

the objective region. For simplicity we combine the Fresnel coefficients and denote

cp = tp2r
p
inst

p
1 and cs = ts2r

s
inst

s
1. After the refraction from the aSIL, the field refracted

by the objective lens (GRS1) is given by

~Eref,0 = Eince
−2ikz,aSILd[−cp cosφ θ̂ − cs sinφ φ̂] (3.26)

which propagates in the positive z direction as a collimated beam. After the refraction
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from the second lens (GRS2), the reflected field is given by

~Eref,det = Eince
−2ikz,aSILd[−cp cosφ θ̂det − cs sinφ φ̂]

√
n0

ndet

√
cos θdet. (3.27)

Plugging in the expressions for φ̂ and θ̂det, the obtained field can be expressed in

Cartesian coordinates as

~Eref,det = −Eince
−2ikz,aSILd

 cos2 φ cos θdetc
p − sin2 φcs

cos θdet sinφ cosφcp + sinφ cosφcs

sin θdet cosφcp

√ n0

ndet

√
cos θdet.

(3.28)

This field is focused on the detector by GRS2 with the relation

~Eref = −ikdetfdet
eikdetfdet

2π

θmax
det∫
0

2π∫
0

~Eref,dete
ikdetzdet cos θdetei

~kdet·~rdet sin θdet dθdet dφdet.

(3.29)

Combining Eqs. 3.28 with 3.29 and taking the integral results in

~Eref = i
Einc

2
kdetfdete

ikdetfdet

(
fobj
fdet

)2
I0 − I2 cos 2φ
−I2 sin 2φ
2iI1 cosφ

 , (3.30)

where

I0 =

θmax
obj∫
0

fw cos θobj sin θobj(c
p cos θdet − cs)

J0(kdetρ sin θdet)e
i(kz,detzdet−2kz,aSILd) 1

cos θdet
dθobj,

I1 =

θmax
obj∫
0

fw cos θobj sin θobj(c
p cos θdet)

J1(kdetρ sin θdet)e
i(kz,detzdet−2kz,aSILd) 1

cos θdet
dθobj,
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I2 =

θmax
obj∫
0

fw cos θobj sin θobj(c
p cos θdet + cs)

J2(kdetρ sin θdet)e
i(kz,detzdet−2kz,aSILd) 1

cos θdet
dθobj.

With the derived reflected field, we have all the components to calculate the image

of an object using Eq. 3.17. To summarize the procedure for the simulations, given an

object, we first calculate the focused field at a transversal plane close to the aplanatic

point inside the aSIL medium. We choose to calculate the field at 100 nm away

from the aplanatic point in our simulations. The calculated field is then imported

to the FDTD solver. Since this is a confocal microscope, either the object or the

incident beam needs to be scanned. Due to the infeasibility of scanning the object, the

experimental data is usually obtained by scanning the beam, therefore the aplanatic

conditions are not satisfied except for the central position. However, for simplicity we

assume that the aplanatic conditions are satisfied at all positions and scan the object.

Note that a more rigorous model is needed to model the non-aplanatic conditions.

For a given scan position (a, b), we calculate the induced current density on the

object with the FDTD method and conduct the far-field propagation to the detector

using the Green’s function. The reflected field in Eq. 3.30 is added to the resulting

field to obtain Edet. Integrating the intensity of this field over an aperture using Eq.

3.18 gives us the intensity value for the pixel (a, b). Repeating this process for each

scan position gives us the overall image.

3.5.5 Simulation results

We first used the full model to calculate the total PSF of the microscope. Note that

due to the non-linearity caused by the interference between the scattered and the

reflected fields, the PSF of the microscope depends on the size, shape and material of

the object and the refractive indices of the surrounding media. As an example, we
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simulated the image of an aluminum spherical particle with a radius of 25 nm placed

on the air side of the aSIL-air interface. Note that so far we considered aSIL-ins

interface as shown in Fig. 3·1, here we replace the insulating medium with air. We

calculate the image of the particle at an NA of 3.4 and using a wavelength of 1340

nm, a step size of 25 nm for scanning the object and considering the aperture W to

be a pinhole with 6 µm diameter. The resulting PSF is shown in Fig. 3·25.

Figure 3·25: Point spread function of the microscope for an Al sphere
located at the Si-air interface.

Before the full model was developed, the authors in (Cilingiroglu et al., 2012)

approximated the PSF using only the reflected field Eref and used image reconstruc-

tion methods to increase the resolution of aSIL images of integrated circuits. As

mentioned at the beginning of this section, their method did not perform as well on

the experimental data as their simulations suggested since their model did not capture

the interference between the field scattered by the objects and the reflected field.

However, they were able to show resolution improvements on experimental aSIL data

after adapting the PSF developed in this section to their reconstruction framework

(Cilingiroglu et al., 2015). This illustrates the importance of having an accurate model

in post-processing enhancement methods. We refer the reader to (Cilingiroglu, 2015)

for more details on the reconstruction framework.
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In order to validate our model with experimental data, we simulate the image of a

single Al bar located on the air side of aSIL-air interface. The Al bar we consider has

a height of 570 nm, width of 150 nm and depth of 50 nm. We use the same parameters

used in the generation of the PSF with the Al sphere, and only change the NA from

3.4 to 3.3. Figure 3·26(a) shows the scanning electron microscope (SEM) image of the

Al structure. Figures 3·26(b) and 3·26(c) compare the experimental data with our

simulated data, and Fig. 3·27 illustrates the cross-sections taken from the center of

the experimental and simulated data along the x axis. The intensity of the images are

normalized by the intensity of the background. The asymmetry in the experimental

data in Fig. 3·26(b) is thought to be caused by the misalignments in the experimental

set-up. We observe that the simulation result is similar to the experimental data in

terms of location of the dips, followed by the brighter ring around the Al structure.

However, we also note differences in the results, such as the higher contrast of the

simulated data compared to the experimental data.

(a) (b) (c)

Figure 3·26: (a) SEM, (b) experimental and (c) simulated image of
an Al bar.

The discrepancy between the experimental and the simulated data can be attributed

to the mismatch between the assumptions made about the modeled set-up and

experimental set-up. For example, the material properties of the deposited Al structure

could be different from the ideal properties, which we consider in our simulations. In

addition, for simplicity we ignored the air-gap between the aSIL and the substrate of
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Figure 3·27: Cross-sections taken from the experimental and simulated
image of the Al bar in Figure 3·26.

the integrated circuit and the possible mismatch between the radius of the aSIL and the

thickness of the substrate. Similarly, the model assumes that aplanatic conditions are

satisfied during the scanning of the object, whereas the experimental data is obtained

by scanning the incoming beam in contrast to scanning the object. All these factors

contribute to the mismatch between the experimental and simulated data. While a

more rigorous model is needed to account for some of the aforementioned mismatches,

our model is still capable of capturing the characteristics of the microscope, letting us

investigate the effect of various parameters on the performance, as well as making it

possible to use pre-processing and post-processing techniques to increase the resolution

of the microscope.

3.6 Conclusions

In this chapter we derived the dyadic Green’s function of an aSIL microscope and

used it to investigate the performance of the microscope for bulk silicon and SOI chips.

We showed that the performance of the microscope deteriorates for higher level metal

layers due to the effects of forbidden light. Similarly we observed that the thickness

of the BOx layer in SOI chips affects the imaging performance, with thicker BOx
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layers leading to lower resolution and collection efficiency. In addition, we proposed

an optimization framework for designing super-resolving pupil masks. We showed the

trade-offs between the resolution and light collection efficiency or side-lobe intensity

for different mask designs. Finally, building upon the derived Green’s function, we

formulated the full electromagnetic model of the microscope including the focused

and reflected fields.

We focused on developing an accurate model and utilizing it to increase the

resolution in the context of IC imaging. The demand for higher resolution imaging

increases with the ever decreasing sizes of the ICs, however improving the resolution

of the microscope imposes aforementioned trade-offs. Due to these trade-offs, super-

resolution methods such as pupil masks or post-processing techniques cannot keep

up with the shrinking sizes of modern circuitry. In the next chapter, we consider an

alternative approach where instead of trying to resolve each individual structure in

an IC, we consider a gate-level optical measurement system for the application of

detecting malicious tampering of ICs.
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Chapter 4

Gate classification methods for detecting

malicious tampering of integrated circuits

In this chapter, we develop classification methods for identifying different types of

digital gates in ICs. The ability to identify different gate types is particularly useful in

detecting malicious tampering of ICs, termed hardware Trojans, where the insertion

of a Trojan often presents itself as insertion, addition or deletion of logic gates as

reviewed in Chapter 2. As opposed to utilizing side-channel methods such as time

delay or power based algorithms, our method works by imaging the layout of an IC.

Since any change in the functionality of an IC would directly correspond to a change

in the physical layout of a chip, inspecting the physical layout offers great advantages

over side-channel methods in detecting hardware Trojans.

While super-resolution techniques are able to push the limits of optical resolution

of aSIL microscopy for IC imaging, as IC dimensions continue to decrease rapidly,

these methods are not sufficient to resolve individual structures in a modern chip. In

this chapter, instead of trying to resolve individual structures at a high resolution, we

focus on lower resolution imaging methods and rely on post-processing techniques to

identify each gate in a chip for detecting hardware Trojans. Note that an advantage of

imaging in low resolution regimes is the reduced acquisition times for Trojan detection.

A modern chip with billions of transistors covers an area on the order of cm2. Even at

practically impossible MHz acquisition rates, it would take from a few hours up to a

few days to image the whole chip using a conventional scanning confocal microscope
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with step-sizes on the order of 10-100 nm at high resolution.

In the first part of this chapter we develop a gate classification method using

a multi-spectral imaging framework. This framework is based on decreasing the

resolution of the microscope with a spot-size on the order of a gate-length and

collecting one measurement per gate (≈ 1µm) at multiple wavelengths, which speeds

up the acquisition compared to the conventional scanning microscopes. In the second

part, we develop a more advanced classification method based on higher resolution

images to complement the approach in the first part. This method is proposed as a

refinement over the first method, to be used in re-evaluating the decisions on the gate

types with low confidence values in the former approach.

4.1 Rapid identification of gates using multi-spectral reflec-

tance measurements at low resolution

In this section we develop a gate classification algorithm on low resolution gate-level

spectroscopic measurements. Our framework exploits the fact that each gate type

(such as AND, OR, NAND, etc.) will have a distinct signature when imaged at

a given wavelength. These distinct signatures are a result of unique patterns of

polysilicon and metal structures of each gate type, which will scatter light differently

at different wavelengths. We consider the six basic gate types, namely AND, OR,

NAND, NOR, XOR and XNOR, whose dimensions are approximately 1µm in a 45

nm node technology (Nangate Inc, ). These gates are the six smallest 2-input gates

provided in the Nangate 45 nm open source library. The metal 1 (M1) layers and the

contacts of these gates are illustrated in Fig. 4·1.

We select the NA of our imaging system such that the spot-size of the system covers

a single gate area to be able to capture the overall characteristics of the whole gate with

a single measurement. Using Abbe’s approximation on the spot-size (0.61λ/NA), an
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Figure 4·1: Layouts for the M1 layer (black lines) and contacts (gray
squares) for (a) AND, (b) OR (c) NAND, (d) NOR, (e) XOR and (f)
XNOR gates.

NA of 0.8 at λ = 1340 nm results in a spot-size of ≈ 1µm. This allows us to represent

the signature of each gate without the need for dense raster scanning. However,

at such low resolutions, measurements at a single wavelength are not sufficient to

distinguish between different gates as we will observe in the following sections. For this

purpose we use measurements with different wavelength/polarization combinations.

Ideally, higher number of measurements provides more information about the gate

types, however it should be noted that each additional measurement is a separate

experiment and affects the total acquisition time. We empirically observed that 5

wavelength/polarization combinations are sufficient to identify different gates, while
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ensuring a rapid acquisition. The wavelength/polarization selection process is based

on the model of the system, and will be discussed in more detail in Section 4.1.2. In

the next section we elaborate on the physical model of the optical system.

4.1.1 Model of the system

We use an FDTD method to simulate the responses of different gate types. The

location of the M1 and contact layers is obtained from the NanGate library (Nangate

Inc, ) and the M1 layer is placed 100 nm above the SIL-ins (Si-SiO2) interface, inside

the insulating medium. The M1 layer and the contacts are selected to be copper and

tungsten respectively with a height of 130 nm as indicated in the library. In order to

obtain observations for our classification framework, we generate 4x5 or 5x5 random

tiling of gates in each FDTD simulation and run multiple simulations with different

tilings.

For simplicity we use the cSIL configuration, however instead of the focused light

we assume a uniform, linearly polarized, normally incident plane wave illumination and

use periodic boundary conditions in the lateral plane and absorbing (PML) boundary

conditions on the transversal plane. Note that with plane wave illumination we neglect

spatial selectivity on the illumination side and over-estimate the interference from the

nearby objects. However, this approximation is necessary as it eliminates the need

for scanning the focal spot and can generate the responses for multiple gates and

wavelengths in one simulation. This means that we can simultaneously generate the

responses of approximately 20-25 gates and 60 wavelengths, which would have each

necessitated a separate simulation otherwise.

The near-fields of the gates are recorded on a plane inside the aSIL region for a

wavelength range of 1–3 µm and are propagated to far-field via the near-to-far-field

transform using the FDTD solver (Lumerical Solutions Inc, ). Note that this is different

from the model we developed in Chapter 3, as in Chapter 3 we collected the induced
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current on the objects and used the Green’s function for far-field propagation and

here we collect the near-field inside the aSIL region and use the solver for propagation.

While the latter one is simpler for the cSIL configuration, it would require a more

rigorous model for the aSIL configuration. This is because in the cSIL configuration the

refraction from the SIL-objective interface can be ignored, but it must be accounted

for in the aSIL configuration. With the obtained far-field, the image formed by the

system is calculated accounting for the NA of the system using the angular spectrum

representation method. Finally, to calculate the response of each gate in the simulation

domain, the integrated intensity over the integration window W is normalized by

the source power delivered to the same area in the object space. From here on this

response will be referred to as the reflectance measurement. While the model of

this particular system is not a contribution of this thesis, the steps of the model

were described briefly for completeness. The model and the data in this chapter are

generated by Dr. Ronen Adato and the interested reader is referred to (Adato et al.,

2016) for the details.

4.1.2 Gate identification

Figure 4·2 illustrates the spectral response of infinite tiling of each gate for x and y

polarizations at NA = 0.8, with the size of the integration window W selected to be

the size of the corresponding gate. We observe that the spectral response of AND/OR,

NAND/NOR and XOR/XNOR pairs are similar to each other, which can be attributed

to their similar layouts as shown in Fig. 4·1. While we illustrate a single example

of the simulated spectra, variations in the measurements such as contributions from

different neighboring gates, defocus effects and detector noise will affect the measured

signal. For our initial analysis, we assume that such effects will form a zero mean,

additive white Gaussian noise with a standard deviation of σ on the measured signal

and propose to use a Bayesian classifier to identify different gate types (Duda et al.,



67

2012).

(a) (b)

Figure 4·2: Spectral reflectance measurements for the six gates for (a)
horizontal (x) polarized (b) vertical (y) polarized illumination at NA =
0.8.

In order to understand the effect of noise on the classification performance, for

our initial analysis we compute the accuracies corresponding to Bayes error rates

for different noise levels. Before we introduce the formula for the classification

accuracy, we define some useful terminology for the classification framework. Given

a measurement M, our aim is to classify the vector M = [M1, . . . ,MK ] into one of

the L(L = 6) classes (gate types), where Mj is a single measurement (feature) for a

given wavelength/polarization and K is the maximum number of features we would

like to use. Let P (cl) denote the a priori class probability of class l ∈ {1, . . . , L} and

P (M|cl) denote the likelihood of the class (the conditional probability density of the

measured signal M given that it belongs to the class l). The a posteriori probability

P (cl|M) (the probability of the gate belonging to class l given the given measurement

M) is given by the Bayes rule

P (cl|M) =
P (M|cl)P (cl)

P (M)
, (4.1)

where P (M) is the probability of the given measurement. Bayesian classifier assigns

the given measurement M to the class cl with the highest a posterior probability. The
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accuracy of the Bayesian classifier is then calculated using the formula

pacc =
L∑
l=1

∫
Cl

P (M|cl)P (cl) dM, (4.2)

where Cl denotes the region where class l has the highest posterior (Tumer and

Ghosh, 2003). Note that since we assume that the noise is independent at each

wavelength/polarization combination, the likelihood probability can be expressed as

P (M|cl) = P (M1|cl)P (M2|cl) . . . P (MK |cl). (4.3)

Next, we investigate the total accuracy as a function of number of features for a

fixed noise level of σ = 0.05, assuming a uniform distribution on the prior probabilities.

For selecting a discriminative set of features we propose a greedy selection process,

where we start from the feature that gives us the highest accuracy and continue adding

the feature that obtains the maximum increase in the accuracy until the desired

number of features is reached. Note that ideally, the accuracy should be calculated

for each combination of wavelength and polarization measurements for selecting the

features that result in the highest accuracy, however evaluating the multi-variate

integral in Eq. 4.2 is computationally expensive for all combinations, hence we use the

described greedy selection algorithm for feature selection. Using the selected features

for σ = 0.05, we then calculate the accuracy for different noise levels. Figure 4·3(a)

illustrates the classification accuracy as a function of number of features for σ = 0.05.

We observe that increasing the number of features increases the accuracy with a

drop in the rate of increase such that selecting one feature results in an accuracy of

approximately 60% and we can achieve approximately 95% accuracy by increasing

the number of features to 5. In Fig. 4·3(b), we use the same features we obtain in

4·3(a) and illustrate the classification accuracy as a function of the noise level. The

results show that for noise levels σ < 0.03 we can achieve accuracies above 99% and
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as the noise level increases to σ = 0.1 we observe a drop in the accuracy, where at

σ = 0.1 we can achieve a 70% accuracy.

Figure 4·3: Effect of the number of features and the noise level on the
classification performance. Classification accuracy (a) as a function of
number of features at noise level σ = 0.05 (b) as a function of noise level
using 5 features. Selected features are illustrated with dashed black
lines for (c) x-polarization (d) y-polarization (legends same as in Fig.
4·2).

So far our simulations indicated that it is possible to identify different gates with

high accuracy even at higher levels of noise (e.g. σ = 0.1), where the noise is assumed

to be zero-mean additive white Gaussian. Possible factors that can contribute to the

variations in the measured signals include cross-talk between adjacent gates, sample

alignment, defocus issues and detector noise. It is possible to overcome the issues

related to defocus and sample alignment by engineering around them such as by

using alignment markers. Therefore, considering our low resolution set-up with the

spot-size on the order of the sizes of the gates, the prominent factor contributing to

the variations in the measured signal will be the cross-talk between the neighboring

gates in addition to the detector noise. In the remainder of this section we consider

the detector noise and the cross-talk between the neighboring gates and evaluate the
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performance of our system.

In order to investigate the effect of cross-talk between the adjacent gates, 4x4 or 5x4

tiling of randomly selected gates are generated and their images are simulated using a

0.8 NA objective for a wavelength range of 1-3 µm. Repeating this process multiple

times with different tiles resulted in an average of approximately 60 observations for

each gate type. For a given technology, the height of all the gates are fixed (so that

the VDD and VCC rails that powers the chip are aligned), therefore a fixed number

of gates in the vertical dimension (selected to be 4) are used for our simulations.

However, since the gate widths are different in the horizontal dimension, the tiles

are generated with the constraint that all the rows must have a fixed length in x,

so that they are compatible with the periodic boundary conditions. The details of

the constraints are explained in (Adato et al., 2016). Overall, 20 different tilings are

generated that resulted in 22 observations each for the XOR and XNOR gates, and

approximately 75 observations for each of the remaining gates that we consider. An

example of such a tiling is shown in Fig. 4·4, where in Fig. 4·4(a) we illustrate a 4x4

tiling of the gates in the object space, in Fig. 4·4(b) we illustrate the simulated image

of the gate for y-polarized illumination at λ = 1.22µm and in Fig. 4·4(c) we illustrate

the low resolution reflectance measurements of the tile with the integration window W

selected to be 1400 nm × 760 nm (height of the gates × median width of the gates).

With the simulated data containing the reflectance measurements for multiple

tilings, our aim is to propose a classification method using the reflectance measurements

and evaluate its performance. So far our simulated data includes the variations caused

by the interference due to the neighboring gates. In addition to this we also account

for the detector noise and approximate it with an additive zero-mean white Gaussian.

In (Adato et al., 2016) it is shown that it is possible to achieve a signal-to-noise ratio

(SNR) of 100 in our set-up. Therefore, in order to account for the detector noise, we
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(a)
(b) (c)

Figure 4·4: Example tiling of the gates. (a) Layout of the 4x4 tiling,
(b) Simulated 0.8 NA image of the layout, (c) simulated reflectance
measurement for each of the gate in the tile for y-polarized illumination
at λ = 1.22µm. Scale bars in (a) and (b) correspond to 1 µm.

add a series of random Gaussian noise with a standard deviation σ = 0.01 to our

simulated data.

We propose to use the maximum a posteriori (MAP) classifier which maximizes

P (cl|M) as defined in Eq. 4.1 over different classes l ∈ {1, . . . , L}. To compute the

posterior probability, we first need to obtain an estimate of the likelihood P (M|cl) for

each class. We randomly split our data to use 2/3 of it as the training data to estimate

the likelihood and the remaining 1/3 of it as the test data to calculate the accuracy of

our system. Using the training data we can build the normalized histogram to obtain

the likelihoods P (M|cl) as shown in Fig. 4·5. The prior probabilities P (cl) are assumed

to be uniform, however given a chip layout it is also possible to use the number of

occurrences of each gate as a better estimate. We also include a feature selection step

in our training procedure as in our previous analysis to pick the most discriminative

set of features. As in our previous analysis we assume that the measurements are

statistically independent across different wavelength and polarizations conditioned on

the class label and compute the likelihood estimate using Eq. 4.3. The MAP classifier
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with the conditional independence assumption is also referred to as the naive Bayes

classifier.

(a) AND: x-pol (b) AND: y-pol

(c) OR: x-pol (d) OR: y-pol

(e) NAND: x-pol (f) NAND: y-pol

(g) NOR: x-pol (h) NOR: y-pol

(i) XOR: x-pol (j) XOR: y-pol

(k) XNOR: x-pol (l) XNOR: y-pol

Figure 4·5: Likelihood of the measurement for each class shown for x
and y-polarized illumination. Intensity level illustrates the probability
distribution. The discontinuities in some of the spectra are artifacts of
the periodic boundary conditions caused by diffraction orders.
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For the feature selection process, the training data is also randomly split into 2/3

and 1/3 partitions for conducting cross-validation. The likelihoods are estimated from

the 2/3 of the training data and the greedy selection process that we described in

our previous analysis is applied using the remaining 1/3 of the training data, which

we call the cross-validation set. This is done by evaluating each candidate feature’s

performance on the cross-validation set and selecting the one with the best accuracy

using Eq. 4.2. Then we repeat this procedure to add a new feature to the set of

previously chosen ones until we obtain a total of 5 features.

Given a partition of the training data (into likelihood estimation and cross-valida-

tion sets), we obtain one set of 5 features using the above described procedure. To

be more robust to the particular partitioning of the data, we repeat this process 10

times with different random partitions and choose the set of features with the highest

cross-validation accuracy as our final feature set. The best performing 5 features (with

the order they are selected) are found to be: λ = 1.22µm with x-polarized illumination,

λ = 1.22µm with y-polarized illumination, λ = 1.36µm with y-polarized illumination,

λ = 1.09µm with y-polarized illumination, λ = 1.59µm with x-polarized illumination.

Note that the selected features have shorter wavelengths than what is predicted with

the analytical approach in Fig. 4·2; this is because the interference of the field scattered

from the neighboring gates will be more prominent at longer wavelengths as the size

of the point spread function of the microscope will be larger. Therefore, while our

initial analysis helped us understand the limitations of our classification approach

(e.g. the increase in performance as a number of features used and the decrease in the

performance as a function of noise level), we can argue that it was not accurate in

modeling the effect of the cross-talk between the neighboring gates.

Figure 4·6 illustrates the cross-sections taken from the likelihoods in Fig. 4·5 along

the vertical direction at the selected features. From the plots we observe that with each
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(a) (b)

(c) (d)

(e)

Figure 4·6: Likelihood of the measurement for each class at the 5
selected features with the order that they are selected. (a) λ = 1.22µm
x-polarized illumination, (b) λ = 1.22µm y-polarized illumination, (c)
λ = 1.36µm y-polarized illumination, (d) λ = 1.09µm y-polarized
illumination, (e) λ = 1.59µm x-polarized illumination.

selected feature we gain more information about the gates. For example, we note that

the first selected feature in Fig. 4·5(a) is able to discriminate the XOR/XNOR pair

from the rest of the gates, however the likelihoods of the remaining gates are similar to

each other. This also confirms that we need more than one feature to reliably identify

each gate. The second and third features in Fig. 4·5(b) and (c) are able to discriminate

the XOR gate from the XNOR gate and OR gate from the NOR gate, respectively.

Investigating the fourth and fifth features in Fig. 4·5(d) and (e), we observe that while

they still provide information about the gate types, the likelihoods of each gates are

closer to each other compared to the first three features. This explains our observation
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on the drop in the rate of increase in the classification accuracy with each added

feature, which we will discuss next.

In Fig. 4·7(a) we present the mean accuracy and the standard deviation of the 10

cross-validation experiments as a function of number of features. We will refer to these

accuracies as the training accuracies. We observe that selecting one feature results in

approximately 48% accuracy and the accuracy increases with the increased number of

features. With four features we can obtain an 82% accuracy, and increasing it to five

features results in an 85% accuracy. This phenomenon of diminishing gains is similar

to what we observed with the analytical accuracies in Fig. 4·3 and is the reason for

selecting a total of five features for our framework.

In order to evaluate the performance of our classification framework and investigate

how our method generalizes to an unseen set of data we perform classification on the

test data with the selected features and present the outcome in Fig. 4·7(b), which

we refer to as the test accuracy. We note that the test accuracies are very similar to

training accuracies, however they are slightly lower overall. Using a single feature we

can obtain a 42% and with 5 features we can achieve a 82% accuracy. This illustrates

the robustness of our algorithm and confirms that our framework generalizes well to a

new set of data. Furthermore, the slight decrease in the accuracies is expected as the

features are selected to be the ones that perform the best on the same data (training

set) for which the accuracies are measured on.

Next, we plot the confusion matrix for the test data in Fig. 4·8 to investigate

the frequently misclassified gates. The diagonal cells in the confusion matrix show

how many and what percentage of the examples (considering all gates) are classified

correctly. The off-diagonal cells show the misclassified examples. For example, by

looking at the diagonal cell for the AND gate we observe that 23 examples are classified

correctly, corresponding to 19% of all 121 gates. Two of the examples for the AND gate
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(a) (b)

Figure 4·7: Classification accuracies as a function of number of features.
(a) Training accuracies showing the mean and standard deviation for 10
cross-validations, (b) test accuracies.

are misclassified as OR, one as NAND and two as NOR gates. Overall, we can conclude

that OR gate is usually misclassified as AND, NAND gate is usually misclassified as

NOR and XOR gate is usually misclassified as XNOR gate. As mentioned earlier in

this chapter, this is due to the similarity between the layouts of the three pairs.

In this section, we presented a framework for rapidly identifying different gate

types which is useful for detecting hardware Trojans. The presented framework utilizes

the physical model of the system to determine the most discriminative wavelength and

polarization pairs to use, eliminating the need for implementing a complex experimental

set-up for a large number of wavelengths. With the simulated data we can obtain a

library of gate responses and build the histogram for the likelihoods to experimentally

measure a chip and determine whether a gate has been replaced. We have shown that

this system can achieve a 85% accuracy in identifying different gate types while being

102–103 times faster than imaging with a conventional high NA microscope.

While 85% accuracy is impressive for detecting hardware Trojans in a matter of

few minutes, replacing a few gates among billions of gates is sufficient to alter the

functionality of the chip. This suggests that higher accuracy classification methods
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Figure 4·8: Confusion matrix illustrating the number of gates that are
correctly and incorrectly classified.

may be necessary, which could be achieved by utilizing high NA imaging methods. We

note that with the increased NA there will be a trade-off between the acquisition speed

and the accuracy, however high NA imaging can be used to complement the low NA

imaging method presented here such that only a few gates with low confidence values

can be tested again with increased resolution. In the following section, we investigate

a more advanced classification method with high resolution images to detect hardware

Trojans.

4.2 Identification of gates with improved accuracy using high

resolution imaging

In order to improve the accuracy of our previous set-up, we propose to use high NA

imaging in conjunction with the low NA set-up as mentioned above. The set-up

is the same as what we used in the previous section, however instead of obtaining
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a single spatial reflectance measurement for each gate, we increase the NA of our

system and obtain multiple spatial measurements for each gate with decreased step

size as in a conventional confocal microscope. Furthermore, instead of taking multiple

measurements per gate with different polarization and wavelength configurations,

we propose to use a single wavelength and polarization for a simpler experimental

set-up as we will obtain more information about the gate with the increased resolution

and number of spatial measurements compared to the previous set-up. We use the

first selected wavelength/polarization pair in the previous set-up at 1.22 µm with

x-polarized illumination as we expect it to be the most discriminative feature.

We use the same model as the one used in the previous section and use the high

resolution images simulated with the same tiling procedure for our training and test

data. For simplicity we use the high NA images simulated with the plane wave

illumination instead of using confocal measurements. Note that the images scanned

with a confocal microscope will be able to achieve a higher resolution, therefore the

accuracies we will present serve as a conservative indicator of the accuracy of the

confocal set-up.

Increasing the resolution of the system will result in a better classification perfor-

mance, however we still want limit our NA to a moderate level for easier implementation

such as by using a cSIL instead of an aSIL. For this purpose we use an NA of 2 as

we empirically observed it to be capable of achieving high classification accuracies.

Furthermore, for smaller technology nodes there is still possibility for increasing the

NA to achieve a comparable performance. The image of the same tiling in Fig. 4·4 at

an NA of 2 is illustrated in Fig. 4·9.

Compared to the previous framework, we are working with multiple spatial mea-

surements at a single wavelength/polarization for each gate instead of a single spatial

measurement with multiple wavelengths/polarizations. This results in a larger number
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(a)
(b)

Figure 4·9: Example tiling of the gates. (a) layout of the 4x4 tiling,
(b) Simulated 2 NA image of the layout for x-polarized illumination at
λ = 1.22µm. Scale bars in (a) and (b) correspond to 1 µm.

of measurements with a stronger correlation between each measurement. Note that

the conditionally independent measurements assumption we made in the previous

analysis can be justified for detector noise across different wavelength and polarizations,

however this may not be the case when there is cross-talk between the neighboring

gates. Nevertheless, this assumption led to a more computationally efficient algorithm

with high accuracy. To exploit the correlation between the spatial measurements, in

this framework we propose to use more advanced feature extraction and statistical

learning methods instead of the naive Bayes classifier.

In addition to exploiting the spatial nature of the measurements, we also want to

explicitly account for the effects of cross-talk between the neighboring gates. In the

previous method we were able to learn the effects of cross-talk for tiling patterns that

are present in the training data through the likelihood estimation step, however due

to the large number of possible gate configurations it is difficult to capture the effects

of all possible tilings. Therefore, it is important to have a learning algorithm that can

generalize to tilings not present in the training data. To accomplish this, we learn a
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sparse representation for the spatial measurements using dictionary learning.

4.2.1 Dictionary learning

The goal of dictionary learning is to express a measurement M of dimension n as a

linear combination of small number of signals from a predetermined library, called

the dictionary (Tošić and Frossard, 2011). Let us denote a dictionary of p elements

as an n × p matrix D and its elements as unit-norm columns di of dimension n,

i = 1, . . . , p. With the dictionary elements, it is assumed that the measured signal M

can be expressed as

M = Da + ε =

p∑
i=1

aidi + ε, (4.4)

where ε is observation noise and ai’s are the sparse coefficients of the dictionary

elements, meaning only a small number (k � p) of them are non-zero.

In the context of our framework, we argue that we can find such a sparse dictio-

nary representation where a single gate with index s and its corresponding spatial

measurements M (s) can be expressed as M (s) = Da(s) + ε(s), where ε(s) represents

detector noise that is statistically independent across measurements and gates. Note

that the dictionary D is shared across all gates. We further argue that some elements

di of the dictionary will constitute the intrinsic signatures for the gates in the absence

of noise (including cross-talk between the gates or the detector noise) and some will

correspond to the effects due to the interference from the neighboring gates. The

intrinsic signatures of the gates can be represented by a single dictionary element or a

linear combination of multiple elements, which we will confirm empirically in the rest

of this section. With this in mind, we expect that the learning method we use will

be able to learn the dictionary indices corresponding to the intrinsic signatures and

ignore the indices corresponding to interference, given the coefficients a(s) for each

gate s. This is because the coefficients a(s) for gates s from the same class (gate type)
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are expected to have large components at these intrinsic indices. We note that the

dictionary learning framework also has a de-noising property, since the detector noise

is captured by the term ε(s).

For learning the dictionary that will best represent our data we use the well

known K-SVD algorithm (Aharon et al., 2006). Given a set of training data, K-SVD

algorithm seeks the dictionary that leads to the best representation for each element

in the training set under strict sparsity constraints. It is an iterative method that

alternates between sparse coding of examples given a dictionary and an update step

of the dictionary elements to better fit the data. For the sparse coding stage, given a

dictionary it solves the optimization problem

min
a(s)
||M(s) −Da(s)||22 subject to ||a(s)||0 ≤ k (4.5)

for each example s, where k is the sparsity parameter determining the maximum

number of dictionary elements that represents a measurement. We use the non-

negative orthogonal matching pursuit (OMP) algorithm (Bruckstein et al., 2008)

to solve this optimization problem in our framework, where we additionally have

a non-negativity constraint on the coefficients due to the assumed additive nature

of reflectance measurements. We choose k = 7 to incorporate the gate’s intrinsic

signature, contribution from the neighboring gates and additional variations that

might be present in the image. Given the coefficients a(s) K-SVD algorithm then uses

a singular value decomposition based update for updating the dictionary D. Similar

to the sparse coding stage, we would like to constrain the dictionary elements to be

non-negative, thus we use a non-negative variant of K-SVD for which the details can

be found at (Aharon et al., 2005).

We now investigate empirically how well the dictionary learning framework is able

to decompose the measurements. As we will discuss in more detail in the following
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sections, we split our data into 2/3 and 1/3 parts as training and test data respectively

as we did in the previous set-up. Using the training set, we trained a dictionary using

p = 25 dictionary elements, for which the distribution of the coefficients across the

training set are illustrated in Fig. 4·10. First, we can observe the sparsity of the

coefficients since most coefficients have a median value of zero for all classes. Secondly,

we observe the concentration of coefficients on certain dictionary elements, which are

in addition unique for each gate type. For instance, we can see that AND gates have a

large coefficient corresponding to the second dictionary element, while the same is true

for OR gates and the 19th dictionary element. We observe a similar pattern for other

gate types. This separation of coefficients, as we expected, is promising since this

implies a unique representation for each gate type which leads to easier classification.

Next, we look at some of the dominant dictionary elements for the gate types

and compare with the measurements corresponding to that gate. Looking at the

coefficient distribution for AND gates, we see that the dictionary element with index 2

appears frequently in the dictionary representations. Fig. 4·11 illustrates the dictionary

element with index 2 along with three randomly selected sample images of AND gates.

Similarly, for the NOR gates we plot the dictionary element corresponding to index 8

and three sample images in Fig. 4·12. In both cases, we see that just one dictionary

element can represent the joint intrinsic signature of the samples from that gate type

accurately. Note that the intensity of the dictionary elements are not directly related

to the intensity of the measurements since the dictionary elements are multiplied by

the corresponding coefficient in the dictionary decomposition. As another example, we

plot the two dominant dictionary elements with indices 20 and 15 together with three

sample images from the XOR class in Fig. 4·13. On the sample images, we see mostly

three bright spots: on the top, middle-left and bottom-right of the image. Although

the dictionary elements are similar, we see that the first one emphasizes the bright
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Figure 4·10: Box plots for learned dictionary coefficients corresponding
to each dictionary element for different gate classes in the training set
with 54 AND, 50 OR, 50 NAND, 50 NOR, 14 XOR and 14 XNOR
gates. The circle with dot represents the median coefficient value, the
limits of the blue box represent 25% and 75% percentile values, empty
circles represent outliers and the thin whiskers represent minimum and
maximum values excluding the outliers.
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spot on the bottom-right while the second one emphasizes the spot on the top. This

implies that the two dictionary elements together can serve as a good representation

for the intrinsic signature of XOR gates.

(a) (b) (c) (d)

Figure 4·11: (a) Dictionary element with index 2, (b,c,d) randomly
selected measurement images for AND gates, sharing the same colorbar.
Each image corresponds to an area of 1400 nm × 760 nm.

(a) (b) (c) (d)

Figure 4·12: (a) Dictionary element with index 8, (b,c,d) randomly
selected measurement images for NOR gates, sharing the same colorbar.
Each image corresponds to an area of 1400 nm × 760 nm.

Looking at Fig. 4·10, we can also note that some gate pairs have some amount

of intersection between the coefficient distributions, such as the AND-OR pair. For

instance gates from both classes may have large coefficients on indices 16, 21, 22

or 23. This is in line with our previous observations that these pairs have similar

measurements and may be harder to distinguish between compared to other pairs.
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(a) (b) (c) (d) (e)

Figure 4·13: (a,b) Dictionary element with indices 20 and 15, (c,d,e)
randomly selected measurement images for XOR gates, sharing the same
colorbar. Each image corresponds to an area of 1400 nm × 760 nm.

4.2.2 Gate classification using dictionary coefficients

We now describe the classification procedure using the extracted dictionary coefficients

and the training and testing set-up. For performing the classification, we use support

vector machines (SVMs) (Cristianini and Shawe-Taylor, 2000) which are widely used

for various machine learning tasks. The SVM algorithm aims to find a linear separator

between data samples in two different classes such that the gap between the separator

and the samples are maximal. It can also perform non-linear classification by implicitly

mapping the data points to a higher dimension before finding a linear separator, using

a kernel mapping. We use the radial basis function (RBF) kernel and the libsvm

library for the SVM implementation (Chang and Lin, 2011) with C-SVC type SVM.

As in the previous set-up, we randomly divide our measurements in each class

to 2/3 and 1/3 partitions for training and test data respectively. We then divide

the training data further to 2/3 and 1/3 partitions for the cross-validation process,

which we refer to as cv-train and cv-test respectively. To account for the detector

noise, we add white Gaussian noise to the cv-test images with standard deviation

σ = 0.01, which corresponds to the SNR that we considered in the previous setup. We

perform training and testing over these partitions for different choices of p (number
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Figure 4·14: Cross validation accuracies for different number of dic-
tionary elements p.

of dictionary elements), C (cost parameter for C-SVC SVM) and γ (RBF kernel

parameter). To accomplish this, we perform dictionary learning with p elements using

the cv-train partition and estimate coefficients with the obtained dictionary for the

cv-test partition using OMP. We then train an SVM with the cv-train partition and

given parameters C, γ and obtain an accuracy with the cv-test partition. We repeat

the cross-validation procedure 10 times with random cv-train/cv-test partitions for

each parameter combination. We illustrate the cross-validation accuracies for different

p in Fig. 4·14. To obtain these accuracies we choose the parameters C and γ that

maximize average accuracy over 10 runs, separately for each choice of p. We observe

that most parameter choices performed similarly well and the number of dictionary

elements with highest mean at lower standard deviation is found to be p = 25.

Once we have obtained the parameters p, C and γ that maximize the average

cross-validation accuracy, we perform training and testing using these parameters

in order to estimate the performance of our system on previously unseen data. To

accomplish this, we use the original partitioning to training (consisting of cv-train and

cv-test) and test data, with white Gaussian noise of σ = 0.01 added to the images

in the test partition as measurement noise. The training step involves dictionary

learning with chosen number of elements p and training an SVM using the dictionary
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coefficients with the chosen C and γ, with the training partition. We then use OMP

to obtain the coefficients for the test partition corresponding to the learned dictionary

and evaluate the accuracy of the SVM by testing using the dictionary coefficients of

the testing data.

The distribution of the dictionary coefficients for the training partition are given in

Fig. 4·10 in the previous section. The distribution of the dictionary coefficients for the

test partition are illustrated similarly in Fig. 4·15. We observe similar distributions

with the training set, with similar coefficients being dominant for the corresponding

classes.

The final accuracy we obtain with the test data is 96.77%, for which the confusion

matrix is illustrated in Fig. 4·16. We observe that the erroneous samples are a few

OR and NAND gates that are classified as AND gates. Again, this is similar behavior

to what we observed in the previous section, where AND and OR gates were harder

to distinguish.

In this section we proposed a gate classification framework using higher resolution

imaging and multiple spatial measurements on a single wavelength for each gate.

We have shown that it is possible to improve identification accuracy to about 97%

from about 85% in the previous framework, using a robust dictionary representation

and support vector machines for classification. While this set-up requires more

measurements thus is slower in practice compared to the previous set-up, it can be

used as a second stage analysis for parts of the circuitry for which the former analysis

returns predictions with low confidence. We also note that while we used an NA of 2

in this analysis, it is possible to use higher NA values to either improve accuracy to

higher than 96%, or to extend the framework to smaller process nodes and maintain

similar accuracy.
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Figure 4·15: Box plots for dictionary coefficients corresponding to
each dictionary element estimated using OMP, for different gate classes
in the test set with 29 AND, 27 OR, 27 NAND, 25 NOR, 8 XOR and 8
XNOR gates.

4.3 Conclusions

In this chapter, we first demonstrated the use of a multi-spectral imaging approach

with a SIL microscope for rapid identification of gates in a chip. With the advances
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Figure 4·16: Confusion matrix illustrating the number of gates that
are correctly and incorrectly classified.

in IC technology, the traditional high NA imaging methods that are mainly used

for fault analysis are becoming limited in resolving the small structures present in a

gate. Instead of resolving these small structures, the multi-spectral approach aims at

capturing the signature of each gate type at a considerably low NA of 0.8 to distinguish

between each gate type in a matter of few minutes. It benefits from the model of the

system to determine which features provide the most unique signature for different

gate types. Without the model, it would be necessary to experimentally acquire the

signatures for the gates at a large number of different wavelengths, which requires

either a spectrometer or many different lasers. With the model, we can pre-determine

a small number of wavelengths for sufficient accuracy and eliminate the need for

experimental measurements at most wavelengths.

In the second part of this chapter, we demonstrated the use of higher NA imaging

to achieve an increased accuracy. This method requires a denser spatial sampling of
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the chip and hence has a slower acquisition speed, however the dense sampling at

higher NAs allow us to achieve a higher accuracy while still not necessitating resolving

individual structures. We propose this method to be used in conjunction with the

multi-spectral imaging at low NAs, specifically in the instances where the first method

returns lower confidence values. With the combination of two methods, we showed

that accuracies above 96% are possible for identification of different gate types.

We note that the accuracy of this framework can be improved by further utilizing

the layout of the chip. In this work we did not assume knowledge of the true identities

of the gates from the layout when identifying different gate types, except for their

center locations. To increase the detection accuracy, the prior information from the

neighboring gates could be incorporated into likelihood calculations. Similarly, the

prior probability distribution for gate types at each location can be modified to put

a higher weight on the true gate type, assuming that the gate is not replaced with

high probability. This would result in a better performance in the proposed Trojan

detection application, where the aim is to confirm whether the true gate is present (or

replaced) as opposed to the problem of gate identification without prior knowledge of

the chip.
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Chapter 5

Free-form lens illumination with extended

light sources

In previous chapters we considered modeling and enhancement of imaging systems

specifically for the application of IC imaging and showed that modeling and model-

aware methods are useful in analyzing and improving the capabilities of imaging

systems. In this chapter we consider a different problem domain for model-based

enhancement in non-imaging optical systems and show that model-aware methods can

similarly improve the performance. As an example of a non-imaging optical system,

we focus on the problem of free-form lens design for forming prescribed illumination

patterns on a projection surface, as introduced in Chapter 1.

Common methods for designing free-form lenses consider the input to be a point

source (cf. Section 2.4), however achieving light sources with small effective sizes is

impractical in compact and energy-efficient systems. While extended light sources

such as LEDs are commonly utilized in such applications, using extended light sources

with lenses designed for point sources leads to significant blurring in the resulting

illumination pattern, as the design algorithms does not account for the rays originating

from extended light sources. This effect is illustrated in Fig. 5·1.

In this chapter, we develop a deconvolution-based framework to eliminate the

blurring effects of extended light sources. Given a free-form lens designed for a point

source, we first use the physical model of the lens and estimate spatially-varying blur

kernels that capture the effects of an extended light source on the illumination pattern.



92

Figure 5·1: The direction of a ray from the point source in (a) compared
o the direction of the rays with an LED in (b). Adapted from (Luo
et al., 2010).

We then use a shift-variant deconvolution operation to deconvolve the target image

with the obtained kernels and design a new lens for the deconvolved target image. We

demonstrate that when the new lens is illuminated with an extended light source, the

deconvolution operation cancels out the blurring and results in a sharper image closer

to the original target pattern.

We use a specific notion of resolution as the performance criterion for this problem.

While the resolution is defined as the measure of spread of a point source determined

by the PSF in an imaging system, in this non-imaging application we consider the

effective spread of the obtained illumination pattern compared to the original target

due to the joint effect of the optimized lens and extended light source. Specifically, we

estimate the line spread function (LSF) of the projected patterns from their edges

and compute their FWHM as given by the Houston criterion.

5.1 Shift-variant deconvolution framework

In this section, we present the details of our shift-variant framework. Note that in

scenarios where the light source and the projection screen is far away from the lens,



93

the system can be approximated as a shift-invariant system (Ma et al., 2015; Kiser

and Pauly, 2012). However, in compact and energy efficient systems the shift-variant

nature of the system must be taken into account. This requires obtaining a separate

blur kernel for each point on the lens and deconvolving the target image with the

corresponding blur kernels, which is computationally inefficient. Instead, we assume

that the blur kernel changes slowly between adjacent points on the lens and partition

the lens into different sub-regions containing similar characteristics. We then estimate

a single blur kernel for each sub-region, assuming that the system is shift-invariant

inside these sub-regions and perform the deconvolution on the original target with the

estimated blur kernels.

5.1.1 Partitioning the lens

In order to partition the lens into sub-regions, we use the simple linear iterative

clustering (SLIC) super-pixel algorithm (Achanta et al., 2012). This algorithm is

originally used for partitioning images to spatially localized sub-regions that contain

pixels with similar features, such as intensity or color values. It is an iterative algorithm

that alternates between computing cluster means and assigning pixels to clusters with

similar features determined by a distance metric. In this sense it is similar to the

K-means clustering algorithm (Macqueen, 1967), however in the assignment step the

search space is constrained to the pixels around the cluster means. In the image

domain this allows the discovered partitions to be spatially localized.

In this work, we use the geometric properties of the lens as a feature to characterize

sub-regions since we are working with lenses (which are characterized by their height

maps) instead of intensity or color images. The curvature of the lens determines

the angle that the light is refracted with respect to the optical axis, therefore the

shape and size of the blur kernel depends on the curvature. This indicates that the

sub-regions with similar curvatures will result in similar blur kernels. To use the
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curvature of the lens as a feature in the super-pixel algorithm, we represent each point

on the lens by a positive semidefinite (PSD) matrix M formed by using the major

and minor curvatures on each point. Specifically, we represent the directions of the

curvatures as the eigenvector matrix and the rates of growth of an extended ray when

passing through the lens along the optical axis as the eigenvalues of M . Given the

curvature of the lens, the rates of growth rmax, rmin are expressed as

rmax /min = 1− (n− 1)dpκmax /min, (5.1)

where n is the refractive index of the lens, dp is the distance of the lens to the projection

plane and κmax /min are the curvatures of the lens along the major and the minor axes

respectively. With these parameters, the matrix M is then expressed as

M =

vmax vmin


rmax 0

0 rmin


vmax vmin


T

, (5.2)

where vmax /min are the 2×1 column vectors denoting the directions of the curvatures

of the major and minor axes and [·]T is the matrix transpose operator.

Once we form a PSD matrix for each point on the lens using the above formulation,

we cluster them using the SLIC algorithm. Note that the algorithm works by calculating

the distance between different features, as well as calculating the mean of given feature

points. For calculating the distance between two PSD matrices M1 and M2 we utilize

the distance metric proposed by (Förstner and Moonen, 2003)

dm(M1,M2) =

√√√√ n∑
i=1

ln2 λi(M1,M2), (5.3)

where λ1(M1,M2), . . . , λn(M1,M2) are the generalized eigenvalues of M1 and M2. In

addition, given a set of N PSD matrices, we calculate their mean using the gradient
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descent algorithm (Pennec et al., 2006)

M̄ t+1 =
(
M̄ t
) 1

2 exp

(
1

N

N∑
i=1

log
((
M̄ t
)− 1

2 Mi

(
M̄ t
)− 1

2

))(
M̄ t
) 1

2 , (5.4)

where the mean matrix is initialized as the identity matrix. It is shown in (Pennec

et al., 2006) that this algorithm typically converges in approximately 10 iterations,

which is also the number of iterations we used in our experiments.

5.1.2 Blur kernel estimation

Once the partitioning is done, the blur kernel corresponding to each partition is

estimated for the central point of each sub-region. For each central point, placing

a virtual pinhole on the lens and tracing the image of the LED on the projection

surface would give us the blur kernel. However, to reduce the computational burden,

for a square LED (which we consider in this work) we assume that the image of the

LED will form a quadrilateral on the projection surface. With this assumption, we

consider the rays originating from the four corners of the LED travelling to the central

point of the partition and trace their projected locations on the projection surface

for each sub-region using the thin lens approximation. We then estimate the blur

kernel by fitting a quadrilateral with corners at the projected locations, assuming

a homogeneous intensity distribution over the kernel as illustrated in Fig. 5·2 for a

single point on the lens.

5.1.3 Deconvolution

In order to deconvolve the target image with the estimated blur kernels, we assume

that the target image is smooth and consider a regularized linear inverse problem using

a weighted Tikhonov regularization (Tikhonov and Arsenin, 1977) on the gradient of



96

                          

LED 

Free-form Lens Projection surface 

Figure 5·2: Blur kernel estimation for a single point on the lens.

the convolved image to enforce smoothness. We formulate the optimization problem

d∗ = arg min
d≥0

L(h ∗ d, t) + λ‖W ◦ ∇(h ∗ d)‖22, (5.5)

where d is the deconvolved target image, ∗ is the shift-variant convolution operator, h

is the shift-variant blur operator, t is the target image and L(h ∗ d, t) is a data fidelity

term measuring the similarity between the blurred underlying image and target image

which we will define in detail later on. λ is the regularization parameter, ◦ is the

element-wise (Hadamard) product and ∇ is the gradient operator. W is the weighting

term given by Wi = (1− si) where s is the normalized and dilated edge field of the

target image t, such that if the pixel i is close to the edge the weight becomes zero.

This removes the regularization on pixels near the edges in the target image to ensure

that the edges of the convolved image are not smoothed out.

To solve the above formulation, we derive the Richardson and Lucy (RL) algorithm

(Richardson, 1972; Lucy, 1974) with the regularization on the convolved image.

The RL method is an expectation maximization algorithm which computes the

maximum likelihood estimate of the underlying image assuming Poisson statistics

on the observation. Without the regularization term, the algorithm minimizes the
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negative log likelihood for a Poisson distributed observation (Dey et al., 2006)

L(d) , L(h ∗ d, t) =

∫
x

[(h ∗ d)(x)− t(x) · log(h ∗ d)(x)] dx, (5.6)

which corresponds to the data fidelity term L(h ∗ d, t) in Eq. 5.5 and x is the spatial

location parameter. We include the regularization term in Eq. 5.5 and express the

final cost function as

L2(d) =

∫
x

[(h ∗ d)(x)− t(x) · log(h ∗ d)(x)] dx+ λ

∫
x

|W (x)∇(h ∗ d)(x)|2 dx (5.7)

, L(d) + λLTik(d). (5.8)

The optimum solution for this cost function can be obtained by setting the derivative

of L2 to zero for all directions s, where the directional derivative is given by

∇sL2 = lim
ρ→0

L2(d+ ρs)− L2(d)

ρ
. (5.9)

The derivation of this algorithm for the unregularized case and for Tikhonov

regularization on the underlying image is given in (Dey et al., 2006), therefore we only

calculate the derivative of the regularization term JTik. A small perturbation ρs on

the regularization term changes the regularization cost to

LTik(d+ ρs) =

∫
|(W ◦ ∇(h ∗ d+ ρh ∗ s))(x)|2 dx (5.10)

=

∫ [
|(W ◦ ∇(h ∗ d))(x)|2 + ρ2|(W ◦ ∇(h ∗ s))(x)|2

+ 2ρ(W ◦ ∇(h ∗ d))(x)(W ◦ ∇(s ∗ h))(x)
]

dx. (5.11)
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For a small ρ, the perturbed cost function can be approximated as

LTik(d+ ρs) ≈ LTik(d) + 2ρ

∫
(W ◦ ∇(h ∗ d))(x)(W ◦ ∇(h ∗ s))(x) dx (5.12)

= LTik(d) + 2ρ〈W ◦ ∇(h ∗ d),W ◦ ∇(h ∗ s)〉 (5.13)

= LTik(d) + 2ρ〈ĥ ∗ ∇̂W 2 ◦ ∇(h ∗ d), s〉 (5.14)

= LTik(d)− 2ρ〈ĥ ∗ div
(
W 2 ◦ ∇(h ∗ d)

)
, s〉, (5.15)

where (̂·) denotes the adjacent operator, ĥ(x) = h(−x), ∇̂ = −div and div is the

divergence operator. From now on we will replace the term W 2 with W for simplicity

as in our formulation the weights are zero or one.

Combining the derivatives of the unregularized term from (Dey et al., 2006) and

our regularization term and setting their sum to zero, we have the equality∫
x

ĥ(x)− ĥ ∗ t

h ∗ d
(x)− 2λ ĥ ∗ div(W ◦ (∇h ∗ d))(x) dx = 0. (5.16)

Assuming that the blur kernels h are normalized to one, we have
∫
x
ĥ(x) dx = 1.

Therefore, following the steps in (Dey et al., 2006) a multiplicative iterative algorithm

to find d(x) satisfying Eq. 5.16 is found as

d(n+1) =
d(n)

1− 2λ
[
ĥ ∗ div (W ◦ (∇h ∗ d(n)))

] ◦ (ĥ ∗ t

(h ∗ d(n))

)
, (5.17)

where d(n) is the estimated deconvolved target at the nth iteration.

Note that given a non-negative initial estimate, the unregularized RL algorithm

(λ = 0) outputs non-negative estimates at each iteration. However, with the regulariza-

tion the denominator could take zero or negative values, violating the non-negativity

property of the algorithm. To avoid this, we use the stabilized version of the algorithm

given in (Welk, 2016) referred to as regularized RL. For the shift-variant convolution
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operation ∗ we use the overlap and add method as described in (Nagy and O’leary,

1997).

We note that the non-negativity constraint on the deconvolved target in Eq.

5.5 limits the performance of the deconvolution framework. More specifically, in

signage applications where the target is generally a smooth and binary image and the

blur kernels have homogeneous intensity distribution, the deconvolved target image

produced by the algorithm will typically consist of a set of discrete points such that

when convolved with the blur kernel, the resulting image will be a tiling of the blur

kernels. This means that the performance of the deconvolution framework will depend

on the shape and size of the target pattern relative to the shape and size of the blur

kernel. With this tiling property of the framework in mind, the target patterns can be

selected carefully to obtain a better performance. We will discuss this tiling property

in further detail in the following sections.

5.2 Results and discussion

5.2.1 Physical set-up and parameters

Throughout this section we use the following set-up and parameters unless otherwise

stated. For a given target pattern, we consider a uniform light source collimated

along the optical axis and optimize a lens for a given focal length with the algorithm

described in Section 2.4. In order to simulate the image formed by the lens with an

LED, we switch from the collimated set-up to the diverging set-up by using the thin

lens equation

1

f
=

1

ds
+

1

dp
, (5.18)

where f is the focal length of the lens, ds is the distance of the light source to the lens

and dp is the distance of the projection surface to the lens. To optimize a lens, we use

a focal length of 3 units where 1 unit is the height of the lens, spatially discretized to
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512×512 pixels. For the divergent set-up we consider ds = 4 units and dp = 12 units,

and simulate the target image with a square Lambertian LED with a height of 0.1

units using the ray tracing software Persistence of Vision Raytracer (POVRay). The

target patterns are 8-bit images with values ranging from 0 to 255.

Given the optimized height map of the lens for the original target image, to

partition the lens into sub-regions we use the SLIC algorithm as described in Section

5.1.1 with modifications to the implementation of (Kovesi, ). We partition the lens

into 64 sub-regions and set the compactness parameter in (Achanta et al., 2012)

to zero to emphasize the similarity between two pixels as opposed to their spatial

proximity to one another in the distance calculation. The SLIC algorithm does not

enforce connectivity of super-pixels and to enforce this we relabel the disjoint super-

pixels and merge any sub-regions with area smaller than 4 pixels with their adjacent

regions, following (Kovesi, ). With the obtained sub-regions on the lens, we calculate

their corresponding regions on the projection screen to be used in the deconvolution

algorithm.

Given the centers of each sub-region and the size of the LED, we calculate the

blur kernel for each region as described in Section 5.1.2. We note that due to the

scattering, first and higher order reflections on the lens or the imperfections on the

surface of the lens (Kiser and Pauly, 2012) (which we do not account for) the size of

the blur will be larger compared to our calculations. This would present a problem

especially when the deconvolution algorithm results in a tiling of the blur kernel, as

the tiles might overlap if the size of the estimated blur is smaller than the actual

blur size. To account for these possible scenarios, we calibrate the size of the blur

kernels empirically with the observed simulation results. For the signage application

with the given parameters, on average the dimensions of the blur kernels are found to

be approximately 40 pixels before magnification and as will be discussed in the next
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section, our simulations showed that dilating the blur kernel by 3 pixels to calibrate

their dimensions to approximately 43 pixels gives the best performance.

Once the blur kernels are calculated for each sub-region on the target image, we

use the regularized RL algorithm to solve Eq. 5.5 and perform deconvolution on the

target image. We run the RL algorithm for 250 iterations with λ = 10 and s as the

binary edge field of the target image dilated by 2 pixels used to calculate the weights

W = 1− s.

5.2.2 Experimental and simulation results

As discussed in Section 5.1.3, the performance of the deconvolution framework depends

on the shape and size of the target pattern due to the tiling property of the algorithm.

In order to best utilize this property we start with a target pattern of letter E in Fig.

5·3(a), where we carefully pick the height and width of the pattern according to the

size of the blur. We optimize a lens for the target image and illustrate the height map

(overlaid with its contour plot) of the lens and the resulting blurry image when the

lens is illuminated with an LED in Fig. 5·3. The colorbars next to the height-maps in

Figs. 5·3(b) and 5·3(e) indicate the heights on the lenses in lens units.

With the height map of the lens for the original target (illustrated in Fig. 5·3(e)),

we partition the lens into 64 sub-regions, calculate the blur kernel for each region

and deconvolve the target image with the obtained blur kernels. Figures 5·4(a),(b)

illustrate the partitions on the lens overlaid with the log-magnitude and orientations

of the minimum and maximum curvatures. We observe that the SLIC algorithm

is able to group regions with similar curvatures into the same partition, except for

the regions at the boundaries of the lens. This is due to fact that the boundaries

have small thickness and may be corrected by using a larger number of partitions or

initializing the partitions more intelligently in the SLIC algorithm. The projection of

these partitions on the projection plane overlaid with the target image is illustrated



102

(a)

−0.064

−0.056

−0.048

−0.040

−0.032

−0.024

−0.016

−0.008

0.000

(b) (c)

(d)

−0.064

−0.056

−0.048

−0.040

−0.032

−0.024

−0.016

−0.008

0.000

(e) (f)

Figure 5·3: Letter E pattern. (a) Original target pattern, (b) height
map of the lens, (c) simulated LED image of the target on the projection
surface, (d) deconvolved target pattern, (e) height map of the new
lens, (f) simulated LED image of the new target. The contrast of the
deconvolved target is enhanced to increase visibility.

in Fig. 5·4(c). We observe that these partitions clearly separate the dim and bright

areas of the illumination pattern, which is expected as the blur kernels corresponding

to these regions would be different.

The deconvolved target image is shown in Fig. 5·3(d). It is important to note

that since the original target image is a smooth binary image, the deconvolved target

consists of delta functions which tiles the blur kernel when illuminated with an LED.

As noted before, we picked the size of the original target pattern to make sure that the

tiles fit inside the letter. When a new lens is obtained for the deconvolved target image,

we simulate its image with an LED and obtain the sharper image on the projection

screen, as illustrated in Fig. 5·3(f).
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(a) (b)

(c)

Figure 5·4: Partitioning into sub-regions for the letter E pattern.
Partitioning on the lens overlaid with the log-magnitude and orientation
of (a) the major curvature, (b) the minor curvature. (c) Partitions
as projected to the projection surface. Colors in (a,b) denote the log-
magnitude of the curvatures and arrows indicate the orientation of the
curvature axes. The blue grid denotes the boundaries of each partition.

In order to quantitatively evaluate the performance of our framework we use the

FWHM of the line spread function (LSF) of the system. We obtain the LSF by taking

a cross-section from an edge of the projected image and fitting a Gauss error function

to it, which gives us the edge spread function (ESF) defined as the spread of an edge.

Taking the derivative of the ESF results in the LSF of the system. The FWHM of

the LSF is calculated to be 33 pixels and 14.5 pixels for the resulting images of the
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(a) (b) (c)

Figure 5·5: Comparison of experimental and simulated data for the
letter E pattern. (a) Original target pattern simulated with a point
source, (b) deconvolved target pattern simulated with an LED, (c)
photograph of the pattern created by the fabricated lens illuminated
with an LED.

original and the deconvolved targets respectively, resulting in a 56% increase in the

sharpness.

To demonstrate the effectiveness of our framework on experimental data, we

fabricated the lens optimized for the deconvolved target image. Fig. 5·5(c) illustrates

the projected image when the fabricated lens is illuminated with an LED, where the

lens and the reflection of the light source on the lens are visible on the bottom right of

the image. We compare it to the simulated projected patterns, when the original lens

is illuminated with a point source in Fig. 5·5(a) and the new lens designed for the

deconvolved target is illuminated with an LED in Fig. 5·5(b). We observe that the

experimental performance matches our expectations set by the simulated projected

pattern.

We have shown that this framework produces sharp images when the deconvolved

target image is illuminated with an LED, for a carefully chosen target pattern. However,

it is not possible to perfectly tile every target pattern. We illustrate this with a new

target pattern of letter a in Fig. 5·6, which contains edges in different orientations and

does not have constant width or length like the letter E. We use the same parameters
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in the previous experiment for the simulations.
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Figure 5·6: Letter a pattern. (a) Target pattern, (b) height map of the
lens, (c) LED image of the target, (d) deconvolved target, (e) convolved
image of the new target and the blur operator and (f) LED image of
the new target. The contrast of the deconvolved target is enhanced to
increase visibility.

Figure 5·6 illustrates the resulting height map of the lens and the projected image

of the target illuminated with an LED. We then follow the same procedure as letter E

to deconvolve the new target pattern, where we partition the lens into 64 sub-regions,

estimate the blur kernel for each sub-region and deconvolve the target image with the

estimated blur kernels to obtain a new target image. The partitions on the lens overlaid

with the log-magnitude and directions of the minimum and maximum curvatures, and

the projections of these partitions on the projection surface overlaid with the target

pattern are illustrated in Fig. 5·7(c).

We note that the deconvolved target in Fig. 5·6(d) consists of stripes in addition to
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(a) (b)

(c)

Figure 5·7: Partitioning into sub-regions for the letter a pattern.
Partitioning on the lens overlaid with the log-magnitude and orientation
of (a) the major curvature, (b) the minor curvature. (c) Partitions
as projected to the projection surface. Colors in (a,b) denote the log-
magnitude of the curvatures and arrows indicate the orientation of the
curvature axes. The blue grid denote the boundaries of each partition.

delta functions since it is not possible to perfectly tile the target image with the blur

kernels. The resulting image when the deconvolved target image is illuminated with

the LED is shown in Fig. 5·6(f). We observe gaps and overlaps around the regions

where the blur kernels are not tiled perfectly due to the changing height and width of

the letter. Even though the resulting image is not as uniform as it was in the letter

E pattern, it is 58% sharper compared to the projected image of the original target,
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where the FWHM of the LSF is decreased from 31 pixels to 13 pixels.

So far we worked with a larger blur kernel where the size of the LED is 0.1 units.

Since the size of the blur kernel is large, it is more difficult to tile the blur kernel and

this results in the gaps and overlaps observed in Fig. 5·6(f). If we use a smaller LED,

tiling the blur kernel will be easier with deconvolution and the resulting image will be

smoother when the deconvolved target image is illuminated with an LED. We illustrate

this in Fig. 5·8, where we decrease the size of the LED to 0.05 units. We follow the

same deconvolution procedure above with the same parameters and only change the

parameter used in the calibration of the blur kernels. With the smaller LED, the

calculated size of the blur is found to be 20 pixels and our simulations showed that

dilating the blur kernels by 1 pixel gives the best result. After deconvolving the target

image with the blur kernels and simulating the LED image of the deconvolved target,

we observe that the resulting image with a smaller LED in Fig. 5·8(c) is smoother

and more uniform compared to the result with larger LED in Fig. 5·6(f). With the

new size for the LED, there is a 37.5% increase in the sharpness with the deconvolved

target compared to the original target, where the FWHM of the LSF is decreased

from 16 pixels to 10 pixels.

(a) (b) (c)

Figure 5·8: Deconvolution results. (a) Deconvolved target, (b) LED
image of the original target for comparison, (c) LED image of the
deconvolved target. The contrast of the deconvolved target is enhanced
to increase visibility.
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We next investigate the effect of the regularization parameter λ in Eq. 5.5 on

the projected images. In Fig. 5·9 we illustrate the projected patterns for λ = 0

(unregularized), λ = 10 (what we used so far) and λ = 25 for an LED size of 0.1

units. We observe that with regularization the interior of the patterns become slightly

smoother compared to the unregularized case. Even though the difference between

λ = 10 and λ = 25 is not significant, we observe that some edges such as the top right

edge of the letter is slightly blurrier in the λ = 25 case.

(a) (b) (c)

Figure 5·9: Effect of regularization parameter on the projected images.
(a) λ = 0, (b) λ = 10, (c) λ = 25.

We remark that the performance of this framework is adversely affected when the

estimated blur size does not match the size of the actual blur. This could happen

due to the first or higher order reflections inside the lens or scattering of light due to

the roughness of the fabricated lens surface. As mentioned in Section 5.2.2, when the

algorithm chooses to tile the blur kernel the separation between two delta functions

depends on the size of the blur kernel. Therefore, if the size of the blur kernel is not

calculated correctly, it would result in gaps or overlaps in the final image. To illustrate

this, we simulate a new target pattern of letter E in Fig. 5·10 with a different size than

the previous example. We use the same parameters as our original example with the

size of the LED as 0.1 units, but do not calibrate the average size of the blur kernels

to 43 pixels and use the uncalibrated blur kernels with an average size of 40 pixels
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instead. The size of the original target pattern is also selected accordingly to match

the assumed size of the blur kernel. The height map and the LED image of this target

is shown in Fig. 5·10.

Following the rest of the procedure, we deconvolve the target pattern with the

estimated blur kernels and expect that the resulting image will be perfectly tiled

when the deconvolved target is illuminated with an LED, since we assume that the

size of the blur kernel is correct. However, since the size of the actual blur kernel is

larger than the estimated blur kernel, the tiles in the final image overlap, yielding a

non-uniform image on the projection screen as shown in Fig. 5·10(f). This example

demonstrates the need for calibrations on the size of the blur kernels.
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Figure 5·10: Letter E, illustrating the overlapping of the tiles when
the blur kernels are not calibrated. (a) Target image, (b) height map of
the lens, (c) LED image of the target, (d) deconvolved target, (e) height
map of the new lens, (f) LED image of the new target. The contrast of
the deconvolved target is enhanced to increase visibility.
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5.2.3 Discussion

In our experiments we discussed the tiling property of our framework and its effect on

the resulting patterns, and showed that the success of the deconvolution depends on

the size and shape of the target pattern with respect to that of the blur kernels. Note

that given any lens, the effect of the LED on the resulting pattern can be represented

as a space-variant convolution h∗t of the blur kernels h with the original target pattern

t. In this work we posed our framework as an optimization over the deconvolved target

pattern d, given the blur kernels ht that are derived from the lens designed for the

original target pattern, that would result in the image ht ∗ d ≈ t. When we design a

new lens for the deconvolved target pattern d, the corresponding blur kernels hd will

have been changed from the kernels ht considered in the optimization, leading to the

pattern hd ∗ d. Thus, this suggests that a joint optimization over both the lens design

and the deconvolved pattern should be performed, which is not trivial. We remark

that our framework can be thought of as a one cycle of an alternating optimization

framework for the two variables. While this procedure can be repeated multiple times,

nevertheless we have shown that one cycle is successful in generating sharp images at

the output.

It is noteworthy that even if we solve the joint optimization problem, due to the

convolutional nature of this projection with the LED the resulting patterns will be a

tiling or smearing of the blur kernels. Therefore, it might not be possible to generate

arbitrary patterns and the nature of the blur kernel must be taken into account when

designing target patterns. It is also noteworthy in this context that the literature on

designing free-form lenses with extended light sources generally aim at generating

uniform rectangular illumination patterns (Wester et al., 2014; Luo et al., 2010),

whereas in this work we illustrated a method that is capable of generating regular and

irregular shaped patterns with sharp edges.
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5.3 Conclusions

In this chapter, we proposed a deconvolution-based framework to create sharp illumi-

nation patterns using free-form lenses with extended light sources. Our framework

estimates the blur kernels on the lens due to the extended light source and decon-

volves the target pattern using the estimated kernels. We demonstrated through both

simulations and experiments that we can eliminate the blurring due to the extended

light source and obtain a sharp image when the lens designed for the deconvolved

target is illuminated with an extended light source for certain target patterns. We

discussed the limitations of generating prescribed illumination patterns with extended

light sources due to the convolutional nature of this problem.
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Chapter 6

Conclusion

6.1 Summary and Conclusions

In this dissertation we presented methods for modeling and model-aware enhancement

of imaging and non-imaging optical systems. In particular, we considered three

frameworks in the area of IC imaging and designing free-form lenses for illumination.

For the IC imaging application, we derived an electromagnetic model for the aSIL

microscope and proposed enhancement methods for fault analysis. Furthermore,

we developed gate classification methods for reliably detecting hardware Trojans

inserted in ICs. For the free-form lens design application, we developed a model-

based deconvolution method that is capable of creating sharp patterns under LED

illumination, despite the blurring effects of the LED.

In Chapter 2, we provided background information and presented the related

work on the applications areas we consider in this dissertation. We reviewed different

resolution criteria which we used for evaluating the performance of different optical

systems. We introduced SILs and their uses in backside imaging of ICs and presented

the existing literature on modeling SIL microscopes. We then discussed the mechanisms

for inserting hardware Trojans into ICs and reviewed the work on their detection

techniques. Finally, we discussed the methods for designing free-form optical surfaces

for illumination applications, and reviewed the algorithm we used for designing free-

form lenses.

In Chapter 3, we derived the Green’s function of the aSIL microscope for subsurface
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imaging and analyzed the effects of forbidden light on the performance of the microscope

for metal layers buried in the insulating dielectric medium. We concluded that the

performance of the microscope deteriorates for higher level metal layers in bulk silicon

chips. We then extended our Green’s function formalism to model SOI chips and

demonstrated that increased BOx thickness results in a decreased performance in

terms of resolution and light collection efficiency. Next, using the derived Green’s

function we proposed an optimization framework for designing super-resolving pupil

masks and discussed the trade-offs in designing such masks. Finally, we derived the full

electromagnetic model of the aSIL microscope that models the image of an arbitrary

structure. The developed model has been used by (Cilingiroglu et al., 2015) to increase

the resolution of the aSIL microscope through post-processing techniques.

In Chapter 4, we developed two classification methods for identification of digital

gate types to detect hardware Trojans. The first method is based on a multi-spectral

imaging approach that represents the signature of each gate with a few reflectance

measurements obtained for different wavelengths and polarizations at low resolution.

We used a Bayesian classifier to identify different gate types. Since each gate is

represented by a few measurements, this method can rapidly detect if a chip has

been tampered within a matter of minutes. The second method trade-offs speed for

accuracy and uses higher resolution images and utilizes advanced learning algorithms

including dictionary learning and support vector machines. We propose the second

method to complement the first one due to the its comparatively lower acquisition

speed.

In Chapter 5, we considered the problem of free-form lens design for forming

prescribed illumination patterns on a projection screen. We discussed the blurring

effect stemming from using extended light sources with free-form lenses and developed

a deconvolution-based method that eliminates the blur. We discussed the limitations of
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generating sharp illumination patterns with extended light sources and demonstrated

the effectiveness of our framework on both simulated and experimental data for

different target patterns.

6.2 Future directions

In this section we propose future directions for research. In Chapter 3, we discussed

the modeling of aSIL microscopy and noted certain mismatches between the model

and the experimental set-up. To improve the modeling accuracy, the air-gap between

the immersion lens and the substrate of the chips can be incorporated into the model.

Similarly, the thickness mismatch between the SIL and the substrate can be modeled

as well, along with the refractive index mismatch between the two media in cases

where the material of the SIL is different than the material of the substrate. Another

possible direction could be the modeling the techniques for imaging active circuits

such as laser voltage imaging (LVI), which is an optical fault analysis technique that

images the active regions in ICs (Ng et al., 2010). Being able to model the electro-optic

dynamics of active ICs could be useful in analyzing and improving the performance of

these techniques.

For detecting hardware Trojans, the accuracy of the detection techniques can be

further improved. For example, the layouts of the gates can be modified to enhance their

spectral responses by engineering optical nano-antenna structures. These structures

can be optimized such that the spectral signatures of the gates can be distinguished

more easily and the sensitivity of the classification framework to measurement noise is

decreased.

While it is not a contribution of this dissertation, we performed a preliminary

analysis on integrating nano-antenna structures into different gate types, in collabora-

tion with Dr. Ronen Adato. As explained in Chapter 4, considering that the spectral
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Figure 6·1: Spectral response of (a) bare gates, (b) gates labeled
with nano-antennas for x-polarized illumination. Near-field intensity
distributions of (c) bare AND gate, (d) AND gate with a nanoantenna
label (bottom) at λ = 1.25µm. (e) Error rates as a function of noise
level with and without the antenna labels. Adapted from (Adato et al.,
2015)

responses of certain gate pairs (i.e. AND/OR, NAND/NOR, XOR/XNOR) are similar,

we engineered nanorod antennas to increase the diversity of the spectral responses of

these gate pairs (Adato et al., 2015). Figures 6·1(a) and 6·1(b) illustrate the spectral

response of 6 bare basic gates (without the antenna labels) and the same gates with

the antenna labels under x-polarized illumination. As can be seen from the figure, the

spectral responses of aforementioned gate pairs are more distinguishable from each

other with the help of the nano-antennas. Figures 6·1(c) and 6·1(d) illustrate the

near field image of the bare AND gate and the AND gate with an antenna label at

a wavelength of 1.25 µm, where the nanorod antenna is placed at the bottom of the

layout in Fig. 6·1(d).

Following the procedure in Section 4.1.2, we computed the Bayes error rates for

classification under different noise levels, while selecting the most discriminative 4

wavelengths for both the bare gates and gates with antenna labels. The dashed black

lines in Figs. 6·1(a) and 6·1(b) illustrate the selected wavelengths for each case. Figure

6·1(e) illustrates the Bayes error rates as a function of noise level for bare gates and

gates with antenna labels. We observe that the error rate for gates with antenna
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labels is smaller than the error rate for the bare gates at all noise levels. For example

at a noise level of σ = 0.05 the classification error is decreased from 20% to 10% with

the antenna labels. This preliminary analysis shows that integrating nano-antenna

structures to gates is promising for accurately identifying different gate types in an

IC. It should be noted that the classification accuracy can be further increased by

designing more complex antenna labels instead of single nanorod antennas.

For the free-form lens design problem, an immediate direction for improvement

could be removing the thin-lens assumption in blur kernel calculation. While this

assumption holds in cases where the focal length of the lens is large, this approximation

may not be accurate for compact systems with small focal lengths. Thus removing

this assumption could lead to a better performance. Another direction could be

considering more energy efficient systems that utilizes LED collimators. In such

systems the blur kernels could have different characteristics requiring more rigorous

estimation techniques.
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