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Mukund Balasubramanian, Member, IEEE, Jonathan R. Polimeni, Member, IEEE, and Eric L. Schwartz

Abstract

We present two algorithms for computing distances along a non-convex polyhedral surface. The first algorithm computes exact minimal-geodesic distances and the second algorithm combines these distances to compute exact shortest-path distances along the surface. Both algorithms have been extended to compute the exact minimal-geodesic paths and shortest paths. These algorithms have been implemented and validated on surfaces for which the correct solutions are known, in order to verify the accuracy and to measure the run-time performance, which is cubic or less for each algorithm. The exact-distance computations carried out by these algorithms are feasible for large-scale surfaces containing tens of thousands of vertices, and are a necessary component of near-isometric surface flattening methods that accurately transform curved manifolds into flat representations.
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I. INTRODUCTION

Computing geodesics and shortest paths on surfaces is a challenging problem in computational and differential geometry, with several important areas of application such as computerized brain flattening [1], [2], texture mapping [3], surface partitioning [4], [5], terrain navigation [6], and path planning [7].

Most methods proposed for computing exact shortest paths on non-parametrized surfaces represented by polyhedral meshes are either prohibitively difficult to implement [8], [9], [10], [11], [12] or have impractical run times for meshes with many vertices [13]. As a result, several algorithms for computing approximate shortest paths have been proposed [6], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23]. These methods are appropriate for applications such as interactive visualization and texture mapping, where extremely rapid solutions are desired and some loss of accuracy can be tolerated.

However, there is a need for exact solutions that can be computed in a reasonable amount of time, particularly in the context of quantitative surface-based analyses of brain structure and function [24], [25], where accuracy is at a premium. Furthermore, exact solutions can be used to provide an off-line characterization of the quality of faster, approximate techniques (e.g., Dijkstra’s algorithm) on arbitrary surfaces.

Here we present two algorithms with cubic run-time performance for computing distances on polyhedral surfaces: the first algorithm computes the exact minimal-geodesic distance between every pair of vertices and the second algorithm builds on the first to compute exact shortest-path distances (the difference
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between these two types of distance is described in the following sections). We also present two linear-time algorithms for constructing the paths corresponding to these distances. The first algorithm computes the exact minimal-geodesic path connecting any two vertices on the surface, given the output of the minimal-geodesic distance algorithm and, similarly, the second algorithm computes the exact shortest-path curve between any pair of vertices. These algorithms are simple to implement and are practical for meshes with tens of thousands of vertices.

The remainder of this paper is organized as follows: Section II provides the differential geometry background pertaining to geodesics on differentiable surfaces and Section III extends these concepts to geodesics on polyhedral surfaces. The LOS algorithm for computing minimal-geodesic distances is described in Section IV, the LOS-Floyd algorithm for computing shortest-path distances is described in Section V, and the LOS-Path and LOS-Floyd-Path algorithms for computing the corresponding paths are described in Section VI. Experimental results and validation tests are presented in Section VII. Section VIII discusses related work and applications, and Section IX provides a closing summary.

II. GEODESICS ON DIFFERENTIABLE SURFACES

A geodesic on a differentiable surface (2-manifold) is a differentiable curve that has zero geodesic curvature at each point on the curve [26]. The geodesic curvature at a point is given by 

$$\kappa_g = \kappa \sin \theta,$$

where \(\kappa\) is the curvature of the curve at that point, and \(\theta\) is the angle between the normal to the surface \(\vec{N}\) and the normal to the curve \(\vec{n}\). For a surface and curve embedded in 3-dimensional Euclidean space \(\mathbb{R}^3\), this is equivalent to defining the geodesic curvature as the covariant derivative of the unit tangent vector to the curve [27].

The intuition behind this definition of geodesic curvature is as follows: consider a particle that travels at constant speed along a curve on a surface. The acceleration of this particle can be decomposed into one component normal to the surface—the normal curvature—and another component tangential to the surface—the geodesic curvature. In other words, the normal curvature is due to the bending of the surface, whereas the geodesic curvature is due to the bending of the curve within the surface [28]. Geodesic curvature and geodesics are therefore aspects of the intrinsic geometry of the surface—they are independent of the embedding of the surface in \(\mathbb{R}^3\).

Geodesics are frequently identified with shortest paths on curved manifolds. Although this is often true, geodesics need not be shortest paths and shortest paths need not be geodesics, as demonstrated in Figure 1.

![Fig. 1](image)

(a) A geodesic that is not a shortest path is shown as a dashed curve on the cylinder. The shortest path is shown as a solid curve. (b) A shortest path that is not a geodesic. This path is on a closed subset of \(\mathbb{R}^2\), which is an example of a manifold with boundary.

The distinction between geodesics and shortest paths follows from an application of the calculus of variations [29] to the arclength functional \(L\), which maps a curve (on a surface) to a real number corresponding to the arclength of the curve. The variational derivative \(\delta L\) of the functional \(L\) is analogous to the differential of a function of one variable: the critical points of \(L\) comprise the set of curves for
which $\delta L$ vanishes [30]. It can be proven that the curves on a surface that satisfy $\delta L = 0$ are precisely the geodesics of that surface [27].

However, there can be critical points where $L$ does not take on its minimum value (as in Figure 1(a)), and the global minimum need not occur at a critical point, in which case it will lie on the boundary of the domain (as in Figure 1(b)).

### III. Geodesics on Triangular Meshes

A **polyhedral surface** is a set of polygons that constitutes a piecewise-flat representation of a 2-dimensional surface embedded in $\mathbb{R}^3$. As it is straightforward to decompose simple polygons into triangles [31], [32], it shall henceforth be assumed that any polyhedral surface of interest has been converted into a **triangular mesh**, without loss of generality. For the triangular mesh to be a **manifold** (possibly with boundary), it must satisfy the following conditions [33], [34]:

- two triangles cannot intersect, except at a vertex or an edge shared by the two triangles;
- a triangle cannot share an edge with more than one other triangle;
- the $m_i$ triangles sharing vertex $i$ can be ordered into a sequence $T_1, T_2, \ldots, T_{m_i}$ such that adjacent triangles in this sequence share an edge; and
- a vertex on the boundary must be connected (via an edge) to exactly two other boundary vertices.

A surface given by a triangular mesh is not, in general, differentiable at triangle vertices or at points on the triangle edges. At these points, a curve on the surface is not differentiable, and therefore its curvature is undefined. Consequently, it might seem that the geodesic curvature (see Section II) must also be undefined on vertices and edges. However, this is not the case: triangle chains on meshes enable the definition of geodesic curvature on the edges of a triangular mesh.

A **triangle chain** is a sequence of triangles such that adjacent triangles in the sequence share an edge, and such that no triangle appears more than once in the sequence. Although it may not be possible to isometrically map (or “flatten”) an entire triangle mesh into the plane, it is possible to isometrically flatten any triangle chain on a triangular mesh; that is, the triangle chain can be laid out in the plane without changing the lengths (and therefore the angles and area) of any of the triangles in the chain (see Figure 2). This can be seen by imagining each shared edge in the chain as a hinge; starting with the second triangle, each triangle can be rotated in turn until it is in the same plane as the previous triangle in the chain [35].

Consider a curve that is contained within a triangle chain, as shown in Figure 2(a). By isometrically flattening the triangle chain, we also map the curve to the plane isometrically (Figure 2(b)). Under such a mapping, the intrinsic geometry of the surface is preserved. Therefore, the problem of computing the geodesic curvature of a curve on a mesh can be reduced to the much simpler problem of computing the (geodesic) curvature of a planar curve.

In order to compute an unambiguous value for the geodesic curvature at all points of a curve, the curve must not pass through a triangle vertex, except at its endpoints. If a curve does pass through an intermediate vertex, it can be contained within more than one triangle chain, and can therefore have more than one flattened representation. There is no guarantee that these different planar curves will have the same curvature at the intermediate vertex, resulting in an ambiguous value for the geodesic curvature at that vertex.

One possible solution to this problem is to define an intrinsically discrete measure of geodesic curvature that one can directly apply to the original curve [36], rather than invoking isometric flattening of triangle chains. Here we instead take the simpler approach of defining a geodesic on a triangular mesh as any path connecting two vertices that has the following properties: (i) the path is completely contained within some triangle chain and does not pass through any other vertices, and (ii) when this triangle chain and the path are laid out in the plane, the path is a straight line—a geodesic of the Euclidean plane. An important consequence of this definition is that some vertex pairs on a surface may have no geodesic connecting them.
IV. Computing Minimal-Geodesic Distances

In this section, we present a simple, novel algorithm, the LOS algorithm, for computing the minimal (i.e., shortest) geodesic distance between every pair of vertices on a triangular mesh. If the mesh is the boundary of a convex region in Euclidean $\mathbb{R}^3$, then an important result is that the minimal geodesic between two vertices is guaranteed to be the shortest path between these points [35]. For a non-convex mesh, however, further computation is required to calculate shortest-path distances; in Section V, we show how graph-theoretic algorithms can be used to perform this computation.

A. Iterative growth of triangle chains

The LOS algorithm is based on the iterative growth of triangle chains on a triangular mesh and, simultaneously, on the plane. We begin by describing one iteration of this algorithm: consider a triangle chain that has already been flattened, for which the last triangle is $\triangle ABC$ and $A$ is the last vertex (i.e., the vertex that is in the last triangle of the chain, but not in the next-to-last triangle). This triangle chain can be extended over the edge $AB$ or over the edge $AC$, as shown in Figure 2.

![Fig. 2. (a) A triangle chain on a triangular-mesh approximation of the unit sphere, along with a curve contained within this triangle chain. The first vertex of the chain is $S$, the last triangle is $\triangle ABC$ and the last vertex is $A$. The triangle chain can be isometrically flattened: this is shown in (b) along with the flattening of the curve under this isometry. In this case, the flattened curve is a straight line, indicating that the curve shown in (a) is indeed a geodesic of the triangular mesh.](image)

If we choose to grow the triangle chain over edge $AB$, then extending the flattened triangle chain requires the calculation of the coordinates of vertex $D$ in the plane. This calculation is equivalent to finding the intersection of two circles given their centers and radii; the centers are the planar coordinates of vertices $A$ and $B$, and the radii are the distances $d_{AD}$ and $d_{BD}$, where $d_{AD}$ is the 3-dimensional Euclidean distance between vertex $A$ and vertex $D$, and $d_{BD}$ is the 3-dimensional Euclidean distance between vertex $B$ and vertex $D$. This is a straightforward problem that can be solved using the law of cosines.

Let us assume that a segment of the edge $AB$ is “visible” from the first vertex $S$ (i.e., the vertex that is in the first triangle of the chain, but not in the second triangle). By this we mean that a straight line can be drawn on the flattened triangle chain from $S$ to any point on the segment, such that the straight line is completely contained within the triangle chain. The angle that any such line makes with the horizontal axis can be easily computed: let $\theta_{\text{min}}$ be the smallest such angle and let $\theta_{\text{max}}$ be the largest angle (see Figure 3). Let $\theta$ be the angle that the straight line from $S$ to $D$ on the flattened triangle chain makes with the horizontal axis. If $\theta \in [\theta_{\text{min}}, \theta_{\text{max}}]$, then a geodesic connecting $S$ to $D$ exists on this triangle chain; the length of the geodesic is simply the Euclidean distance between $S$ and $D$ in the plane.

If we continue to grow this triangle chain, we must again choose one of two edges over which to extend the triangle chain. If, every time we are confronted with such a choice, we first extend the chain over one edge and then return later to extend the chain over the other edge, we will have constructed every possible triangle chain on the triangular mesh, in a depth-first manner. For any such triangle chain,
Fig. 3. If $\theta \in [\theta_{\text{min}}, \theta_{\text{max}}]$, where $\theta$ is the angle vertex $D$ makes with the horizontal axis, then the straight line connecting $S$ to $D$ will be contained within the flattened triangle chain. Therefore, a geodesic connecting $S$ to $D$ exists on this triangle chain.

we can compute the length of the geodesic between the first vertex and the last vertex on the flattened chain (if a geodesic exists), storing this path if it is shorter than the geodesics on other triangle chains between these two vertices. This strategy of exhaustive search is feasible for meshes with a small number of vertices ($\approx 1000$) [13].

Instead of performing an exhaustive search, we can greatly reduce the number of triangle chains we need to construct by extending triangle chains only over edges that have a visible segment. To see this, consider the situation illustrated in Figure 4(a), where $\theta > \theta_{\text{max}}$. No segment of edge $BD$ can be connected to $S$ with a straight line that is contained within the triangle chain; therefore, there is no point in extending the triangle chain over this edge—no geodesics will be found by growing the triangle chain in this direction. Similarly, if $\theta < \theta_{\text{min}}$, then there is no point in extending the triangle chain over edge $AD$ (see Figure 4(b)). **It is only when $\theta \in [\theta_{\text{min}}, \theta_{\text{max}}]$ that the triangle chain must be extended over both edges, $AD$ and $BD$, in turn.** This realization can greatly reduce the number of triangle chains we need to construct in our search for geodesic paths, and is implemented in the LOS (for “line-of-sight”) algorithm, which we present next.

**B. The LOS algorithm: pseudocode**

1) Choose a first vertex $S$.

2) Choose a triangle $T$ that has $S$ as a vertex, and let $A_T$ and $B_T$ be the other two vertices of $T$. Map $T$ to the plane, with $S$ at the origin, $A_T$ on the positive $x$-axis, and $B_T$ in the upper half-plane $y > 0$. Let $\theta_{\text{min}} = 0$ (i.e., the angle $SA_T$ makes with the $x$-axis) and let $\theta_{\text{max}}$ be the angle $SB_T$ makes with the $x$-axis. At this point, we have a triangle chain that consists solely of the triangle $T$. 

Fig. 4. (a) If $\theta > \theta_{\text{max}}$, where $\theta$ is the angle vertex $D$ makes with the horizontal axis, then there will not be a straight line connecting $S$ to any point on the edge $BD$, such that the straight line is contained within the flattened triangle chain. Therefore, no geodesics will be found by extending the triangle chain over the edge $BD$. (b) Similarly, if $\theta < \theta_{\text{min}}$, no geodesics will be found by extending the triangle chain over edge $AD$. 


3) Let \( A = A_T, B = B_T, \) and initialize the triangle-chain stack to be empty. We shall use this stack to implement the branching of the triangle chain, when we extend the triangle chain over one edge and later return to extend the chain over the other edge.

4) Find the triangle \( \mathcal{U} \) that lies on the other side of \( AB \). If no such triangle exists or if \( \mathcal{U} \) is already part of the current triangle chain, then there are two options:
   a) If the triangle-chain stack is not empty, pop the stack to retrieve new values for \( A, B, \) and their planar coordinates, along with the new values for \( \theta_{\min} \) and \( \theta_{\max} \).
   b) If the stack is empty, return to step 2, choosing a new triangle \( T \) that has \( S \) as a vertex. If every triangle that has \( S \) as a vertex has already been selected, return to step 1 and choose a new first vertex \( S \). Once every vertex has been selected to be a first vertex in step 1, the algorithm terminates.

5) Add \( \mathcal{U} \) to the flattened triangle chain. That is, calculate the planar coordinates of vertex \( D \), which is the third vertex of triangle \( \mathcal{U} \) (the other two vertices are \( A \) and \( B \)). Also, compute the angle \( \theta \) that \( SD \) makes with the \( x \)-axis.

6) If \( \theta < \theta_{\min} \), set \( A = D \) and return to step 4.

7) If \( \theta > \theta_{\max} \), set \( B = D \) and return to step 4.

8) If \( \theta \in [\theta_{\min}, \theta_{\max}] \), then perform the following steps:
   a) Compute the Euclidean distance between the planar representations of \( S \) and \( D \). If this is the shortest distance from \( S \) to \( D \) that has been encountered thus far, then store this distance in the matrix \( \delta \) as the entry \( \delta_{SD} \). Also update the matrices \( T \) and \( \theta \) such that \( T_{SD} = T \), the first triangle on this triangle chain, and \( \theta_{SD} = \theta \), which is equivalent to the angle (on the triangular mesh) that this geodesic from \( S \) to \( D \) makes with the straight edge from \( S \) to \( A_T \).
      (Note that the matrices \( T \) and \( \theta \) are only required for the path construction algorithms that will be presented in Section VI—if it is just distances that are required and not paths, then these quantities need not be stored.)

   b) Push the information needed to extend the triangle chain over the edge \( AD \) onto the stack. That is, create a stack item: a data structure that has fields for \( A, B, \) and their planar coordinates, as well fields for \( \theta_{\min} \) and \( \theta_{\max} \). In the field for \( A \), store the index of vertex \( A \) (with respect to the triangular mesh) along with its planar coordinates. In the field for \( B \), store the index of vertex \( D \) and its planar coordinates. In the field for \( \theta_{\min} \), store the current value of \( \theta_{\min} \), and in the field for \( \theta_{\max} \), store the current value of \( \theta \).

   c) Extend the triangle chain over the edge \( BD \). That is, set \( A = D \) and set \( \theta_{\min} = \theta \).

   d) Return to step 4.

V. Computing shortest-path distances

The minimal geodesic between two points on a surface is not necessarily the shortest path between these two points. Here we show how the shortest-path distance between every pair of vertices on a triangular mesh can be computed given the minimal-geodesic distance between every pair of vertices.

If the shortest path between two vertices does not pass through any intermediate vertices, then this path will be contained within some unique triangle chain. In this case, the shortest path is a minimal geodesic, and no further computation is required. However, in general, the shortest path \( \beta \) between two vertices, \( S \) and \( D \), will pass through \( n \) intermediate vertices (in order): \( I_1, I_2, \ldots, I_n \). The path between two consecutive vertices in this sequence, \( I_j \) and \( I_{j+1} \), will lie within some triangle chain and must be the shortest path (and minimal geodesic) between these two vertices; otherwise, the minimal geodesic between \( I_j \) and \( I_{j+1} \) could be used to create a shorter path than \( \beta \) (from \( S \) to \( D \)).

Thus the shortest path between two vertices of a triangular mesh must be a union of minimal geodesics. To find this shortest union, we first construct the minimal-geodesic distance graph: the nodes of this graph are the vertices of the mesh, two nodes will be connected by an arc (i.e., graph edge) if a minimal geodesic
exists between them, and the weight of an arc is the minimal-geodesic distance between the corresponding vertices.

Standard graph-theoretic algorithms for computing shortest-path distances on weighted graphs can then be used to construct the union of minimal geodesics that yields the shortest distance between pairs of vertices on a triangular mesh. Two canonical algorithms are Dijkstra’s algorithm for finding the shortest distance from one node (the “source”) to all of the other nodes on a graph [37] and Floyd’s algorithm for finding the shortest distance between all pairs of nodes in a graph [38].

As we are interested in the shortest-path distance between every pair of vertices, Floyd’s algorithm is the natural choice to apply to the minimal-geodesic distance graph, resulting in the LOS-Floyd algorithm: for every pair of vertices $S$ and $D$, each vertex in turn is considered as an intermediate vertex, and if the distance between $S$ and $D$ is reduced by passing through an intermediate vertex $I$, the updated distance $\delta_{SD} = \delta_{SI} + \delta_{ID}$ is stored in the matrix $\delta$.

As with the LOS algorithm (Section IV), some additional book-keeping is required in order to use the path construction algorithms that will be presented in Section VI; for Floyd’s algorithm, this takes the form of a successor matrix $R$ that is initialized such that $R_{SD} = D$ for each vertex pair $(S, D)$ for which a minimal geodesic exists. When the distance between $S$ and $D$ is lowered by going through an intermediate vertex $I$, $R$ is updated by setting $R_{SD} = R_{SI}$.

Unlike the LOS algorithm, the LOS-Floyd algorithm will always return a finite value for the distance between each vertex pair, under the conditions that the vertex coordinates are themselves finite and that the triangular mesh constitutes a single connected component—although there may not always be a geodesic between two vertices, there will always be a shortest path between them if the two conditions above are met.

VI. CONSTRUCTING PATHS

Although the distances computed by the LOS and LOS-Floyd algorithms provide the lengths of minimal geodesics and shortest paths, respectively, these algorithms do not explicitly construct the paths themselves—in the LOS algorithm, the minimal-geodesic distance between a pair of vertices results from computing a single Euclidean distance in the plane (via isometric flattening of the triangle chain containing this geodesic), as opposed to the more costly strategy of first constructing this piecewise-linear path explicitly, and then computing its length by summing up the lengths of its constituent straight-line segments.

In this section, we present the LOS-Path algorithm, which rapidly constructs the minimal-geodesic path in $\mathbb{R}^3$ connecting any two given vertices, given the output of the LOS algorithm, and show that a slight modification of this algorithm can be used to construct non-minimal geodesics. We also present the LOS-Floyd-Path algorithm, which rapidly constructs shortest paths on triangular meshes.

The output of these algorithms is a list of 3-dimensional coordinates $\{\vec{X}_k\}$, where $k = 1, \ldots, K$ such that $\vec{X}_1$ contains the coordinates of the first point on the path, $\vec{X}_K$ contains the coordinates of the last point, and $\vec{X}_k$ and $\vec{X}_{k+1}$ are the endpoints of the $k$-th straight-line segment.

A. The LOS-Path algorithm: pseudocode

1) Given a source vertex $S$ and a target vertex $P$, use the matrices $T$ and $\theta$ returned by the LOS algorithm (see step 8a of Section IV-B) to set triangle $T = T_{SP}$ and angle $\theta_0 = \theta_{SP}$. Also, set $\vec{X}_1$ to the 3-dimensional coordinates of vertex $S$ and let $k = 1$.

2) Let $A$ and $B$ be the other two vertices of $T$. Place $S$ at the origin, $A$ on the (horizontal) $x$-axis, and $B$ in the upper half-plane.

3) Find the intersection of the planar representation of $AB$ and the ray from the origin that makes an angle $\theta_0$ with the $x$-axis. Find the corresponding point on the 3-dimensional line segment $AB$ of the triangular mesh. Increment $k$ by 1 and store the 3-dimensional coordinates of this point as $\vec{X}_k$.

4) Find the triangle $U$ that lies on the other side of $AB$. 
5) Let $D$ be the third vertex of triangle $\mathcal{U}$ (other than $A$ or $B$). Calculate the planar coordinates of $D$ and the angle $\theta$ that $SD$ makes with the $x$-axis.

6) If $\theta < \theta_0$, extend the triangle chain over the edge $BD$. That is, set $A = D$ and return to step 3.

7) If $\theta > \theta_0$, extend the triangle chain over the edge $AD$. That is, set $B = D$ and return to step 3.

8) If $\theta = \theta_0$ (which occurs when $D = P$), let $K = k + 1$, store the 3-dimensional coordinates of $D$ as $\vec{X}_K$ and let the algorithm terminate.

B. Constructing non-minimal geodesics

The LOS-Path algorithm can be easily modified to construct non-minimal geodesics, such as the solenoidal winding on the cylinder shown in Figure 1(a): in step 1, instead of choosing $T$ and $\theta_0$ based on the output of the LOS algorithm, $T$ is now chosen to be any triangle that has the source $S$ as a vertex and $\theta_0$ is chosen to be any angle less than or equal to the angle between the two edges of $T$ that meet at $S$. Together, $T$ and $\theta_0$ specify the initial direction of heading of a geodesic originating from vertex $S$. (Note that the target vertex $P$ is now left unspecified.)

This modification of the LOS-Path algorithm solves an initial value problem, whereas the LOS-Path algorithm (which uses the output of the LOS algorithm) solves a boundary value problem for constructing geodesics on triangular meshes.

The termination criteria for the initial value problem must also be considered—step 4 can be modified to result in algorithm termination if no triangle $\mathcal{U}$ lies on the other side of $AB$, i.e., if the geodesic intersects a boundary of the surface. The algorithm should also terminate when the pathlength (or the number of line segments in the path) exceeds some predetermined cutoff.

C. The LOS-Floyd-Path algorithm

The successor matrix $R$ returned by the LOS-Floyd algorithm can be used to rapidly identify the intermediate vertices along the shortest path between a source vertex $S$ and a target vertex $P$: the first intermediate vertex is given by $I_1 = R_{SP}$, the second intermediate vertex is given by $I_2 = R_{I_1P}$, and so on.

As the shortest path between any two consecutive intermediate vertices $I_j$ and $I_{j+1}$ must be a minimal geodesic (see Section V), we can construct the shortest path from $S$ to $P$ by concatenating the minimal geodesics (as constructed by the LOS-Path algorithm) from $S$ to $I_1$, $I_1$ to $I_2$, ..., and $I_n$ to $P$—this procedure shall henceforth be referred to as the LOS-Floyd-Path algorithm for constructing shortest paths on triangular meshes.

VII. Results

A. Minimal geodesics versus shortest paths

The difference between minimal geodesics and shortest paths on triangular meshes is illustrated in Figure 5, which shows the output of the LOS-Path and LOS-Floyd-Path algorithms.

B. Validating the LOS and LOS-Path algorithms

Minimal geodesics on the sphere are known to be segments of great circles (and are also shortest paths), and closed-form expressions for the corresponding distances are easily derived. Therefore, a piecewise-flat approximation of the unit sphere was used to test the accuracy of the LOS and LOS-Path algorithms.

Figure 6(a) shows the shortest great-circle segment connecting a pair of vertices and the output of the LOS-Path algorithm. Figure 6(b) shows the agreement between the great-circle distances and the LOS output for every pair of vertices on the mesh. Note that the minor discrepancy seen here is due to the fact that the piecewise-flat surface does not constitute a perfect representation of the sphere (which is curved at all points).
Fig. 5. The minimal geodesic between two vertices, as given by the LOS-Path algorithm, is shown in solid white. The shortest path, as given by the LOS-Floyd-Path algorithm, is shown in dashed white. Note that the shortest path passes through two intermediate vertices, and is composed of the union of three minimal geodesics.

Fig. 6. (a) The shortest great-circle segment connecting a pair of vertices is shown in black, and the path returned by the LOS-Path algorithm is shown in white. (b) For every pair of vertices in the mesh, the length of the shortest great-circle segment is plotted against the distance computed by the LOS algorithm. These points lie almost exactly on the line $y = x$ ($R^2 > 0.999$).

C. Validating the LOS-Floyd and LOS-Floyd-Path algorithms

On convex polyhedral surfaces, minimal geodesics (given by the LOS-Path algorithm) and shortest paths (given by the LOS-Floyd-Path algorithm) are identical. Therefore, a validation of the LOS-Floyd and LOS-Floyd-Path algorithms (that does not simply reduce to a validation of the LOS and LOS-Path algorithms) requires knowledge of shortest paths on non-convex surfaces. Here we numerically solve for shortest paths and their lengths on a non-convex surface of revolution, and compare this with the output of the LOS-Floyd and LOS-Floyd-Path algorithms on a piecewise-flat approximation of the surface.

On a differentiable surface $(x(u_1, u_2), y(u_1, u_2), z(u_1, u_2))$, parametrized by surface coordinates $(u_1, u_2)$ and embedded in $\mathbb{R}^3$, a geodesic must satisfy the geodesic differential equations

$$\frac{d^2 u_i}{ds^2} = -\sum_{j=1}^{2} \sum_{k=1}^{2} \Gamma^i_{jk} \left( \frac{du_j}{ds} \right) \left( \frac{du_k}{ds} \right) \quad i = 1, 2$$

(1)

where $s$ is the arclength parameter for the geodesic curve and $\Gamma^i_{jk}$ are the Christoffel symbols of the surface [28]. For an initial value problem, $(u_1, u_2)$ and $(\frac{du_1}{ds}, \frac{du_2}{ds})$ are given at $s = 0$, corresponding to the source point and initial direction of heading of the geodesic, and standard ordinary differential equation (ODE) solvers can be used to compute the geodesic path and its length. On the other hand, solving a boundary value problem—where only the initial value and final value of $(u_1, u_2)$ are given, corresponding to the endpoints of the geodesic—is much more difficult [39].
However, the boundary value problem is tractable on surfaces of revolution, given by

\[ x(u_1, u_2) = p(u_1) \cos(u_2), \]
\[ y(u_1, u_2) = p(u_1) \sin(u_2), \]
\[ z(u_1, u_2) = q(u_1), \]

where the functions \( p(u_1) \) and \( q(u_1) \) specify the generating curve. On such surfaces, one set of geodesics is given by the meridians (for which \( u_2 \) is constant). For the remaining geodesics, it can be shown that \( u_2(s) \) is monotonic and therefore invertible, which means that \( u_1 \) can be expressed as a function of \( u_2 \), i.e., \( u_1 = u_1(s(u_2)) \) [27]. This facilitates the use of “shooting methods” [39], which solve boundary value problems by first choosing some (arbitrary) initial conditions with which to solve an initial value problem, and then iteratively adjusting the initial conditions until the boundary conditions are met. Usually, it is not clear when to terminate each iteration of the initial value problem; however, if \( u_1 \) is a function of \( u_2 \), then the termination criterion simply involves checking that \( u_2 \) has reached its target value.

The following procedure implements a shooting method for constructing a geodesic between two points on different meridians of a surface of revolution, and for computing the length of this path.

1) Let \((u_s, u_s')\) and \((u_1, u_1')\) be the surface coordinates of the source point \(S\) and target point \(P\), respectively, and let \(\alpha = 0\).

2) Choose initial conditions \((\frac{du}{ds}, \frac{du}{ds})\) at \(S\) such that the corresponding tangent vector in \(\mathbb{R}^3\) has unit length and makes an angle \(\alpha\) with the parallel at \(S\) (the curve for which \(u_1\) takes on a constant value \(u_1 = u_1')\)).

3) Solve this initial value problem: i.e., numerically integrate the ODE given by equation (1) from the initial point \(S\) and with the initial direction of heading specified in step 2. Stop when \(u_2 = u_2'\), and let \(\hat{s}\) and \(\hat{u}_1\) be the values of \(s\) and \(u_1\) at this stopping point, respectively.

4) If \(\hat{u}_1 < u_1'\), increase \(\alpha\) and return to step 2.

5) If \(\hat{u}_1 > u_1'\), decrease \(\alpha\) and return to step 2.

6) If \(\hat{u}_1 = u_1'\), the procedure terminates, having found a solution for \(u_1(s)\) and \(u_2(s)\) that specifies a geodesic \((x(u_1(s), u_2(s)), y(u_1(s), u_2(s)), z(u_1(s), u_2(s)))\) that connects \(S\) and \(P\) and has length \(\hat{s}\).

This procedure was executed on a surface of revolution with generating curve specified by \(p(u_1) = 2 - \cos(2u_1)\) and \(q(u_1) = u_1\), using the \texttt{ode45} function in MATLAB (The MathWorks, Natick, MA) for numerical integration, and the output was compared to the output of the LOS-Floyd and LOS-Floyd-Path algorithms on a piecewise-flat approximation of the surface. This comparison is shown in Figure 7, demonstrating excellent agreement between the methods, and thus serving as a validation of the LOS-Floyd and LOS-Floyd-Path algorithms. Similar agreement was found for other surfaces of revolution, both convex, such as spheroids and paraboloids, and non-convex, such as catenoids and hyperboloids of one sheet.

### D. Run-time performance

To evaluate the run-time performance of the LOS-Floyd algorithm, several subsets of a large triangular mesh (with over 50,000 vertices) were extracted and the time taken by the algorithm to compute all shortest-path distances was measured for each subset (see Figure 8). These results show that the run time increases as a cubic function of the number of vertices. As Floyd’s algorithm has \(O(N^3)\) complexity, the run-time performance of the LOS component alone is no worse than cubic.

The time taken by the LOS-Path algorithm to construct a minimal geodesic between two vertices is proportional to the number of triangle in the triangle chain containing the geodesic, as no branching is involved. As the number of triangle chains is \(O(N)\), the LOS-Path algorithm has linear time complexity. The additional time taken by the LOS-Floyd-Path algorithm is the time required to traverse the chain of intermediate vertices from the source vertex to the target vertex, via the successor matrix \(R\). Again, no branching is involved, and so the time taken is proportional to the number of intermediate vertices, which is \(O(N)\). Therefore, the LOS-Floyd-Path algorithm also has linear time complexity.
Fig. 7. (a) The geodesic connecting a pair of vertices, as given by numerical integration of the geodesic differential equations (1), is shown in dashed black, and the path returned by the LOS-Floyd-Path algorithm is shown in dashed white, for the example surface of revolution. (b) For every pair of vertices in the mesh, the distance given by numerical integration is plotted against the distance computed by the LOS-Floyd algorithm. These points lie almost exactly on the line $y = x$ ($R^2 > 0.999$). Note that while it is possible, in principle, for the numerical integration method to construct a geodesic that is not the shortest path, these results show that this is not the case for the surface of revolution considered here.

Fig. 8. (a) A triangular mesh with 52,360 vertices, representing the right hemisphere of human cerebral cortex. A small subset of this surface, with 670 vertices, is indicated by the middle shade of gray. A second, larger subset, with 8441 vertices, is created by taking the union of the small subset with the region shaded dark gray. (b) The LOS-Floyd algorithm was used to compute the shortest-path distance between every pair of vertices on several such subsets extracted from the full cortical surface, and the number of vertices in each subset is plotted against the time taken for the algorithm to execute. A third degree polynomial fits the data points extremely well ($R^2 > 0.999$), as shown by the black curve, indicating that the LOS-Floyd algorithm has cubic run-time performance. All times were measured on a workstation with a 2.4 GHz AMD Opteron processor and 16 GB of memory.

VIII. DISCUSSION

A. Comparison with other exact shortest-path algorithms

Several algorithms for computing exact shortest paths and distances on polyhedral surfaces have previously been proposed [8], [9], [10], [11], [13], [35], [40]. However, it is not clear how some of these methods could be implemented. To the best of our knowledge, the only exact algorithms that have actually been implemented, other than the LOS-Floyd algorithm presented here, are the WS algorithm [13], the MMP algorithm [35] (implemented by Surazhsky et al. [41]), and the CH algorithm [40] (implemented by Kaneva and O’Rourke [42] and Lanthier et al. [6]).

The CH and MMP algorithms compute the shortest-path distance from one vertex to all others (the single-source problem), whereas the WS and LOS-Floyd algorithms compute the shortest-path distance between every pair of vertices (the all-pairs problem). To facilitate comparison of the run-time performance
of these four algorithms, we will assume that the CH and MMP algorithms have been used to solve the all-pairs problem, by taking each vertex in turn as the source. Then, the WS algorithm has exponential complexity, the CH and LOS-Floyd algorithms have $O(N^3)$ complexity, and the MMP algorithm has $O(N^3 \log N)$ complexity according to Mitchell et al. [35]. However, Surazhsky et al. [41] report that their implementation of the MMP algorithm exhibits sub-cubic run-time performance on their test surfaces.

Unlike the other exact methods, the work presented here makes an important distinction between minimal geodesics, which are computed by the LOS/LOS-Path component, and shortest paths, which result from following the LOS/LOS-Path component with an application of Floyd’s algorithm (or any other shortest-path graph algorithm). Shortest paths are preferable to minimal geodesics for most applications. However, minimal geodesics may be more suitable for certain operations on polyhedral surfaces, such as parallel transport [36], surface partitioning [4], [5], and path planning [7], by virtue of being totally straight (i.e., having zero geodesic curvature at all points), unlike shortest paths that pass through intermediate vertices.

As shortest paths on convex surfaces are equivalent to minimal geodesics, the application of Floyd’s algorithm to the output of the LOS/LOS-Path component can also be seen as the way in which the shortest path computation is extended from convex surfaces to non-convex surfaces. This extension to non-convex surfaces is non-trivial for the WS, CH, and MMP algorithms, whereas here it involves nothing more than the application of a standard graph-theoretic algorithm.

Another difference between the existing methods and the current work is that the WS, CH and MMP algorithms operate in a breadth-first manner, while the LOS algorithm employs a depth-first strategy. Given that depth-first search does have some advantages over breadth-first search [43], it is somewhat surprising that depth-first strategies have not been more carefully explored in the shortest-path literature. The use of a depth-first strategy simplifies the implementation of the LOS algorithm considerably—whereas the WS algorithm requires the computation and combinatorial assembly of pseudo-triangles and pseudo-quadrilaterals, the LOS algorithm accomplishes the equivalent via the iterative growth of triangle chains in the plane. The MMP and CH algorithms require explicit consideration of “intervals of optimality” (subsets of triangle edges whose shortest paths to the source lie along the same triangle chain [35]), which propagate across triangle faces (in a particular order for the MMP algorithm) and intersect with other intervals of optimality. On the other hand, the LOS algorithm implicitly handles these intervals by simply keeping track of the angles $\theta_{\text{min}}$ and $\theta_{\text{max}}$ during triangle-chain growth. The use of a depth-first strategy in the LOS algorithm also leads to a simple modification—the LOS-Path algorithm—that allows minimal-geodesic paths to be constructed in linear time.

The LOS-Floyd has also been validated more extensively than any of the existing exact algorithms. Aside from qualitative inspection of the computed paths, quantitative validation of the WS, CH and MMP algorithms extends no further than comparing the algorithm output on polyhedral approximations of the sphere to the known analytic distances on the sphere (as in Section VII-B). As shown in Section VII-C, by numerically integrating the geodesic differential equations for surfaces of revolution, we can quantitatively validate shortest-path computations on a variety of non-trivial, non-convex surfaces. Solving the geodesic differential equations for more general differentiable manifolds will facilitate an even greater level of quantitative validation.

B. Accuracy of distance computations

The construction of a polyhedral mesh that adequately represents and approximates some surface of interest can be a challenging problem in computational geometry [44], [45], [46]. As the quality of the surface approximation varies, depending on the problem domain and the method of mesh construction, so will the accuracy of shortest paths computed on the polyhedral mesh, with respect to the true shortest paths on the surface of interest.

However, the results shown in Figure 6 and Figure 7 indicate that the methods presented here have a high degree of accuracy even when rather coarse meshes are used as piecewise-flat approximations of smooth surfaces. These results also indicate that, for the LOS and LOS-Floyd algorithms, numerical errors due to finite machine precision are not significant.
Unlike exact algorithms, methods that compute approximate shortest paths on polyhedral surfaces will introduce errors even when the polyhedral mesh perfectly represents the surface of interest and arbitrary-precision (exact) arithmetic is used. A number of these approximate algorithms have been proposed [6], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23]; one such scheme, involving a simple application of Dijkstra’s algorithm, is illustrated in Figure 9. As the accuracy of these approximate algorithms is typically unknown for arbitrary polyhedral surfaces, exact algorithms such as LOS-Floyd can be used to establish the accuracy of faster, approximate techniques (e.g., see [6]), or to tune the parameters of an approximate method in order to maximize accuracy.

![Fig. 9](image)

**C. Flattening polyhedral surfaces**

An important reason for computing exact shortest-path distances is to be able to construct and evaluate “flat maps” of brain surfaces [1], [2], [47], [48]. These flat maps have proven to be useful not just for visualization, but also for mathematically modeling and characterizing the intrinsic shape and topographic structure of visual cortex, both in humans and macaques [24], [25].

It is impossible to map a surface with non-zero Gaussian (intrinsic) curvature into the plane without introducing some amount of geometric distortion [26], [27], [28]. The set of shortest-path distances between all vertex pairs of a polyhedral surface characterizes the global metric structure of the surface and can be used to quantify the metric distortion that results from flattening. This distortion (i.e., “flattening error”) can be calculated by comparing the shortest-path distance between each pair of vertices on the polyhedral surface with the Euclidean distance between the corresponding points in the plane.

Exact shortest-path distances can be used not only to measure distortions in flat maps, but also to construct flat maps by adjusting the positions of vertices in the plane until the measured distortion is minimized. This scheme for flattening polyhedral surfaces was introduced by Schwartz et al. [2], using the WS algorithm to compute exact shortest-path distances.

As the WS algorithm was considered to be too computationally expensive for meshes with a large number of vertices ($\gg 1000$), modifications of this flattening scheme were proposed [3], [49] that incorporate approximate, rather than exact, shortest-path distances. However, by using the LOS-Floyd algorithm presented in this report, it is now feasible to compute exact distances for flattening surfaces with tens of thousands of vertices.

Figure 10 shows the result of flattening macaque primary visual cortex with the “DMflatten” algorithm [47], which incorporates the exact distances computed by the LOS-Floyd algorithm, along with several other improvements over the original Schwartz flattening algorithm [2]. The overall error associated with
flattening this surface is 4.2%, which is sufficiently low to justify working with the flattened representation rather than the original, folded surface. This allows the well-understood mathematical techniques of planar Euclidean geometry and complex analysis to be used for the modeling and analysis of spatial patterns of activity within brain surfaces [50].

Fig. 10. (a) A triangular mesh representation of macaque primary visual cortex, reconstructed from serial sections. (b) The result of flattening the surface shown in (a) with the “DMflatten” algorithm [47]. The overall (root mean square) error for this flat map is 4.2%, calculated directly from the shortest-path distances returned by the LOS-Floyd algorithm.

IX. SUMMARY

Two algorithms have been introduced for computing distances along a manifold polyhedral surface based on the notion of geodesic curvature defined on a triangular mesh. The LOS algorithm computes exact minimal-geodesic distances along triangle chains, and the LOS-Floyd algorithm combines these distances to compute exact shortest-path distances along the surface. Each algorithm has been implemented and validated on surfaces on which distances are known, in order to verify the accuracy and to measure the run-time performance, which is cubic or less for both algorithms. Also, both algorithms have been extended to compute the exact minimal-geodesic paths and shortest paths. While several algorithms exist for computing approximate distances, typically their accuracy is unknown for arbitrary surfaces, and they will therefore be unsuitable for problems that require quantitative measures of the approximation error. The exact-distance computations carried out by the LOS or LOS-Floyd algorithms are feasible for large-scale surfaces containing tens of thousands of vertices, and are a necessary component of our near-isometric surface flattening algorithm that acts to minimize the metric distortions inherent in the transformation of curved manifolds into flat representations.
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