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ABSTRACT 

This article describes a neural network model of speech motor skill acquisition and speech 

production that explains a wide range of data on contextual variability, motor equivalence, 

coarticulation, and speaking rate effects. Model parameters are learned during a babbling 

phase. To explain how infants learn phoneme-specific and language-specific limits on 

acceptable articulatory variability, the learned speech sound targets take the form of multi­

dimensional convex regions in orosensory coordinates. Reduction of target size for better 

accuracy during slower speech (in the spirit of the speed-accuracy trade-off described by 

Fitts' law) leads to differential effects for vowels and consonants, as seen iu speaking rate 

experiments that have been previously taken as evidence for separate control processes for 

the two sound types. An account of anticipatory coarticulation is posited wherein the tar­

get for a speech sound is reduced in size based on context to provide a more efficient 

sequence of articulator movements. This explanation generalizes the well-known look­

ahead model of coarticulation to incorporate convex region targets. Computer simulations 

verify the model's properties, including linear velocity/distance relationships, motor 

equivalence, speaking rate effects, and carryover and anticipatory coarticulation. 



1. Introduction 

The primary goal of the modeling work described in this article is to provide a coherent 

theoretical framework that provides explanations for a wide range of data concerning the 

articulator movements used by humans to produce speech sounds. This is carried out by 

formulating a model that transforms strings of phonemes into continuous articulator 

movements for producing these phonemes. This study of speech production is largely 

motivated by the following question of speech acquisition: How does an infcmt acquire the 

motor skills needed to produce the speech sounds of his/her language' Speech production 

involves complex interactions between several different reference frames. A phonetic 

frame describes the sounds a speaker wishes to produce, and the signals that convey these 

sound units to a listener exist within an acoustic frame. Tactile and proprioceptive signals 

form an orosensory frame (e.g., Perkell, 1980) that describes the shape of the vocal tract, 

and the muscles controlling the positions of individual articulators make up an articulatory 

frame. The parameters governing the interactions between these frames cannot be fixed at 

birth. One reason for this is the language specificity of these interactions. For example, 

English listeners distinguish between the sounds /r/ and /1/, but Japanese listeners do not. 

Corresponding differences are seen in the articulator movements of the two groups 

(Miyawaki et al., 1975). Thus, despite some obvious commonalities between the phonet­

ics of different languages (e.g. widespread use of consonants like /d/, /n/, and /s/ across the 

world's languages), the precise nature of mappings between acoustic goals and articulator 

movements depends on the language being spoken. Interactions between reference frames 

must also be time-varying. As an infant grows, physical characteristics such as the length 

of the vocal tract and the shapes of articulators change. Temporary or permanent damage 

to the articulators may also occur. Such changes will affect the acoustic signal that is pro­

duced with a given set of motor commands. Maintaining the ability to properly produce 

important acoustic features thus requires that parameters governing tile mappings between 

phonetic, acoustic, orosensory, and motor frames change with time. 

Two important goals motivate the design of the present model. First, the resulting model 

should be computational; that is, it should be described in sufficient mathematical detail 

that its properties can be verified through computer simulation. The speech production 

mechanism is responsible for amazingly fast, flexible, and efficient movements. For exam­

ple, speech production is inherently motor equivalent: many different motor actions can be 
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used to produce the same speech sound. A speaker may speak normally, using upward and 

downward movements of the jaw, or he/she can speak with the jaw clenched on a pipe. 

Production of a given speech sound in these two cases requires a completely different set 

of articulator positions and movements, yet humans automatically compensate for such 

constraints (e.g., Abbs and Gracco, 1984; Folkins and Abbs, 1975; Kelso, Tuller, Vatiki­

otis-Bateson, and Fowler, 1984; Lindblom, Lubker, and Gay, 1979). Furthermore, comtic­

ulation greatly increases the efficiency of articulator movements. A model of speech 

motor skills should embody these competencies. However, as the complexity of a model 

increases to cover wider ranges of data, verification of the model's properties becomes 

increasingly difficult. Computer simulation becomes very desireable, if not mandatory, for 

verifying performance. The speech production literature contains very few examples of 

such computational models, but some very important contributions have been made. The 

dynamic articulatory model of Henke ( 1966) represented the first use of computer technol­

ogy to generate complex movements of model articulators. Cenu·al concepts of this model 

such as the look-ahead model of comticulation are still actively discussed in the speech 

production literature (e.g., Boyce, Krakow, Bell-Berti, and Gelfer, 1990; Wood, 1991). 

More recently, Saltzman and Munhall (1989) describe the most complete computational 

model of speech production to date. Tllis impressive model, called the task-dynmnic 

model, has been used to explain a wide range of coarticulation and motor equivalence data 

(see also the related work of Kroger, 1993). 

The second goal is that the model should be self-organizing; that is, its parameters should 

be tuned based only on information available to an infant. The precise nature of the map­

pings between reference frames required for speech are language-specific and depend on 

things that change with time such as the lengths of the articulators and the strengths of the 

muscles. Thus, the human speech production system must adaptively organize appropriate 

mappings. The models mentioned above do not deal with the problem of adaptive organi­

zation of model parameters. Instead, appropriate parameter values were hand crafted by 

the modelers. In fact, MacNeilage and Davis ( 1990) lament that "there is at present no uni­

fled view of how [speech] motor control develops" due to the lack of attention to speech 

acquisition in the speech productionliteratme (p. 454). In infants, babbling comprises an 

action-perception cycle that can be used to tune the parameters of the production system; 

the current model uses such a babbling cycle to learn mappings between reference frames. 

Other recent adaptive models have been posited for learning the relationship between 

January 31, 1995 4 



muscle EMG and articulator movements (Hirayama, Vatikiotis-Bateson, Kawato, and Jor­

dan, 1992) and for use in speech synthesis using a model of the speech articulators (Bailly, 

Laboissiere, and Schwartz, 1991 ). 

To achieve these goals, the current model is formulated as an adaptive neural network. 

Two mappings are learned during babbling: (1) a plwnetic-to-orosensory mapping 

wherein acceptable ranges of orosensory variables are learned for each speech sound, and 

(2) an orosensory-to-articulatory mapping wherein desired movements in orosensory 

space are mapped into articulator motor commands. The model is called DIVA after this 

latter mapping from Directions (in orosensory space) Into Velocities of Articulators, and 

has been briefly introduced in Guenther (1992; 1994). The learning processes use only 

information available to an infant (i.e., there are no "training sets" for the system's map­

pings as in standard backpropagation algorithms), and all learning laws governing the 

model's connections"synapses" use only information directly available from the pre- and 

post-synaptic "cells". 

The answer embodied by the DIVA model to the question posed in the opening paragraph 

leads to a major theme of this article: Insights gained from the study qf .\peaking skill 

acquisition lead to novel and elegant explanations fiJr long-studied speech production 

phenomena including motor equivalence, motor variability, speaking rate ejjects, and 

coarticulation. This can be seen by looking at the forms of the two mappings learned by 

the model. 

The phonetic-to-orosensory mapping specifies a vocal tract target for each speech sound. 

To explain how infants learn phoneme-specific and language-specific limits on acceptable 

articulatory variability, the targets take the form of convex regions in orosensory coordi­

nates defining the shape of the vocal tract. A convex region is a multidimensional region 

such that for any two points in the region, all points on a line segment collllecting these 

two points are also in the region. TWo examples of convex regions are schematized in 

Figure l. It is t11ese regions, rather than specific configurations, that act as the vocal tract 

targets1. Convex region targets lead directly to explanations of motor variability and car­

ryover coarticulation. Furthermore, shrinking of the target region for better accuracy dur-

1. From a dynamical systems viewpoint. this corresponds to using convex region auractors rather 
than point attractors. 
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ing slower speech (as suggested by the well-known speed-accuracy u·ade-off for 

movement control; e.g., Woodworth, 1899; Fitts, 1954) leads to differential effects for 

vowels and consonants: the speed of vowel movements remains approximately constant or 

even increases, whereas the speed of consonant movements decreases. This is in concert 

with experimental data on speaking rate effects (e.g., Gay, Ushijima, Hirose, and Cooper, 

1974) that were previously taken as evidence for separate conu·ol structures for vowels 

and consonants (e.g., Fowler, 1980). The current work shows how a single control process 

can lead to these differential effects, with the effects arising due to inherent differences in 

the shapes of the target convex regions for vowels and consonants. The convex region the­

ory also leads to an explanation of anticipatory coarticulation wherein the target region for 

a speech sound is reduced in size based on context in order to provide a more efficient 

sequence of articulator movements. 

(a) (b) 

FIGURE 1. 1\vo examples of convex regions. A convex region is a region such that for 
any two points in the region, all points on a line segment coimt>eting the two points are 
also in the region. For a given set of points, a convex hull is the minimal convex l'(~gion 
that encompasses these points. This is schematized fin· fom· points in (a). The convex 
regions lhr the speech sound targets as learned in the present implementation of the 
model are schematized in (b). These regions are defined by independent ranges along 
each dimension. This limn of convex region is used to simplit:v learning and 
perfhrmance in the nenral network descl'ibed herein. 

The orosensory-to-articulatory mapping transforms orosensory targets into appropriate 

articulator movements. An appropriate mapping from vocal tract targets to articulator 

movements is required to achieve automatic compensation for unexpected or unusual con­

ditions such as a bite block or a perturbed articulator. In the task-dynamic model of Saltz­

man and Munhall (1989), this is accomplished through a complex dynamical system. The 

complexity of this dynamical system is largely due to the redundant nature of the mapping 

between vocal tract configurations and articulator positions; that is, many different combi­

nations of articulator positions can be used to produce a single vocal tract configuration. 
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The DIVA model uses a much simpler redundant mapping between desired directions of 

movement in vocal tract configuration space and velocities of the articulators. The direc­

tion-to-velocity nature of this mapping not only results in motor equivalence, but also 

makes learning of the orosensory-to-articulatory mapping much simpler (Bullock, Gross­

berg, and Guenther, 1993 and Guenther, 1992 for a related discussion concerning the 

learning and use of a direction-to-velocity mapping to generate motor equivalent arm 

movements). This mapping leads to a well-known property of human speech articulator 

control: articulator velocities are directly related to movement distance (see Section 5 

below). Investigation of the orosensory-to-articulatory mapping also reveals that articula­

tors automatically organize into task-specific groupings or coordinative structures (Eas­

ton, 1972; see Section 3.1 below) during the learning process. Coordinative structures 

have long been hypothesized to play an important role in efficient movement control 

(Fowler, 1980; Saltzman and Kelso, 1987) and have also been observed in experimental 

data (e.g., Kelso et al., 1984). 

Before proceeding to the model description, it should be noted that although this study of 

articulatory phonetics necessarily touches on many important umesolved issues in linguis­

tics and phonology, the model addresses these issues only when they are directly relevant 

to the articulation of a string of sounds as specified by higher-level brain centers. For 

example, no attempt is made here to explain why humans do not produce arbitrary pho­

neme strings but instead apparently follow certain rules that determine which sounds can 

be produced in sequence; it is simply assumed that only appropriately structured stTings 

will be sent to the modeled speech production mechanism. Likewise, many issues con­

cerning the development of speech and language in children are touched upon but not 

directly addressed. Instead, attention is paid only to those aspects of infant development 

relevant to the acquisition of the motor skills necessary for tl1e production of speech 

sounds independent of any underlying linguistic meaning or syllabic stTucture. In those 

instances where tl1e model comes in contact with such issues, the assumptions concerning 

linguistics, phonology, or development will typically be as loose and general as possible. 

For example, the model is capable of producing arbitrary phoneme stTings even though 

human speakers cmmot. Because of their generality, it is hoped that these assumptions will 

remain valid when tl1e related linguistic and developmental issues are resolved. 
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2. Overview of the DIVA Model 

A block diagram of the DIVA model is shown in Figure 2. The model uses two different 

kinds of neural stmcture to represent information: vectors and maps. A vector is a set of 

antagonistic cell pairs that each code a different dimension in the space being represented 

(i.e., the input space); the pattern of activity across these cells codes the current position in 

this space. The notation "+" will be used to index a cell in an antagonistic pair whose 

activity increases for increasing values along the corresponding dimension of the input 

space, and "-"will be used to index the cell whose activity decreases for increasing values 

along the corresponding dimension of input space. This kind of push-pull coding is useful 

when both positive and negative displacements along a dimension need to be represented 

by a positive activity. For example, we will see below how the Orosensory Direction Vec­

tor codes desired movements of the vocal tract. Only positive activity of Orosensory 

Direction Vector cells can cause movements of the articulators, so it is necessary to repre­

sent both desired increases in position and desired decreases in position with positive 

activity of some cell in the Orosensory Direction Vector. Therefore, antagonistic pairs are 

needed to code desired movements in this vector. A map is a set of cells wherein each cell 

codes a small region in the inpnt space. Only one cell can be maximally active in a map, 

and this cell alone codes the current position in the input space. Antagonistic cell pairing, 

vector representations, and map representations have been widely reported in the neuro­

physiological literature (e.g., Grobstein, 1991; Penfield and Rasmussen, 1950; Sakata, 

Shibutani, and Kawano, 1980). 

The DIVA model incorporates information from four distinct reference frames: an acous­

tic frame, a phonetic frame, an orosensory (somatosensory) frame, and an articulatory 

(motor) frame. Signals in an acoustic frame make up the medium tlu·ough which speech is 

communicated; the true job of the speech production mechanism is the creation of an 

appropriate set of acoustic signals to convey linguistic units from the speaker to listeners. 

Transduction and processing of these acoustic signals by the auditory system results in a 

phonetic reference frame. The phonetic frame in DIVA consists of the set of speech 

sounds that the model learns to produce. Signals from tactile and proprioceptive receptors 

form an orosensory frame that provides information about the shape of the vocal tract, 

which determines the sounds being produced. Evidence for a key role for orosensory 

information in normal speech production includes the inability of individuals with deficits 
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FIGURE 2. Overview of the DIVA model. Learned mappings arc indicated by filled 
sem icirclcs. 

in somesthetic perception but no auditory or motor system damage to produce intelligible 

speech (e.g., MacNeilage, Rootes, and Chase, 1967) and the inability for subjects to prop­

erly compensate for a bite block when tactile information is disrupted (Lindblom, Lubker, 

and MacAllister, 1977; Lindblom et a!., 1979). It should be noted, however, that other 

studies suggest that degraded but intelligible speech can sometimes be produced when 

somatosensory feedback from the vocal tract is interrupted (see Borden, 1979), suggesting 

a role for efference copies of commanded articulator movements in controlling speech. It 

is thus expected that at least an approximate representation of vocal tract shape within the 

orosensory frame described here can be formed from efference copies of motor outflow 

comands in addition to tactile and proprioceptive feedback from the vocal tract. Finally, an 

articulatory (motor) reference frame describes the commands to individual articulators 

and muscles to produce the movements that result in speech. 
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There are two learned mappings between these reference frames (shown as filled semicir­

cles in Figure 2): a phonetic-to-orosensory mapping, and an orosensory-to-articulatory 

mapping. The parameters of these mappings are tuned during the babbling phase 

described below. A third, acoustic-to-phonetic mapping is approximated in the model by 

the Speech Recognition System as described below. 

Finally, there are two forms offeedback in DIVA Acoustic feedback is used for acquiring 

the orosensory targets corresponding to speech sounds, and orosensory feedback is used 

for both acquisition of speaking skills and for normal speech production. 

Simulations of the DIVA model incorporate a babbling phase, during which the learned 

mappings are tuned, and a performance phase, during which the model produces phoneme 

strings specified by the modeler. These phases will now be briefly described, followed by 

descriptions of the various model components shown in Figure 2. 

2.1. The Babbling Phase 

Babbling during an infant's first year of life is made up of several overlapping stages (e.g., 

Oller, 1980; Stark, 1980). In the first two months, infants pass tln·ough a phonation stage 

(Oller, 1980) wherein speech-like sounds are relatively rare. The few speech-like sounds 

that are seen at this stage consist largely of phonation with the mouth closed or nearly 

closed. This is followed by a goo stage (2 to 3 months of age) wherein infants begin to 

produce very cmde syllable-like sequences consisting largely of velar consonant-like ele­

merlts in combination with the vowel-like elements seen during the phonation stage. At 

about 4 to 6 months of age, most infants enter tl1e expansion stage, characterized by the 

emergence of several new sound types, including bilabial and labiolingual trills ("raspber­

ries"), squeals, growls, and a relatively small amount of "marginal babbling" consisting of 

vocal tract closures in sequence with better-formed vowel-like utterances. These syllable­

like utterances still differ significantly from adult syllables, e.g. in their durational aspects. 

At about seven months of age, infants enter the canonical stage (also called the redupli­

cated babbling stage; Stark, 1980) where for tl1e first time syllables with adult-like timing 

characteristics are seen. Many of the infant's utterances during this stage are reduplicated 

syllables such as "dadada". At the age of approximately 10 months, infants enter a stage 

known as variegated or nonreduplicated babbling, characterized by the use of different 

consonants and vowels within the same babbling sequence (e.g., "badadi"). MacNeilage 
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and Davis (1990) have hypothesized that the variegated babbling stage is the stage during 

which infants first begin learning to produce the various phonemes of their native lan­

guage. 

One conclusion that can be drawn from infant babbling data is that many non-speech 

vocalizations and articulator movements occur well before the onset of frequent speech 

sounds (e.g., Kaplan and Kaplan, 1971; Oller, 1980; Sachs, 1976; Stark, 1980). In accor­

dance with this view, the simplified babbling process in DIVA occurs in two stages: an 

early stage dnring which the sensory-motor relationships of the orosensory-to-articulatory 

mapping are learned in the absence of speech sounds, and a later stage during which the 

orosensory targets for each speech sound, encoded by the weights of the phonetic-to­

orosensory mapping, are learned. Although relatively rare, speech sounds do occur in the 

first few months of life; simulations reported in Guenther (1994) verify that including such 

occurrences during the first stage of babbling in the model does not have a significant 

adverse effect on the orosensory-to-articulatory learning that takes place during this stage. 

Babbling in the model is produced by inducing random movements of the speech articula­

tors. These movements are generated by randomly activating the Articulator Velocity Vec­

tor (AVV) cells shown in Figure 2. It should be noted, however, that random movements 

of the articulators were chosen here for simplicity and generality rather than as an attempt 

to describe the babbling of infants. Babbling in infants is to a large degree non-random; 

instead, it appears to be constrained by factors such as neuromotor development and the 

influence of characteristics of the child's native language (e.g., de Boysson-Bardies, 

Sagart, and Durand, 1984; de Boysson-Bardies, Halle, Sagart, and Durand, 1989). These 

constraints presumably make the process of speech sound production learning easier by 

providing the infant with "training sequences" that are relatively closely related to the 

movements required in the adult language. For example, the random movements of the 

model lead to significant sampling of regions of articulator space and orosensory space 

that are not valid for human languages. Constraints on infant babbling likely aiel in limit­

ing infant articulations to more useful portions of the articulator and orosensory spaces. In 

short, the present work makes no attempt to explain the processes that generate babbling, 

but instead attempts to provide the beginnings of an explanation of how this babbling 

leads to the tuning of important parameters in the neural mechanisms of speech production 

by providing a data set which the infant can use to tune these parameters. 
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The learning processes involved in the two DIVA babbling stages are detailed in 

Section 3.1 and Section 3.2. With the model simulation operating approximately in real 

time (as evidenced by the speed of articulator movements visible in a computer anima­

tion), the entire babbling sequence takes approximately one hour. 

2.2. The Performance Phase 

After babbling, the model can produce arbitrary phoneme sU'ings using a set of 29 English 

phonemes in any combination (see Table 1 for a list of these phonemes). Geometric limi­

tations in the model's simplified articulator system currently prevent learning of a more 

complete set of English phonemes. In a typical performance, the user will specify a pho­

neme string for the model to articulate. Performance of the phoneme string can be visual­

ized as follows. The Speech Sound Map (SSM) cell corresponding to the first phoneme in 

the string is activated. Tllis cell's activity propagates through the phonetic-to-orosensory 

weights learned during babbling, effectively "reading ont" the phoneme's learned orosen­

sory target2 The Orosensory Direction Vector (ODV) represents the difference between 

this target and the current state of t11e vocal tract; in other words, the ODV codes the 

desired movement direction in orosensory space. This is then mapped into an appropriate 

set of articulator velocities. This coordinate transformation is carried out by propagating 

the ODV activities through the learned weights in the orosensory-to-articulatory mapping. 

As the articulators move, the shape of the vocal u·act, registered t11rough orosensory feed­

back at the ODV stage, gets closer and closer to the orosensory target for the speech 

sound. This causes the ODV activity to get smaller and smaller, leading to a slowing and 

stopping of articulator movements as the target is reached. When ODV activity is suffi­

ciently close to zero (i.e., when the sound has been completed), the SSM cell correspond­

ing to the next phoneme in the string is activated, and the process repeats. These processes 

are carried out automatically in the neural network defined by the equations in the follow­

ing paragraphs. The result is a time course of mticulator positions that can be viewed as a 

real-time animation sequence on the computer monitor. 

It is important to note that all performance simulations use the same parameter values, 

learned during a single babbling phase. Furthermore, although no perturbations or con-

2. This statement is simplified for reasons of clarity at this point in the model description. As 
described in Section 9. the orosensory target depends not only on the cuHent phoneme but also on 
the targets for later phonemes in tire string. This is how anticipatory coarticulation arises. 
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TABLE l. Phonemes Learned by the Present Implementation of the DIVA Model 

Phoneme Example Phoneme Example Phoneme Example 

/p/ nin /5/ ship ft.. I ll!Ck 

fbi hall /tJ meaf,iure Ia/ hQt 

/t/ )ree /m/ mom /J/ gll 

/d/ dog /n/ nice /e/ hate 

/k/ kick /tJ/ Sl!lg /i/ !;lVe 

/g/ goal Ill lazy /of Qbey 

/8/ thin /r/ red /u/ bQQt 

/6/ !hen Ill bit lUI foot 

/s/ §it IE! ~t /3'/ bird 

/z/ zebra Ire/ ash 
------ -- ··-·-·-··· 

NOTE: The simplified articulatory stmctme of the model allows only a crude mapping 
between tltese phonemes and tlteir vocal tract instantiations as learned by the model. 

stTaints to the articulators are encountered during learning, the model exhibits the ability 

to deal with such constraints automatically during performance, without any new learning 

(see Section 4). The model also does not train on specific phoneme sequences (cf. the 

model of Jordan, 1986), but instead learns a context-independent target for each speech 

sound. The complex context-dependent properties of the articulator movements seen dur­

ing performance (e.g., contextual variability, carryover coarticulation, and anticipatory 

coarticulation) arise not from learning what movements to make within these specific con­

texts (cf. Wickelgren, 1969), but instead are automatic consequences of the shapes of tar­

gets learned for the speech sounds and the dynamics of the neural network when 

producing a string of these sounds. It should also be noted that real speakers typically 

impose some constraints on which of the possible combinations of phonemes they will 

use. For example, syllable strings such as /srikp/ feel awkward to produce and are rarely 

used. No such constTaints are implemented in the model, but this is done for the sake of 

simplicity, not as a prediction about human speech. The model also currently offers no 

explanations for why such constraints arise in human speech. 
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2.3. Model Components 

The components of the DIVA model are described in the following paragraphs. For clarity 

of exposition, this discussion will start at the Speech Recognition System block and move 

clockwise around Figure 2. 

Speech Recognition System 

During babbling, the Speech Recognition System in the DIVA model interprets the 

infant's speech signal, activating appropriate cells3 in the Speech Sound Map whenever 

the infant produces a speech sound from his/her native language. This can be thought of as 

an acoustic-to-phonetic mapping. Speech sounds in the present implementation are simply 

equated to phonemes; the main concepts of the model remain valid, however, for different 

choices of sound units such as auditory distinctive features. Furthermore, the process of 

speech recognition is very complex and beyond the scope of this model. Thus, even 

though the Speech Recognition System is conceptualized as interpreting acoustic signals, 

no acoustic signal is used in the present implementation. Instead, the Speech Recognition 

System is implemented as an expert system that looks at key constrictions of the vocal 

tract to determine which, if any, speech sounds would be produced. If the system recog­

nizes a configuration corresponding to a known speech sound, it activates the correspond­

ing cell in the Speech Sound Map. This activation drives learning in the phonetic-to­

orosensory mapping. This corresponds to a situation wherein an infant learns when a 

match occurs between acoustic effects of his/her own productions and sound categories 

established by listening to the productions of others. 

The process of learning an orosensory target for each speech sound in the present imple­

mentation of the DIVA model is currently based on the following assumption: before a 

normal infant learns to properly and reliably produce a given sound, the infant is able to 

properly and reliably perceive that sound. To simplify the simulations, the model starts out 

with the ability to perceive all of the sounds that it will eventually learn to produce. How­

ever, this does not constitute a claim that infants can perceive all speech sounds before 

3. Each cell, or neuron, in the model corresponds only loosely to an hypothesized population of 
neurons in the nervous system; d1e model should tlms be considered as a set of hypotlresized stages 
of neural computation ratl1er tl1an as an attempt to identify specific neurons in the brain. 
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learning to produce any speech sounds. It is likely that infants learn to produce some 

sounds well before they can reliably perceive other sounds. Because learning of the 

orosensory target for each sound in the model occurs totally independently of the ability to 

perceive or produce any other sound, the model can similarly learn to produce some 

sounds before being able to perceive others. It is therefore expected that although the time 

frames during which infants acquire the abilities to perceive and produce speech sounds 

overlap substantially, for any given sound the ability to reliably perceive the sound devel­

ops before t11e ability to reliably produce it in a normal infant. 

Because the current model does not address tl1e self-organization of speech perception, the 

treatment of the relationship between the development of perception and the development 

of production is necessarily simplistic: proper perception is simp! y assumed to have 

occurred before learning of the production targets begins. The relationship between the 

development of perception and production skills in infants, however, is at present much 

less clear. The ability to identify the same phoneme in different contexts and across speak­

ers has been demonstrated at six months of age (Kuhl, 1979), and language-specificity in 

this phonetic perception has also been demonstrated in six-month-old infants (Kuhl, Will­

iams, Lacerda, Stevens, and Lindblom, 1992). If the learning of phonetic segments begins 

during the variegated babbling stage as suggested by MacNeilage and Davis (1990), then 

it would appear that the development of phonetic perception at least begins before the 

learning of orosensory targets for production. However, infants do produce some vowel­

like sounds by six months (Oller, 1980; Stark, 1980), and these productions could con­

ceivably play a role in building up the perceptual categories. On the other hand, there is 

evidence that children with severly limited speech motor abilities can develop relatively 

normal speech perception (e.g., MacNeilage, Rootes, and Chase, 1967; Rootes and Mac­

Neilage, 1967), while deaf infants typically show large deficits in production without spe­

cial therapy (e.g., Lynch and Oller, 1989; Oller and Eilers, 1988). Together, these data 

suggest an impmtant role for proper perception in learning to produce sounds and against 

an important role for production skills in the development of speech perception. However, 

they do not clarify whether perceptual phone ric categories are in place before the learning 

of the corresponding production targets begins. 

Relatedly, Flege and Eefting (1988) and Flege (1991, 1993) have argued that learners of a 

second language must establish appropriate phonetic categories before they can reliably 
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produce the correct phonemes in the second language. The present model's assumption 

that the perceptual category for a sonnd exists before the orosensory target for that sound 

is learned is consistent with this hypothesis. However, some studies suggest a more com­

plicated relationship between perception and production in second language learners. For 

example, although grouped data in the experiments of Flege (1993) were in accord with 

the hypothesis that proper perception precedes proper production in second language 

learners, the data for individual subjects did not support this hypothesis: as many subjects 

showed large production effects of the second language in the absence of large perception 

effects as showed large perception effects without production effects. 

These data suggest a scenario in which perception and production of a given phonetic seg­

ment co-evolve. This view receives support for first language learning from the study of 

Zlatin and Koenigsknecht (1976), who studied the perception and production of voice 

onset time (VOT) in two-year-old, six-year-old, and adult subjects. These authors con­

cluded that both perception and production skills continue to improve between ages two 

and six, with the perceptual status of VOT leading that of production. In terms of the cur­

rent model, this suggests a learning scenario wherein the Speech Recognition System 

slowly refines what it considers to be correctly produced examples of each phoneme, and 

learning of the orosensory targets for production continually "tracks" these changes. 

Although the present version of the model assumes that perception is reliable and does not 

change as a consequence of production, future versions of the model that incorporate self­

organization in the Speech Recognition System will attempt to more thoroughly address 

this important issue. 

Speech Sound Map 

Each cell in this map codes a different speech sound. During babbling, cells in tile map are 

inactive except when the Speech Recognition System determines that the model has pro­

duced a speech sound; when this happens, the activity of the corresponding cell in the 

Speech Sound Map is set to I. During performance, a higher-level brain center is assumed 

to sequentially activate the speech sound cells for the desired phoneme su·ing. Thus, the 

Speech Sound Map cell activities can be summarized as follows: 
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SSM Activities, Babbling Phase: 

8
. = { I if recognition system hears i-th sound 

1 
0 otherwise 

(I) 

SSM Activities, Performance Phase: 

8
. = { I if production of i-th sound is desired 
1 

0 otherwise 
(2) 

where s i is the activity of the cell corresponding to the i1h sound, and the index i takes on 

a value between I and 29, corresponding to the 29 phonemes learned by the model. 

Orosensory Direction Vector 

Orosensory information is key to the DIVA model both for specifying the targets of speech 

and for activating appropriate articulator movements to reach these targets. Several inves­

tigations have hypothesized speech targets within an orosensory frame. Based on the 

results of bite block experiments showing automatic compensation even on the first glottal 

pulse (i.e., in the absence of acoustic feedback), Lindblom et al. (1979) hypothesized that 

"the target of a vowel segment is coded neurophysiologically in terms of its area function 

by means of corresponding sensory information" (p. 157), where "sensory" here refers to 

an orosensory reference frame as described above. Similarly, Perkell (1980) posited that 

acoustic goals are transformed into corresponding orosensory goals during the production 

process. The task-dynamic model described in Saltzman and Munhall ( 1989) hypothesizes 

a vocal tract variable coordinate frame existing between the levels of acoustic goals and 

motor realization. Because these tract variables characterize key constrictions in the vocal 

tract, they can be interpreted as another example of sound targets in an orosensory refer­

ence frame. 

The activities of the Orosensory Direction Vector cells are governed by the following 

equations: 
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ODV Activities, Babbling and Performance Phases: 

(3) 

dj- = E·'';Z;j-- f) .. (4) 

' 

where di+ and dJ- are the antagonistically paired ODV cell activities corresponding to the 

lh orosensory dimension, fj+ and fj .. are antagonistically paired orosensory feedback sig­

nals coding position along the lh dimension of orosensory space, .1'; is the activity of the 

i1h Speech Sound Map cell, zii+ is the synaptic weight of the pathway from the i1h Speech 

Sound Map cell to thej+1h ODV cell, and z;J- is the synaptic weight of the pathway from 

the i1h Speech Sound Map cell to the j-1h ODV cell. The weights z;J+ and z;J .. constitute 

the phonetic-to-orosensory mapping. 

These equations show that ODV cells receive inhibitory tactile and proprioceptive feed­

back about the state of the vocal tract, represented by the values fj+ and fj .. .. The present 

implementation uses 11 different orosensory dimensions4, corresponding to propriocep­

tive information from individual articulators, tactile information from pressure receptors, 

and higher-level combinations of information such as the sizes of important constTictions 

in the vocal tract. A complete list of the orosensory dimensions used in the model is given 

in Table 2. One of the main tasks of the model during babbling is to differentiate between 

important and unimportant orosensory cues for a sound. As discussed in Section 3.2, the 

model successfully extracts the important information for each speech sound from this 

general set of available sensory information. 

Orosensory Direction Vector cells also receive excitatory input via the learned phonetic .. 

to-orosensory mapping; this can be seen as the I:slii+ and E·'·;z;J .. terms in Equations 3 

and 4. When a cell in the Speech Sound Map is activated for performance of the corre­

sponding sound, this input to the ODV acts as a target in orosensory space for producing 

that sound .. The ODV then represents the difference between the learned orosensory target 

4. Five orosensory dimensions included in Guenther (1994) have been removed in the current 
implementation to simplify the simulations. These dimensions, corresponding to individual articu­
lator positions, had no diJect beaiing on the acoustic properties of the vocal tract and are subsumed 
in higher-level orosensory dimensions in Table 2. 
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for the desired sound and the current configuration; this value specifies a desired move­

ment direction in orosensory space that is then mapped into a set of articulator velocities 

to move the vocal tract in this direction. 

TABLE 2. Orosensory Dimensions in the Present Implementation of the DIVA Model. 

Tongue body horizontal position with respect to maxilla 

Tongue body height with respect to maxilla 

Tongue body pressure receptors 

Tongue tip horizontal position with respect to maxilla 

Tongue tip height with respect to maxilla 

Tongue tip pressure receptors 

Lip protrusion 

Lip aperture 

Lower lip pressure receptors 

Upper lip pressure receptors 

Velum height 

NOTE: Most of these dimensions are closely related to the tract variables of Saltz­
man and Munhall (1989). 

During the first stage of babbling, changes in the configuration of the vocal tract will cause 

changes in the Orosensory Direction Vector activities. These changes drive learning in the 

orosensory-to-articulatory mapping as described in Section 3.1. Note that since no speech 

sounds are produced during the first babbling stage, all s; are zero and no excitatory input 

propagates to the ODV cells. During the second babbling stage, random production of a 

speech sound will result in activation of the corresponding s;. Now, ODV cell activity 

reflects the difference between the current vocal tract configuration (from the f}+ and fi. ) 
and the orosensory target for that speech sound (encoded by the weights z;j+ and z;j- ). 

This difference drives learning in the phonetic-to-orosensory mapping as described in 

Section 3.2. 
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Articulator Velocity Vector 

The Articulator Velocity Vector consists of a set of cells that command movements of the 

articulators. The activity of each cell is meant to correspond roughly to a commandecl con­

traction of a single muscle or a group of muscles in a fixed synergy. The cells are formecl 

into antagonistic pairs, with each pair corresponding to a different degree of freeclom of 

the articulatory mechanism. Table 3 tabulates the articulatory degrees of freeclom used in 

the model. 

TABLE 3. Articulatory Degrees of Freedom in the Present DIVA Implementation 

Raise/lower jaw 

Raise/lower tongue body with respect to jaw 

Raise/lower tongue tip with respect to tongue body 

Raise/lower upper lip 

Raise/lower lower lip witl1 respect to jaw 

Raise/lower velum 

Forward/backward extension of tongue body with respect to jaw 

Forward/backward extension of tongne tip with respect to tongue body 

Forward/backward extension of both lips simultaneously 

During babbling, Articulator Velocity Vector cells are randomly activated to produce 

movements of the articulators. It is assumecl that this occurs via an endogenous random 

generator that overrides other AVV inputs during babbling (sec Bullock et a!.. 1993; 

Gaudiano and Grossberg, 1991). During performance, activation of the Articulator Veloc­

ity Vector cells occurs ttu·ough the phonetic-to-orosensory and orosensory-to-articulatory 

mappings. Specifically, AVV cell activities are governed by the following equations: 

AVV Activities, Babbling Phase: 

a = { I with probability 1/3 for each trial 
k+ 0 I . Ot lerWISC 

(5) 
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ak- = { I with probability 1/3 for each trial 

0 otherwise 

AVV Activities, Performance Phase: 

ak+ = E [di+] +wi+k+ + E [di_] +wJ-k+ 
J J 

ak- = E [dJ+] +wJ+k- + E [dJ_] +wJ-k-
J J 

(6) 

(7) 

(8) 

where a k+ and a k- are the antagonistic pair of activities corresponding to the k1h articula­

tory degree of freedom, wJ+k+ is the synaptic weight projecting fi·om the j+1h ODV cell to 

the k+1h AVV cell (with analogous definitions for the various +, - combinations), and 

[x] + is a rectification function such that [x] + = 0 for x < 0 and [x] + = x for x:?: 0. 

The weights wJ+k+, wi+k-, JVJ-k+, and wJ-k- make up the orosensory-to-articulatory map­

ping. 

The transformation performed by the orosensory-to-articulatory mapping can be envi­

sioned as a transformation of the movement specification from a sensory coordinate frame 

to a motor coordinate frame. As described above, the ODV cells form a vector in orosen­

sory coordinates coding the distance and direction from the current vocal tract configura­

tion to the target region. Multiplying this vector by the matrix of weights in the 

orosensory-to-articulatory pathways (Equations 7 and 8) effectively produces a vector 

describing the distance and direction of desired movement in the motor coordinate frame. 

This vector serves as the basis for commanded velocities of the articulators as described in 

the next paragraph. 

GO Signal 

The GO signal (Bullock and Grossberg, 1988) is used to multiplicatively gate the move­

ment commands at the Articulator Velocity Vector before sending them to the motoneu­

rons controlling the contractile state of the muscles. This signal corresponds to volitional 

control of movement onset and speed in a human being and is discussed within the context 

of speaking rate in Section 7. The equation governing articulator velocities is as follows: 
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Articulatm· Velocities: 

(9) 

where v k is the velocity along the k111 articulatory degree of freedom and G is the value of 

the volitional GO signal (varying between 0 for minimum speaking rate and 1 for maxi­

mum speaking rate). The GO signal is fixed at a value of 0.5 during babbling. 

3. Acquisition of Speaking Skills 

Acquisition of speaking skills in DIVA consists of finding appropriate parameters, or syn­

aptic weights, for the phonetic-to-orosensory and orosensory-to-articulatory mappings 

during the two stages of the babbling phase. The learning processes involved during bab­

bling are described in the following paragraphs. 

3.1. Developing Coordinative Structures: The Orosensory-to­
Articulatory Mapping 

In the first stage of babbling, the DIVA model learns a mapping from directions in orosen­

sory space (coded by the ODV stage) to movement directions in articulator space (coded 

by the AVV stage). A portion of this mapping is shown in Figure 3. Learning of the 

orosensory-to-articulatory mapping occurs as follows. Randomly activated Articulator 

Velocity Vector cells cause movements of the speech articulators which are reflected 

through orosensory feedback as changes in activity of the Orosensory Direction Vector 

cells. It is these changes in ODV activities, rather than the magnitude of activities, that 

drive learning in the orosensory-to-articulatory pathways according to the following equa-

tions: 

d 
£1 ak+(- al wJ+k+ ··- ~dJ+) (10) dwJ+k+ = 

t 

d 
£1 °k-(- cx1 wJ+k-- ::,dJ+) (11) -w = dt J+k-

d 
£1 °k+(- a1 wi-k+- :/J-) (12) -w. = dt j·k+ 
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(13) 

where £ 1 is a learning rate parameter and a 1 is a learning decay parameter. Thus, a 

decrease in an ODV cell's activity results in an increase in the weight projecting from the 

ODV cell to active Articulator Velocity Vector cells; these AVV cells are responsible for 

the movements that resulted in the initial decrease of ODV activity. In this way, each ODV 

cell learns a set of articulator velocities that cause movements to decrease the ODV cell's 

activity, i.e. articulator movements that move the vocal tract in the desired direction. 

Orosensory 
Direction 
Vector 

Articulator 
Velocity 
Vector 

Tongue tip 
height w.r.t. 
maxilla 

Tongue body 
height w.r.t. 
maxilla 

T T T ........ . 
Raise/lower 
tongue tip 

Raise/lower Raise/lower 
jaw tongue body 

FIGURE 3. Schematized view of a portion of the orosensory-to-articulatory mapping 
after babbling. ODV cells, each coding a desired movement dirt>etion in orosensory 
space, project with large weights to AVV cells that move the vocal tract in the 
appropriate dirc>ction. Projc>ctions to other AVV cells have withered away to zero 
during leaJ·ning. Activity at an ODV cell during perl\n·mance will propagate through 
the large weighted pathways and activate the corresponding set of articulator 
movement's; this set of articulator movements const-itutes a coonlinative structure. 

The mapping between orosensory variables and articulator variables is analogous to the 

mapping between vocal tract variables and articulator variables in the task-dynamic model 

of Saltzman and Munhall (1989), and both are related to the redundant inverse kinematics 

problem of robotics (e.g., Craig, 1986). Whereas the mapping in DIVA is learned, the 

mapping in the task-dynamic model is solved mathematically by calculating a weighted 

Jacobian pseudoinverse and adding terms to provide a neutTal attractor (see Sections 8 

and 9 for brief discussions of the neutral attractor) and to prevent unwanted movements 

after an orosensory target has been reached (a common problem of pseudoinverse tech-
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niques). The resulting equation relating articulator movements to orosensory variables is 

very complex; in fact, Munhall, Ostry, and Flanagan (1991; p. 305) state that the complex­

ity of this mapping is one reason for looking to simpler coordinate frames for movement 

planning, such as joint coordinates. However, the inverse kinematics mapping in DIVA is 

very simple (characterized by Equations 7 and 8) and the parameters defining the mapping 

are easily learned5. Fmthermore, Guenther (1992) and Bullock eta!. (1993) show how a 

direction-to-velocity inverse kinematics approach like the one used in DIVA leads to 

motor equivalence properties that are very difficult to explain with a joint coordinate plan­

ning approach. 

The orosensory-to-articnlatory mapping in DIVA is also closely related to the coordinarive 

structure modeling concept (e.g., Easton, 1972; Fowler, 1980; Kelso eta!., 1984; Saltz­

man and Kelso, 1987). A coordinative structure is a task-specific grouping of articulators. 

For example, Kelso et al. (1984) report that when a subject's jaw is perturbed during the 

production of /b/, compensation is seen in the movements of the upper and lower lips but 

not movements of the tongue. When perturbation is applied during /z./ production, how­

ever, compensation is seen in the movements of the tongue but not movements of the lips. 

Thus, it appears that these subjects use a coordinative su·ucture consisting of the upper lip, 

lower lip, and jaw when the task is to produce a /b/, and a coordinative stTucture consisting 

of the tongue and jaw when the task is to produce a /z/. Such groupings arise naturally in 

the DIVA self-organization process. Figure 3 schematizes the results after babbling for the 

ODV cell coding an increase in tongue tip position with respect to the maxilla. This cell 

now projects through large weights to AVV cells that raise the tongue tip, the jaw, and the 

tongue body; the weights for projections to other AVV cells have withered to zero. During 

performance, a positive activity at this ODV cell will arise when the "task" is to increase 

tongue tip constriction degree, as for a /z/. This positive activity will propagate tJn·ough 

the pathways with large weights (see Equations 7 and 8), resulting in the simultaneous 

raising of the tongue tip, tongue body, and jaw; this task-specific grouping of articulator 

movements constitutes a coordinative su·ucture. If one of these three movements is 

5. Because the inverse kinematic mapping in DIVA is the result of a learning process rather than an 
explicit calculation, it is not possible to precisely characrerize this mapping, e.g. in terms of a Jaco­
bian pseudoinverse. Insread, the mapping can best be characterized as an approximare Jacobian 
pseudoinverse whose exact form is the result of complex dynamic inreractions involving tl1e train­
ing sequence and the learning laws of Equations 10-13. 
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blocked (e.g., a bite block could be used to prevent jaw movement), the other movements 

continue to decrease tongue tip constriction degree, resulting in the automatic compensa­

tion demonstrated in the model simulations of Section 4. As the tasks change to produce 

different phonemes, different ODV cells will have positive activity, leading to different 

coordinative structnres for producing the required movements. In this way, the model 

automatically marshals only appropriate coordinative structures, as seen in the human 

speaking data of Kelso eta!. (1984). 

3.2. Learning Sound Targets: The Phonetic-to-Orosensory 
Mapping 

The synaptic weights in the pathways projecting from a Speech Sound Map cell to the 

Orosensory Direction Vector cells represent a vocal tract target for the corresponding 

speech sound in orosensory space. When the changing vocal tract configuration is identi­

fied by the Speech Recognition system as producing a speech sound during the second 

stage of babbling, the appropriate Speech Sound Map cell's activity is set to I. This gates 

on learning in the synaptic weights of the phonetic-to-orosensory pathways projecting 

from that cell, and, as described in the following paragraphs, this allows the model to 

modify the orosensory target for the speech sound based on the current configuration of 

the vocal tract as seen through orosensory feedback at the ODV stage. 

A very important aspect of this work concerns how the nervous system extracts the appro­

priate forms of orosensory information that define the different speech sounds. How is it 

that the nervous system "knows" that it is lip aperture, and not lower lip height or upper 

lip height, that is the important articulatory variable for stop consonant production? How 

does the nervous system know that whereas lip aperture must be strictly controlled for 

bilabial stops, it can be allowed to vary over a large range for many otlJer speech sounds, 

including not only vowels but also velar, alveolar, and dental stops? Perhaps even more 

telling, how does the nervous system of a Japanese speaker know that tongue tip location 

during production of /r/ can often vary widely, while the nervous system of an English 

speaker knows to control tongue tip location more strictly when producing /r/ so that /1/ is 

not produced instead? 

The manner in which targets are learned in DIVA provides a unified answer to these ques­

tions. Figure 4 schematizes the learning sequence for the vowel Iii along two dimensions 

(corresponding to lip aperture and tongue body height) of orosensory space. The first time 
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(a) 

Vocal tract 
configuration 

• for first /i/ 
~ 

~ 

(b) Vocal tract 
configuration 
lin· second /i/ 

~~ 
• -

Lip aperture Lip aperture 

. ... 
Lip aperture 

FIGURE 4. Learning of the convex region target for the vowel /if along orosensory 
dimensions corresponding to lip ape•·ture and tongue body height. (a) The first time /i/ 
is prodncc'!l during babbling, the learned target is simply the configuration of the vocal 
tract when the sound was produced. (b) The sc>cond time /i/ is babbled, the convex 
region target is expanded to encompass both vocal tract configurations used to 
produce the sound. (c) Schematized convex regions for /i/ and ir>i afte1· many 
pmdnctions of each sound during babbling. Whereas the target for /i/ allows large 
variation along the dimension of lip aperture, the target lbr the bilabial slop /p/ 
•·equires strict control of this dimension, indicating that the model has learned that lip 
aperture is an important aspc>ct of /pi but not /i/. 

the phoneme is produced during babbling, the corresponding cell in the Speech Sound 

Map learns the orosensory position that caused the phoneme. This corresponds to a point 

in orosensory position space, schematized in Figure 4a. The next time the phoneme is bab­

bled, the Speech Sound Map cell expands its learned target to be a convex region that 

encompasses both the previous orosensory position and the current orosensory position, as 

shown in Figure 4b; this occurs via the simple and biologically plausible learning law of 

Equations 14 and Equations 15 below. In this way, the model is constantly expanding its 

convex region target for /i/ to encompass all of the various vocal tTact configurations that 

can be used to produce /i/. 
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Now we can address the questions posed above. Consider the convex regions that result 

after many instances of producing the vowel{!/ and the bilabial stop/p/ (Figure 4c). The 

convex region for /p/ does not vary over the dimension of lip apertme but varies largely 

over the dimension of tongue body height; this is because all bilabial stops that the model 

has produced have the same lip aperture, but tongue body height has varied. In other 

words, the model has learned that bilabial aperture is the important orosensory invariant 

for producing the bilabial stop /p/. Furthermore, whereas lip aperture is the important 

orosensory dimension for /p/, the model has learned that this dimension is not very impor­

tant for /i/, as indicated by the wide range of lip aperture in the target for /il in Figure 4c. 

Finally, since convex region learning relies on language-specific recognition of phonemes 

by the infant, the shapes of the resulting convex regions will vary from language to lan­

guage. 

The neural mechanism used to learn the convex region targets in DIVA is related to the 

Vector Associative Map detailed in Gaudiano and Grossberg (1991). The learning laws 

governing modification of the synaptic weights are: 

d ( +) -. z .. = £ 2s. cx,z .. -[d. ] df lj· I - lj· J-

where £ 2 is a learning rate parameter, cx2 is a learning decay parameter, and 

rectification function as defined earlier. The learning laws of Equations 14 and 

(14) 

(15) 

[x]+isa 

15 ensure 

that modification of a given phoneme's orosensory target only occurs when that phoneme 

is being produced. The weights start out large (initialized to 1.0) and primarily decrease 

with learning; this decrease in the weights corresponds to an increase in the size of the 

orosensory convex region target. 

To sec why this is the case, refer to Figure 5, which schematizes the mapping from a 

Speech Sound Map cell to the antagonistic pair coding one dimension of the Orosensory 

Direction Vector. The orosensory feedback signal antagonistic pairs U)+J) each sum to 

a constant value of 1; this kind of push-pull relationship between cell activities is often 

found in the nervous system (e.g., Sakata eta!., 1980). Assume a large value of £ 2 and a 

very small value of cx2 in Equations 14 and 15. The first time the speech sound corre­

sponding to si is produced during babbling, the weight pair (ziJ+' zi) will converge to 
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the value of (fj+'·tj_) when this sound occurred. Assume that this occurred with 

Uj+.fj_) = ( 0.4, 0.6) . From Equations 7 and 8 it is clear that during performance only 

positive di+ and d1_ will activate articulator movements. With (zJi+' zii_) = (0.4, 0.6), 

from Equations 3 and 4 we can see that any value of (tj+ . .tj_) other than (0.4, 0.6) will 

drive an articulator movement when s; is activated to I. This corresponds to a point 

attractor or point target at (0.4, 0.6) for Uj+,Jj_) . 

Speech 
Sound Map • 
Orosensory Zij+ 
Direction d e 
Vector )f / 
Orosensory / / 
Feedback fJ+ fJ_ 

• 
•• 

FIGURE 5. Portion ofthc phonctic-to-oroscusory mapping from a Speech Sound Map 
cell to the antagonistic pair coding one dimension of oroscnsory space. 

Now consider what happens if the sound corresponding to .\'; is produced a second time, 

with (fj+,f)_) = (0.5, 0.5) . Learning will drive the weights (zii+' z;;-) to (0.4, 0.5). 

With this weight pair, we see from Equations 3 and 4 that a positive dJ+ or di- will only 

result if Uj+ . .fj_) is outside the range (0.4 ,;;.fj+,;; 0.5, 0.5 sfj.,;; 0.6) . This range thus 

defines a convex region attractor. Further decreases in the weight values will result in fur­

ther increases in the size of the convex region attractor. 

An interesting property of this learning process is that the model can learn to "ignore" 

totally unimportant orosensory dimensions by allowing variability throughout the entire 

range of such dimensions. This reduces the need for the nervous system to include only 

the most important orosensory dimensions in the speech sound target specifications. For 

example, little harm is done by including orosensory dimensions that are important only 

for some languages but not for others, since speakers of languages that do not use a 

dimension can simply learn to ignore it. Despite this added flexibility, it is quite possible 

that the neural transformation from vocal u·act tactile and proprioceptive information into 

the orosensory dimensions used for target specification is an adaptive one that "chooses" 
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the most important dimensions for a particular language. This adaptability is not included 

in the current version of the model, and future research will explore the use of self-orga­

nizing mappings to perform this transformation. 

The convex region theory constitutes a new entry in the long-standing debate in the speech 

production literature over the nature of the "targets" as specified to the production mecha­

nism (see Levelt, 1989, chapter 11 for a recent review). Early researchers proposed spatial 

targets for the articulators (Henke, 1966) and muscle length targets (e.g., Cohen, Gross­

berg, and Stork, 1988; MacNeilage, 1970); unfortunately, these models cannot account for 

compensatory movements of one articulator when another articulator cannot reach its 

"normal" position (e.g., Abbs and Gracco, 1984; Folkins and Abbs, 1975; Kelso et al., 

1984; Lindblom eta!., 1979). To overcome this, later models hypothesized that the targets 

are more abstract functions of the vocal tract shape that correspond more closely to the 

speech signal (e.g., Lindblom eta!., 1979; Perkell, 1980; Saltzman and Munhall, 1989). A 

common assumption of these models is that targets correspond to (possibly context­

dependent or time-varying) canonical posilions of articulators or vocal tract variables. In 

contrast, Keating (1990) hypothesized a "window theory" of coarticulation wherein the 

target for each articulator is not a fixed position, but a range of possible positions. As 

Fowler (1990) points out, however, in many cases the position of a single articulator may 

vary because this articulator is used in concert with other articulators to produce a higher­

level goal which does 1101 show much variability. For example, Abbs and Netsell (1973; 

see also Abbs, 1986) report that whereas large variability is seen in lower lip height and 

jaw height during production of the vowel/a/, the quantity [lower lip height+ jaw height] 

remains relatively constant. Variability is also seen in lower lip and upper lip heights used 

to produce bilabial closure (e.g., Kelso et al., 1984). In this case, it is insufficient to simply 

move the articulators to the acceptable ranges for upper lip height and lower lip height; in 

addition, one must insure that the resulting lip aperture is zero. A simple window theory as 

proposed by Keating ( 1990) cannot explain these data. 

The current theory handles these shortcomings. Within this theory, the target for a speech 

sound is specified in a high-dimensional orosensory space. This orosensory space includes 

tactile information from pressure receptors and more complex information conesponding 

to higher-order combinations of tactile and proprioceptive information, such as the degree 

of constriction at different points along the vocal tTact (see Table 2). Each dimension of 
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the orosensory target specifies a range of acceptable positions along that dimension. The 

babbling process causes the system to learn very small target ranges for acoustically 

important orosensory dimensions and large ranges for unimportant dimensions, thus insur­

ing proper production despite allowing large variability in unimportant dimensions. 

The preceding paragraphs have described the process by which the DIVA model learns to 

produce speech sounds. The remainder of this article investigates the properties of the 

articulator movements during performance of phoneme strings. These properties arise 

largely as a result of the nature of speech targets and mappings between coordinate frames 

learned during the babbling phase. 

4. Motor Equivalence 

The direction-to-velocity nature of the orosensory-to-articulatory mapping in DIVA pro­

vides the model with the ability to automatically compensate for perrurbations or con­

straints on articulator movements despite the fact that the model never encounters such 

constraints during learning. Guenther ( 1992) and Bullock et a!. ( 1993) discuss in detail 

how these motor equivalence properties arise in a direction-to-velocity mapping, but not 

in other forms of inverse kinematic mappings, for goal-directed reaching using a multi­

joint arm, and Guenther (1994) details the motor equivalence properties of DIVA. Simula­

tion results verifying these properties are very briefly summarized in tltis section for com­

pleteness. 

Figure 6 shows the configurations reached by the model for /p/ in the pl1rase "sap" under 

several different conditions. In Figure 6a, the configuration reached during normal, unper­

turbed speech is shown. In Figure 6b, a perturbation has been applied to the lower lip clur­

ing /p/ production. As in human subjects (e.g., Abbs and Gracco, 1984), the upper lip 

compensates by moving further down to make contact with the lower lip for the bilabial 

closure. In Figure 6c, a perturbation has been applied to the jaw during /p/ production. 

Here, the lower and upper lips compensate by moving further to make the bilabial closure, 

as reported experimentally (e.g., Folkins and Abbs, 1975; Kelso eta!., 1984). Finally, 

Figure 6d shows the result of fixing the jaw open during production of the pln·ase, as 

would occur if a bite block were held between the teeth while speaking (e.g, Lindblom, 
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Lubker, and Gay, 1979). Again, upper and lower lips successfully compensate for the loss 

of jaw movement. 
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FIGURE 6. Motor equivalence simulation results. Each figm·e shows a snapshot of 
the model's articulator configuration during the bilabial closure for /p/ in the word 
"sap" under a different condition. (a) Normal spec'Ch. (b) Downward perturbation to 
the lower lip during /p/ production. (c) Downward jaw pe.·turbation during /p/ 
production. (d) Fixed jaw during entire utterance. The model automatically 
compensates for the constraints in each cas<~ despite never having encountered any 
such constl'aints during learning. 

5. Direct Relationship Between Velocity and Distance 

A widely reported characteristic of speech articulator movements is that peak articulator 

velocity varies directly with magnitude of articulator displacement (e.g., Houde, 1967; 

Kent and Moll, 1972a,b; Kozhevnikov and Chistovich, 1965; Kuehn and Moll, 1976; Per­

kell, 1969; Sussman and Smith, 1971). This property has been credited with producing 
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nearly constant movement durations independent of movement extent (MacNeilage, 1970; 

Fowler 1980). 

Investigation of Equations 7-9 reveals that for a given speaking rate, peak articulator 

velocity in DIVA will vary directly with ODV activity. Because the ODV activity codes 

the difference between the current vocal tract configuration and the orosensory target, it 

can be predicted that peak articulator velocity in DIVA will indeed vary directly with mag­

nitude of articulator displacement. This property is not obvious, however, for several rea­

sons. For example, the distance coded by ODV activity is defined in orosensory 

coordinates rather than articulator coordinates, and the activity of many ODV cells can 

simultaneously affect the velocity of a single articulator (e.g. jaw raising can be com­

manded to different degrees by an ODV cell coding lip aperture and an ODV cell coding 

tongue body height for production of a single segment). Because of these complicating 

factors, a simulation was mn to determine the relationship between peak velocity of 

tongue dorsum movement and tongue dorsum displacement over a range of phonemes and 

contexts. The results of this simulation are shown in Figure 7 (bottom halt), along with 

data from human speakers (top halt). The top part of this figure shows data for the tongue 

dorsum of a speaker in the study of Ostry and Munhall (1985) while producing various 

vowels in /kVkV I sequences at both a fast rate and a slow rate. The bottom part of the fig­

ure shows corresponding results from DIVA simulations. In agreement with the Ostry and 

Munhall data and the other experimental studies mentioned above, a direct relationship is 

seen between peak velocity and articulator displacement in the DIVA simulations. Fur­

thennore, a systematic increase in the slope of this relationship is seen with an increase in 

speaking rate in both the Ostry and Munhall data and the DIVA simulations. This speaking 

rate effect is addressed further in Section 7. 

It should be noted here that the units for distance and velocity in the model simulations are 

rather arbitrary, typically relating to pixel sizes, cell activations, or time step sizes. These 

units are linearly related to "real world" units such as inches and seconds. This is sufficient 

because only relative magnitudes are of importance for the purposes of this ar·ticle. 

Because of their relatively arbitrary nature, the units are not stated in tables and graphs. 

A final interesting result concerning the velocity/distance relationship of articulator move­

ments comes from a compar·ison of fricative and stop consonants. Kuelm and Moll (1976) 

note that the slope of the velocity/distance relationship was larger for movements toward 

Jmmary 31, 1995 32 



s = 
~ 
0 

"0 
<l.) 

= OJ) 

= 0 ..... 
...... 
0 

~·· ·-u 
0 -<l.) 
;;.. 

s 
= s 
·~ 
~ 

2 0 ~- ---~-----·---~-·-·-·. ,-· ·- ·····-·-·····--···· ~- ···- ···-- . . .... .,.. ······----------~ 

18 Sub;ect AD • 
G~ '> • + • 

I 6 Q ~ •• . 
14 

12 

10 

8 

6 

4 

2 

0 
0 10 12 

,--------·- ---~ 
1 fest slow 
I 
I I a I oJ • ' 

! I 0 I ' • ·I 
I I u I • , 
L. ... - ----------- ... _____ .J 

14 16 18 20 

1.-----~----~--~----~----~----~. 

0.8 

0.6 

0.4 

0.2 

,, 

"fast" tl 

"slow" 

0~----~----~------~-----L------~----~ 
0 20 40 60 80 100 120 

Total movement amplitude ortongue dorsum 
FIGURE 7. Direct relationship between maximum movement velocity and movement 
amplitude. 1(>p figure shows data for the tongue dorsum of a speaker in the study of 
Ostry and Munhall (1985) while producing various vowels in /kVkV/ sequences 
[Reprinted from Ostry and Munhall, 1985]. Bottom figm·e shows corresponding results 
in DIVA simulations. In agr·eement with a large nnmber of experimental studies, a 
direct relationship is seen between peak velocity and articulator displacement. 
Furthermore, a systematic change in the slope of this r·elationship is seen with an 
increase in speaking rate in both the Ostry and Munhall data and the DIVA 
silnulations. 
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stops than for movements toward fricatives. That is, for a fixed movement distance of the 

occluding articulator, movements toward a stop are faster than movements toward africa­

tive. This result is explained by the DIVA model because of the following property: the 

orosensory tar·gets for stops include larger target levels of pressure receptor activity than 

do fricative targets. This will lead to a larger positive ODV activity along the dimension 

corresponding to the pressure receptor for a stop, and this will subsequently add to the 

total amount of AVV activity and articulator speed. This property was verified by having 

the model produce the words "pat" and "path" with the same movement distance required 

for the tongue tip occlusion in the two cases. For the stop /t/ in "pat", the maximum veloc­

ity of the tongue tip was 0.88 (again, the units are arbitrary distance units), and for the fri­

cative/8 I in "path", the maximum velocity was 0.74. Thus the model not only reproduces 

the widely reported direct relationship between maximum velocity and distance for articu­

lator movements, but it also accounts for differences in the slope of this relationship for 

different segment classes. 

6. Variability in Place of Articulation 

The existence of tar·get ranges along orosensory dimensions in DIVA, rather than explicit 

tar·get positions, predicts that variability will be seen in the place of articulation along 

these dimensions. This is because no movements are commanded for positions anywhere 

within the target range, so entering the range at different positions during different produc­

tion trials (due, for example, to contextual or biomechanical infiuences) will lead to differ­

ent places of articulation. Furthermore, because the size of the tar·get range along an 

orosensory dimension reflects the amount that the vocal tract is allowed to vary along that 

dimension while still adequately producing the same phoneme, more variation will occur 

for acoustically less important dimensions. 

An example of this phenomenon in human speech comes from studies of place of articula­

tion for velar stops. English speakers/hearers do not differentiate between velar and palatal 

stop consonants; as a result, wide anteroposterior variability is seen in the place of con­

striction for the stop consonants /k/ and /g/ in different vowel contexts (e.g, Daniloff, 

Sclmckers, and Feth, 1980; Kent and Minifie, 1977). Kent and Minifie point out that if the 

target position for /k/ or /g/ is very concrete and positionally well-defined, then the varia­

tion cannot be explained by a target position model. Furthermore, if the target positions 
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are only loosely defined. the possibility exists for too much variation that can destroy pho­

nemic identity. Since large anteroposterior variation is seen in /k/ and /g/ but little or no 

variation is allowable in the vertical position of the tongue body (i.e .. the tongue body 

must contact the palate), it appears that neither a well-defined nor loosely defined target 

position will suffice. Instead. it appears that tongue body target ranges are defined sepa­

rately for anteroposterior position and vertical position. with a large target range for the 

former and a much smaller range for the latter. This is captured by the shape of the convex 

region target learned for /k/ by DIVA (see Figure 12a). and simulations of this phenome­

non as a result of carryover coarticulation and anticipatory coarticulation are given in 

Section 8 and Section 9. respectively. 

For consonants. it is clear that humans must strictly control the place of articulation along 

the orosensory dimension corresponding to the constriction degree. For vowels. however. 

it is unlikely that any orosensory dimension need be so strictly controlled (e.g .. Lindblom. 

1963). Still, the model predicts that more variability will be seen for vowels along acousti­

cally less important dimensions. The hypothesis of more articulatory variability along 

acoustically less important dimensions for the vowels /i/ and /a/ was tested on human sub­

jects in studies by Perkell and Nelson (1982, 1985). These reports showed more variability 

in tongue position along a direction parallel to the vocal tract midline than for the acousti­

cally more important tongue position along a direction perpendicular to the vocal tract 

midline. supporting this hypothesis. A simulation of this property in DIVA is shown in the 

bottom half of Figure 8. For this simulation. repeated utterances of /i/ in different contexts 

and at different rates leads to the scatter of tongue body positions (indicated by small 

black squares) in the figure. Clearly. variation along the acoustically more important 

dimension of vertical tongue body position (i.e .. position in the direction perpendicular to 

the midline of the vocal tract) is smaller than variation along t11e acoustically less impor­

tant dimension of horizontal position of the tongue body; the corresponding result of a 

human subject in the study of Perkell and Nelson (1982; 1985) is shown in the top part of 

Figure 8 ("MID" pellets correspond to tongue body in DIVA). This occurs in the model 

because the speech recognition system "hears" /i/ when the tongue body occupies a rela­

tively large range of positions along the dimension of tongue body horizontal position but 

a relatively small range of positions along the dimension of tongue body vertical position, 

leading the model to learn a convex region target for /i/ with this shape. During produc­

tion. the actual position on this convex region achieved for /i/ will vary depending on con-
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text and rate, leading to a scatter of positions that approximates the shape of the learned 

target as seen in Figure 8. 

FIGURE 8. Variability in place of articulation I(H' the vowel/if in when spoken under 
various conditions. Top figure is data tin· a speaker in a study by Perkell and Nelson 
(adapted from Perkell and Nelson, 1985). llotlom figure shows the corresponding 
results from a UIVA simulation. In both cases, val'iation along the acoustically more 
important dimension of tongue body vertical position is smaller than along the 
acoustically less important dimension of tongue body horizontal position. 

A final example of variability of place of articulation in DIVA comes from the observation 

that in some cases one should see very wide, but not complete, variation along an orosen­

sory dimension that is largely, but not completely, irrelevant for a particular speech sound. 

For example, lip aperture is relatively unimportant for velar, alveolar, and dental ccnso­

nants, but the lips cannot be completely closed during their production. Correspondingly, 

wide variation of lip aperture can be observed for these sounds, but not complete closure 

of the lips. Again, such an observation is very difficult to explain using a target position 

model. 
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An interesting example of this phenomenon comes from stndies of velum position during 

vowel production. Production of vowels in different consonant contexts results in large, 

but not complete, variability in velum position during the vowel (Kent, Carney, and Sev­

ereid, 1974). For example, if a vowel is produced between two non-nasal consonants as in 

the word "dad", the velum remains completely closed thJoughout the utterance. When a 

vowel is produced between a nasal and a nonnasal consonant as in the word "dan", the 

velnm smoothly tJansitions from closed to open during the vowel. From these observa­

tions it might appear that no fixed target velum position is specified for vowels. However, 

Kent et al. (1974) report that for a vowel between two nasal consonants, a slight but 

incomplete raising of the velum occurs during the vowel, followed by a lowering of the 

velum for the final nasal consonant. As Keating (1990) points out, these data provide a 

compelling case for a target range from maximally closed to largely, but not completely, 

open, rather than for any canonical target position. 

A DIVA simulation of these data is illustJated in Figure 9. The squares in this figure indi­

cate the velum position while producing the phonemes in the plu·ase "dad". Here, it is 

clear that the velum remains closed during the entire utterance. The circles in the figure 

show the velum positions while producing the phrase "man". Here, we see the velum rais­

ing slightly, but not completely, during production of /a/ before lowering again for the 

final/n/, as reported by Kent et al. This occurs in DIVA because the model has learned a 

range of acceptable velum positions for the vowel rather than a particular velum position, 

and the velum is moved to the closest position along that range. In a non-nasal consonant 

context the closest position in the range is a closed velum position, and in a nasal conso­

nant context the closest position is a largely but not maximally open velum. 

7. Speaking Rate Effects 

Mnch research in the past twenty years has investigated how changes in speaking rate 

affect the production of speech sounds (e.g., Adams, Weismer, and Kent, 1993; De Nil and 

Abbs, 1991; Flege, 1988a; Gay et al., 1974; Gopal, 1990; Kuehn, 1973; Kuehn and Moll, 

1976; Ostry and Munhall, 1985). A common result from these studies is that changes in 

speaking rate have differential effects for the movements corresponding to vowels and 

consonants: increasing rate causes an increase in the velocities of movements correspond­

ing to consonantal gestures, but it causes less of an increase, or even a decrease, in the 
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FIGURE 9. Simulation result showing variability of velum position during vowel 
production in different consonant contexts. The squares show velum position during 
production of the word "dad .. ; here, the velum remains completely closed during the 
vowel. The bottom row shows production of the word "man ... In this case, the velum 
raises slightly but not completely 1\ll' the vowel, as reported fbr human subjc>cts (Kent, 
Carney, and Severeid, 1974). 

velocities of movements corresponding to vowel gestures (e.g., MacNeilage and Lade­

foged, 1976, pp. 99). This seems to indicate different control strategies for vowels and 

consonants, and these data have reasonably been used to support a coproduction model of 

coarticulation positing different underlying control structures for the two sound types 

(e.g., Fowler, 1980, pp. 121-2, 128). 

Several researchers have also noted that different speakers tend to use different stJategies 

to increase speaking rate (Kuehn, 1973; Kuehn and Moll, 1976; Ostry and Munhall, 

1985): some speakers rely more on increases in velocity, and others rely more on 

decreases in movement amplitudes. These will be referred to as the velociTy sTrategy and 

amplitude strategy, respectively. 

The velocity strategy is already inherent to DIVA as a consequence of the GO signal that 

gates movement commands. In the VITE model of trajectory formation (Bullock and 

Grossberg, 1988), the GO signal is a volitional signal embodying the will to move at a par­

ticular speed; increased movement speed is achieved by increasing the GO signal, which 
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in turn multiplicatively gates desired movement direction commands. This is carried out 

in DIVA by Equation 9. Other things being equal, increasing the GO signal in this equa­

tion directly increases articulator velocities and, therefore, speaking rate. The multiplica­

tive relationship between the GO signal and a desired movement vector as exemplified by 

Equation 9 has been used to explain a very large amount of data from the movement con­

trol literature (Bullock and Grossberg, 1988), including data on syncln·onous movement 

completion by different joints (Freund and Btidingen, 1978), mnscle contraction duration 

invariance (Freund and Btidingen, 1978; Ghez and Vicario, 1978), bell-shaped velocity 

profiles (Howarth and Beggs, 1971), changing velocity profile asymmetry at higher move­

ment speeds (Beggs and Howarth, 1972; Zelaznik, Schmidt, and Gielen, 1986), amplifica­

tion of peak velocity during target switching (Georgopoulos, Kalaska, and Massey, 1981 ), 

and speed-accuracy tradeoffs (Fitts, 1954; Woodworth, 1899). Furthermore, Guenther 

(1992) and Bullock eta!. (1993) showed that directional tuning curve properties of neu­

rons utilized in such a mechanism closely match the properties of cells found in monkey 

motor cortex (e.g., Georgopoulos, Kalaska, Caminiti, and Massey, 1982; Caminiti, 

Johnson, and Urbano, 1990). 

The amplitude strategy can be carried out in DIVA by changing the size of the convex 

region target, as shown in Figure 10. Here, the orosensory target used to produce a partic­

ular sound at a slow speaking rate is formed by "shrinking" the convex region learned dur­

ing babbling for that sound. This can be interpreted as a tendency for speakers to 

hyperarticulate, or use a more "canonical" configuration of the vocal !Tact, when produc­

ing a phoneme at slower rates, leading to clearer, more precise speech when rate con­

sn·aints are less sn·ingent (e.g.,Lindblom, 1963; 1983; 1990). The use of hyperarticulation 

for other purposes is discussed in Section 9. 

The act of increasing convex region size for increased movement speeds is very much in 

the spirit of the well-documented speed-accuracy u·ade-off of movement control described 

by Fitts' Law (see Schmidt, 1982, for a review). Fitts (1954) showed that for back and 

forth targeted ann movements of a fixed distance, increasing the size of the targets 

allowed subjects to increase movement speeds. This relationship has been shown to hold 

for many other movement tasks, including arm movements to a single target (Fitts and 

Peterson, 1964), wrist rotations (Knight and Dagnall, 1967), and head movements 

(J agacinski and Monk, 1985). Increasing the size of the convex region target during faster 
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FIGURE 10. The amplitude strate-gy of changing speaking rate can be carried out in 
DIVA by shrinking the convex region target used for production at slower· speaking 
rates. This corrt~ponds to using a more "canonical" target position for increased clarity 
at slower speaking rates. · 

speech in DIVA is likewise a case of trading off accuracy for speed, this time in the 

domain of speech production. The concept of a target as a convex region whose size can 

be varied --rather than a single point as is typically assumed in models of movement con­

trol -- seems naturally suited for explaining how subjects adjust the accuracy of move­

ments when speed requirements are increased. 

Shrinking of the convex region target for a sound can be carried out surprisingly easily in 

the DIVA neural network: simply acid a small positive input to all ODV cells. Since the 

same input is added to all ODV cells, this input will be referred to as 11011-.specijic. To see 

why a non-specific input slu·inks the convex region targets, consider a single antagonistic 

pair of ODV cells, corresponding to a single dimension of orosensory space. Since only 

positive ODV activities can drive movement, the size of the convex region target for a 

sound along that dimension corresponds to the range of values of orosensory feedback that 

result in no positive activity of either ODV cell in the antagonistic pair (see Section 3). If a 

positive non-specific input is added to both cells in the pair, the range of orosensory feed­

back values that result in no positive activity of either ODV cell, and thus the size of the 

convex region target, is reduced. If the same non-specific input is added to all ODV cells, 
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the convex region target shrinks toward the center along all dimensions as schematized in 

Figure 10. Because a larger tonic activity results in a smaller, more precise target, the size 

of this input should be inversely related to movement speed. To achieve this, we can mod­

ify Equations 3 and 4, which govern ODV cell activity, as follows: 

di+ = [_s1ziJ+- fi+ + R ( 1- G) (16) 
I 

d = E·I'Z -f +R(l-G) (17) 
J· I 1)- )-

I 

where G is the value of the GO signal (varying between 0 and 1), and R is a parameter that 

corresponds to the degree to which a particular speaker prefers the amplitude strategy to 

the velocity strategy. The non-specific input to the ODV cells is thus R ( 1 - G) , which 

varies inversely with volitional movement speed as embodied by the GO signal activity G. 

Adding a positive input to both channels in an ODV antagonistic pair can have an undes­

ireable side-effect: it can result in positive activities at both ODV cells in the pair. Concep­

tually, this is like commanding both an increase and a decrease of an orosensory variable 

such as lip aperture. This problem is easily avoided by changing Equations 7 and 8, gov­

erning AVV activity during performance, as follows: 

ak+ = E c r d;J + - r d;J +rw1+k+ + E c ld;_J+- r d;J Twj-k+ os) 
J J 

a k- = E [ fd;,P- r d;_l +rwi+k+ E [ r d;.J+ - r dJ) +rwj-k- 09l 
J 1 

These equations imply a competitive interaction between antagonistically paired cells in 

the ODV stage. 

In the DIVA simulations, the velocity and amplitude strategies are used simultaneously to 

increase speaking rate. However, the two strategies are used to different degrees in differ­

ent simulations to account for the various speakers seen in the data mentioned above. This 

is accomplished in the model by changing the parameter R. A value of R close to 0.0 sim­

ulates a speaker who relies more on the velocity stJategy than the amplitude strategy, 

while a larger value of R simulates a speaker who relies more on the amplitude strategy. 
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Table 4 shows simulation results of the model producing the phrase /pap/ ( cf. Gay et a!., 

1974; Kuehn and Moll, 1976) at two different speeds and using two different values of the 

R parameter. The maximum velocities of the gestures used to produce the speech sounds 

(tongue body movements for the vowel, lower lip movements for the consonant) are given 

in the first two rows of each table. With R = 0.0, the model preferentially nses the velocity 

strategy. Tllis is an extreme case where the amplitude strategy is completely unused. Here, 

we can see that maximum velocities of movements toward both vowels and consonants 

increase (top two rows of the top half of Table 4). This is in concert with data from Kuehn 

and Moll (1976) and Ostry and Munhall (1985) for subjects who rely on the velocity strat­

egy. 

Much more interesting is the case where the model preferentially uses the amplitude sn·at­

egy with R = 0.2. Despite the fact that the model uses the same strategy to produce vowels 

and consonants, vowel movement velocities decrease with increased speaking rates, while 

consonant velocities increase (top two rows of the bottom half of Table 4). This is pre­

cisely the behavior reported by Gay eta!. (1974), Kuelm and Moll (1976), and Ostry and 

Munhall (1985) for subjects using the amplitude strategy, and this is the result used as evi­

dence for different control SU'llCtures for vowels and consonants by Fowler (1980). 

TABLE 4. Simulation Results Showing Etl'ects of Speaking Rate on Vowel and Consonant 
Movement Kinematics During the Utterance /pap/ 

VELOOTY STRA:fEGY Q{- O.O_Q) 

Quantity measured Slow rate (G = 0.5) Fast rate (G = 1.0) 

Vowel maximum velocity 0.010 0.019 

Consonant maximum velocity 0.088 0.176 

Vowel max. velocity I distance 0.011 0.020 

Consonant max. velocity I distance 0.020 0.040 

AMPLIT! IDE STRATEGY CR- 0,202 

Vowel maximum velocity 

Consonant maximum velocity 

Vowel max. velocity I distance 

Consonant max. velocity I distance 

0.034 

0.144 

0.010 

0.025 

January 31, 1995 

0.019 

0.176 

0.020 

0.040 

Percent change 

+90% 

+100% 

+81% 

+100% 

-44% 

+22% 

+100% 

+60% 

42 



Why do vowels and consonants show such different behavior despite being treated exactly 

the same in the model? The answer lies in the nature of the convex regions learned during 

babbling for the two sound types. Figure 11 schematizes this situation. Even along impor­

tant orosensory dimensions such as tongue body position with respect to the maxilla, 

acceptable vowels can be produced within a relatively large range of positions. Conso­

nants, on the other hand, require very strict control along impmtant orosensory dimen­

sions to insure either full closure (for stops) or frication (for fricatives). During babbling, 

therefore, the model learns convex regions refiecting these properties, as shown in 

Figure 11. Now consider what happens when the two convex region types are shnmk 

toward their centers for slower speech according to Equations 16 and 17. The distance the 

vocal tract must move to reach the target during slow speech and fast speech are labeled 

Ds and Dp , respectively. For a given initial vocal tract configuration (represented by the 

black dot in the figure), shrinking the convex region for a vowel results in a much bigger 

change in the distance needed to travel to the target (Ds - Dp) than shrinking the convex 

region for a consonant. This tendency for vowel movements to show decreased displace­

ments is commonplace in human speech and is termed vowel reducTion (e.g., Lindblom, 

1963; 1983). Fmthermore, earlier results showed that movement speed was directly 

related to movement distance in DIVA (see Section 5). Because movement distance 

decreases much more for vowels than consonants at fast rates as compared to slow rates, 

we see a much smaller velocity increase, or even a decrease, for vowels spoken at a fast 

rate when using t11e amplitude strategy. (Note that both vowels and consonants also 

receive a larger GO signal value G in Equation 9 at faster rates; this is why the consonant 

movement speed increases despite little or no change in movement distance. In vowels, 

the increase in G is more than offset by the decrease in movement amplitude, which is 

refiected in decreased activities ak+ and ak_ in Equation 9.) 

A second telling aspect of the simulation results shown in Table 4 is revealed by looking at 

the ratios of maximum velocity to movement distance for the vowel and consonant ges­

tures (bottom two rows of the top and bottom halves of Table 4). This ratio increases with 

increased speaking rate for both vowels and consonants, regardless of' sTraTegy used. This 

is rather surprising in the case of vowel movements under the amplitude strategy; even 

though maximum velocity decreases, the ratio of maximum velocity to movement dis­

tance increases. This phenomenon was the central focus of the study by Ostry and Mun­

hall (1985). These investigators found that speakers showed an increase in V maxfdistance 
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FIGURE 11. Differential etl't'Cts of convex region shl'inkage f\1r vowels and 
consonants. The convex rt>gions leamed for vowels during babbling (left) allow for 
larger variability along important orosensory dimensions than the convex regions for 
consonants (right). This is ht'Cause consonants •·equire an essentially invariant 
constriction of the vocal tract fo•· production. For a given configuration of the vocal 
tract (black dot), shrinking the convex region for slower production of a vowel results 
in a larger change in the distance of movement required to get to the target (D, - Df) 
than slu·inking the convex region tm·get for a consonant. This results in the 
differential speaking rate efft'Cts seen in the articulator movements fill' vowels and 

independent of whether they favored a velocity strategy or an amplitude su·ategy, as seen 

in the simulations summarized in Table 4. 

In DIVA, this results from the multiplicative interaction between the GO signal and move­

ment distance, described by Equation 9. Rearranging this equation yields the following: 

=G (20) 

where v k is the velocity along the e11 articulatory degree of freedom, G is the value of the 

GO signal, and ak+ and ak_ are the antagonistically paired AVV activities corresponding 

to the i111 articulatory degree of freedom. Ttn·ough the dynamics of Equations 16-19, the 

size of the activities a k+ and a k- reflect the distance to the current target. Equation 20 

thus indicates that the velocity/distance ratio scales with the GO signal. Since increases in 

speaking rate are carried out though increases in the GO signal, it is clear that the ratio of 
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velocity to distance will increase at faster speaking rates. (This can also be seen as the 

increase in slope for faster speaking rates in the plot of maximum velocity vs. distance for 

vowel movements in Figure 7.) In the case of vowel movements using an amplitude su-at­

egy. the decrease in articulator velocity at faster speaking rates occurs because of an even 

larger decrease in movement distance that outweighs the increase in G of Equation 9; thus, 

the ratio of peak velocity to distance increases despite a decrease in peak velocity. 

Finally, it is interesting to note that the displacements of jaw movements for both vowels 

and consonants decrease with increased speaking rate in DIVA simulations using the 

amplitude strategy. This result was reported for human subjects in the study of Gay et a!. 

(1974). Table 5 illustrates this for vowel and consonant gestures produced by the model in 

the pln·ase /apapapa/. This phenomenon disappears as the parameter R is decreased (i.e., as 

a shift to the velocity strategy is implemented), with the movement displacements being 

equal at fast and slow rates when R is set to 0.0. This is of interest because some subjects 

have shown little effect of speaking rate on jaw displacement (e.g., Abbs, 1973). The sim­

ulation results reported here suggest that these subjects may have used the velocity strat­

egy, whereas the Gay et al. (1974) subjects were known to have used the amplitude 

strategy. 

TABLE 5. Simulation Results Showing Jaw Displacement During the Utterance /apapapa/ 
Using the Amplitude Strategy 

Average Jaw Displacement 

Gesture type Slow rate (G = 0.5) Fast rate (G = 1.0) 

Vowel 48.7 37.8 

Consonant 43.4 34.1 

This section has shown how the convex region theory, generated to explain how infants 

can learn acceptable limits of variability for articulator movements, provides an insightful 

and parsimonious explanation of a collection of speaking rate effects not previously 

treated by a single model. This explanation arises from two basic mechanisms in the 

model, both of which are supported by ample psychophysical data. The first, a multiplica­

tive GO signal, was originally posited by Bullock and Grossberg (1988) to explain a wide 

range of data on arm movements. Furthermore, the increase in Vmaxfdistance with 

increased speaking rate reported by Ostry and Munhall (1985), even when subjects pro-
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duced slower movement velocities for vowels at faster rates, directly implicates such a 

mechanism. The second mechanism, a non-specific input to ODV cells that sln·inks the 

size of convex region targets for slower speaking rates (thereby increasing movement 

amplitudes at slower rates, particularly for vowels), is implicated by data on vowel reduc­

tion and captures the essence of the speed-accuracy trade-off described by Fitts' Law. The 

model's explanation asumes no differences in strategy for vowels and consonants, yet dif­

ferential effects arise for the two sound types with changes in speaking rate. Finally, indi­

vidual differences in su-ategies across speakers are captured by variation of a single 

parameter R. 

8. Carryover Coarticulation 

We now address data on carryover coarticulation, also known as perseveratory or left-to­

right coarticulation. Carryover coarticulation refers to cases when the vocal tract configu­

ration for one segment influences the configuration or sound for a later segment. Carry­

over coarticulation most likely covers several distinct phenomena, as posited in the 

following paragraphs. 

One form of carryover coarticulation results from the fact that movements to and from a 

speech segment follow different paths depending on context (e.g., Daniloff, Schuckers, 

and Feth, 1980). For example, when producing the syllables /at/ and /it/, the paths taken by 

the articulators to reach /t/ differ because of different starting configurations from the pre­

ceding vowels. This form of carryover coarticulation results in DIVA because the Oroscn­

sory Direction Vector activities, which drive movement of the articulators, depend on the 

current configuration of the vocal tt"act. Simply stated, the model moves in an approxi­

mately "straight line" trajectory from the current configuration to the target configuration. 

A more interesting case of carryover coarticulation in DIVA occurs because the configura­

tion of the vocal tract when movement starts toward a segment's target determines where 

on the convex region the vocal tract ends up. This is schematized in Figure 12a for the tar­

get /k/ in the words "luke" and "leak". Here, the initial front-back position of the tongue 

body for the preceding vowel determines the configuration of t11e vocal tract reached for 

the consonant /k/. When the back vowel /u/ precedes /k/ as in "luke", the tongue body is 

further back during /k/ than when the front vowel /i/ precedes /k/ as in "leak". 
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A simulation verifying this property is shown in Figure 13a. The"+" marks front-back 

position of the stop for "luke". Comparison of the stop location during "leak" reveals the 

anteroposterior variation reported for human subjects when producing these words (e.g., 

Daniloff et al., 1980; Kent and Minifie, 1977). As schematized in Figure 12a, variability 

results in DIVA because the vocal tract configuration for /k/ moves to the closest point on 

the convex region target; thus, the model reproduces the "economy of effort" seen in 

human speech (Lindblom, 1983) by moving from the vocal tract configuration for the 

vowel to the closest acceptable configuration for the sound /k/. 

A final case of carryover coaniculation occurs when one aspect of a segment's configura­

tion is maintained for one or more following segments. For example, lip protrusion for the 

/u/ in "spoon" is maintained through the /n/ (Daniloff and Moll, 1968). In DIVA, this 

occurs automatically when the position of the vocal tract for the preceding sound (the /u/ 

in this case) along the orosensory dimension in question lies within the convex region of 

the target for the following sound (the /n/ in this case) along the same dimension. This is 

schematized in Figure 12b, and a simulation result showing carryover coarticulation of lip 

protmsion for "spoon" is shown in Figure 13b. 

(a) (b) 
.... ... 
~A Target for /k/ , 

.... j Target for /n/ ·- ·, , 
'Q) . ..r::: 

~ 
Oil 

, 

::t:: 'Q) -~· ;;.., ::t:: 
"0 Q. 0 ·- 1 p::) F< 
<l.l Con fig- Config· <l.l = uration uration = Oil I:Jil 
Q for /u/ for /i/ Q 

F F Configuration for /u/ .. ... 
Tongue Body Horiz. Pos. Lip Protrusion 

FIGURE 12. Two schematized cases of' carryover coarticulation in DIVA. (a) 
Approaching the tm·get 1\n· /k/ from the configuration corresponding to the back 
vowel/u/ in "luke" leads to a final tongue body configuration that is further back than 
when approaching from the configuration corresponding to the front vowel /i/ in 
"leak". (b) When moving from the configuration •·eached lhr /u/ (filled cinole) to the 
target f(w /n/ in "spoon", position along the Lip Protrusion dimension is already 
within the convex region !\)1' /n/ along that dimension, so the lips are not retracted. 
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It should be noted that in this case carryover coarticulation is the result of a general ten­

dency not to move an articulator unless it needs to be moved. In the /n/ of "spoon", the 

protruded lips did not need to be retracted since they already fell within the convex region 

target for the following /n/. In a recent X-ray motion film study of articulator movements, 

Wood (1991) notes that instances ofperseveratory coarticulation seen in his data "all seem 

to be examples of the ... tendency for individual articulators to be left idle until required 

again" (p. 290). As an example, Wood points out that lip prouusion for a rounded vowel is 

retracted only slightly during the following stop, then reu-acted fully only for the 

unrounded vowel following this stop. This phenomenon is shown in DIVA for the phrase 

/udi/ in Figure 13c. In this figure, the "+" denotes the lip protrusion position during the 

/d/ for purposes of comparison. Clearly, the lips are fully extended for /u/, are only par­

tially retracted for the stop /d/, and are fully retracted only when required for the 

unrounded vowel /i/, as seen in the Wood data. 

In contrast, the task-dynamic model of Saltzman and Munhall (1989) utilizes a "neutral 

attractor" that moves unused articulators toward a neutral configuration. One reason for 

this attractor is investigated in the next section. In the task -dynamic model, one would 

thus expect unused articulators to be constantly moving unless they were already in the 

neuu·a! configuration; tllis is not compatible with the data from Wood (1991), however, 

where unused articulators remained stationary even if they are not in a neuu·al configura­

tion, e.g. when the lips are prou·uded. 

It is often hypothesized that carryover coarticulation results largely from mechanical or 

inertial effects involved in moving the articulators from one sound's target to the next 

rather than from explicit pre-planning as seen in anticipatory coarticulation (e.g., Baum 

and Waldstein, 1991; Daniloff et al., 1980; Flege, 1988b; Gay, 1977; Recasens, 1987, 

1989). However, as pointed out by Daniloff and Hanunarberg (1973), the mechano-iner­

tial explanation is inadequate since large carryover effects are seen at low speeds and may 

spread over two or three segments, indicating a deliberate process for producing these 

effects. Based on a study requiring subjects to begin an utterance before knowing its end, 

Whalen (1990) also hypothesized that carryover effects are probably largely planned, but 

to a lesser degree than anticipatory effects. 

It is interesting to note that carryover coarticulation in DIVA results solely from the 

dynamics of moving between targets and not from an explicit pre-planning mechanism 
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(c) 

lui ldl Iii 
FIGURE 13. Simulations of carryover coarticnlation in the DIVA model. (a) 
Coarticnlation of' tongue body constriction place for the velar stop /k/ in "luke" (left 
side) and "leak" (right side). The "+" marks the tongue body const.riction location 
during the /k/ in "luke" for compa•·ison. This simulation also shows carryover 
coarticnlation of lip p•·otmsion f(n· "lnke".(b) Coarticnlation of lip protrusion during 
the in/ of "spoon" (left side). The right side shows the configuration f<H' in/ in "span" 
f(lr comparison. (c) Coarticnlation of lip protrusion in the uttm·ance /nde/ as seen in 
the data of Wood (1991). The"+" marks position of the lips during /u/ for comparison. 
The lips are fully extended fhr in/ (left side), then only partially retracted tbr /d/ 
(center) befbre being fully retracted only when required fbr /i/ (right side). 
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(cf. the explanation of anticipatory coarticulation in the next section). Nonetheless, these 

effects are not mechano-inertial; in fact, the articulators are treated as weightless. Instead, 

they are "planned" in the sense that they result from explicit movement commands from 

the production mechanism. This planning does not require advance knowledge of later 

segments, but instead arises from the interaction between the configuration of the vocal 

tract at the start of a segment and the convex region target for the segment. Carryover 

coarticulation can continue over several segments, however, if the vocal tract configura­

tion along a particular orosensory dimension at the start of the segments lies within the 

convex region targets of these segments along that dimension (see Figure 12b). The DIVA 

explanation of carryover coarticulation thus accounts for the seemingly incongruous 

observations that carryover coarticulation can occur with knowledge only of the next seg­

ment to be produced (as suggested by the results of Whalen, 1990), yet carryover effects 

can extend for several segments (as pointed out by Daniloff and Hammarberg, 1973). 

9. Anticipatory Coarticulation 

Based on the pioneering work of researchers such as Kozhevnikov and Chistovich ( 1965), 

Henke (1966), and Ohman (1966), the literature on anticipatory, or right-to-left, coarticu­

lation has been dominated by two categories of models: look-ahead models and coproduc­

tion models (for recent comparisons, see Boyce et al., 1990; Fowler and Saltzman, 1993; 

Whalen, 1990; Wood, 1991). This section first briefly describes these two model types, 

then identifies a common shortcoming of the two concerning the nature of phoneme tar­

gets commonly assumed in both models. A generalization of the look-ahead model based 

on convex region targets is then defined. Finally, an implementation of the generalized 

look-ahead approach in the DIVA model is compared to coarticulation data. 

The look-ahead model of anticipatory coarticulation (e.g., Henke, 1966; Kozhevnikov and 

Chistovich, 1965; Perkell, 1980), considered here to include the closely-related feature 

spreading model (e.g., Daniloff and Hammarberg, 1973), is best understood by consider­

ing a phoneme as a bundle of"features" (Chomsky and Halle, 1968; Jakobsen and Halle, 

1956), each describing the configuration of only a small portion of the vocal tract. Each 

phoneme uses a subset of the possible features. The model explains coarticulation by pos­

iting t11at movements for a feature of a later segment can start as long as the current seg­

ment and any intervening segments do not use that feature. For example, in a /vcccv/ 
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sequence where the final vowel is rounded but none of the preceding sounds use that fea­

ture, production of the feature "round" can begin as early as the first vowel. This was in 

fact reported for human subjects in a study by Benguerel and Cowan ( 1974), although dis­

puted elsewhere (Boyce eta!., 1990). 

In the coproduction model (e.g., Ohman, 1966, 1967; Fowler, 1980; Saltzman and Mun­

hall, 1989), vowel and consonant gestures have fixed time courses, but these time courses 

can be overlapped in time with the time courses of neighboring gestures. Ohman (1966, 

1967) hypothesized that this is possible because vowels and consonants use largely inde­

pendent subsets of the vocal tract musculature. Fowler (1980) repeated this sentiment, 

hypothesizing that different coordinative structures exist for the two sound types. This 

idea has been further refined in the work of Saltzman and Munhall (1989), who use a set 

of "blending parameters" that govern the relative effects of the different coordinative 

structures in cases where two or more simultaneously active coordinative structures 

involve the same musculature. Within a coproduction framework, coarticulation arises 

simply because vowels and consonants can be overlapped in time, or "coproduced". In a 

coproduction model, the target time courses for segments are the same regardless of con­

text, whereas in the look-ahead model the time course of a segment can be changed by 

starting production of one of its features earlier in time when possible. In the example of 

/vcccv/ sequences with a final rounded vowel, the coproduction model predicts that the 

beginning of lip rounding for the final vowel will be time-locked to the acoustic onset of 

the vowel; this was reported by Bell-Berti and Harris (1979), seemingly contradicting the 

results of Benguerel and Cowan (1974) mentioned above. In fact, much supporting data 

has been posited for both theories. Recent attempts have been made to reconcile much of 

these data with a coproduction model (Boyce et al., 1990; Fowler and Saltzman, 1993), 

bnt other recent work claims more experimental support for the look-ahead model (e.g., 

Wood, 1991). In short, the debate over the two model types continues nearly 30 years after 

publication of their theoretical roots. 

It is useful to investigate the nature of speech targets typically assumed in the two theories. 

Figure 14a schematizes the typical form of targets in both look-ahead and coproduction 

theories of coarticulation. Both of these theories posit that each sound utilizes only a sub­

set of the vocal tract. For example, vowels specify tongue body height but not velum 

height, and bilabial consonants specify lip aperture but not tongue body height. Thus, if 
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we look at the target for a vowel along orosensory dimensions corresponding to velum 

height and tongue body height, we will see that a strict target position of the tongue body 

is specified, but velum height is totally unspecified, as shown in Figure 14a. 

In contrast, the convex region theory posits a vowel target as shown in Figure 14b. Here, a 

small range of tongue body positions are included in the target, and a large but not com­

plete range of velum heights are included. Instead of the "all or nothing" nature of tradi­

tional targets, wherein each orosensory dimension is either strictly specified or not 

specified at all, a convex region target specifies target ranges for all orosensory dimen­

sions, with the size of the ranges varying from very small (e.g., in the case of lip aperture 

for bilabial consonants) to very large (e.g., in the case of tongue body height for bilabial 

consonants). Traditional targets can thus be thought of as a special case of convex region 

targets, formed by "binarizing" the size of the target range along each orosensory dimen­

sion. 

(a) (b) 
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Vowel target_) 
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FIGURE 14. (a) Typical vowel target assumed within the coproduction and look­
ahead theories of anticipatm·y coarticulatiou. The target specifies a tongue body 
height, but velum height is completely unspc'Cified, thus potentially allowing a velum 
position anywhere within the entire range thnn completely closed to maximally 
opened. (b) The analogous target within the convex region theory. This target 
specifies a small range of tongue body heights and a large range of velum heights. 
Note, however, that some limits are placed on velum height; for example, the velum is 
not allowed to be completely open. 

Considerable evidence favoring targets of the form shown in Figure J4b has already been 

given in this article. For example, the data from Kent et al. (1974) discussed and simulated 

January 31, 1995 52 



in Section 6 indicate that although velum height can vary widely for a vowel, it is not 

completely unspecified as in traditional targets (see Figure 9). Fowler and Saltzman (1993, 

p. 187; see also Bell-Berti, 1980) also point out that vowels have some target specification 

of velum height, but no velum target appears to be used for vowels in the Haskins linguis­

tic gestural model and task dynamic model (e.g., see Browman and Goldstein, 1990, p. 

345). Such underspecification of the vocal tract can lead to problems when mapped into 

articulator movements. For example, vowel gestures in the Haskins models do not include 

a target value for lip aperture (e.g., Saltzman and Munhall, 1989, p. 343). If no corrective 

mechanism is added, the lips would remain closed during a vowel between two bilabial 

stops, e.g. when producing the word "bob". Of course, this would not result in proper pro­

duction of the vowel. The problem is overcome in the task-dynamic model by incorporat­

ing a "neutral attractor", which acts as a default target when no other target value is 

specified. Implementing this requires the addition of several mau·ix terms to an already 

complex dynamical system, including a gating matrix specifically designed to prevent the 

neuu·al attractor from interfering with actively commanded movements. (Recall also the 

evidence from Wood, 1991, against neutral attractor effects on unused articulators 

described in Section 8.) The neutral atn·actor amounts to a supplemental target needed to 

overcome underspecification of the vocal tract that results from using all or nothing targets 

as schematized in Figure 14a. 

It thus appears that the all or nothing nature of traditional targets is a simplification that 

may belie the true nature of phonemic targets, which involve much more of the vocal tract 

than is typically assumecl. Convex region targets, on the other hand, do not underspecify 

the shape of the vocal !Tact. Instead, they specify exactly the range of variation allowable 

along every orosensory dimension. Along the dimension of lip aperture for a vowel target, 

the target range does not include complete closure, so the problem described above when 

producing "bob" does not arise. This explanation, wherein all of the vocal tract require­

ments of a phoneme are encoded in its target, seems much more natural than using adcli­

tional machinery (e.g., a neutral atu·actor) to prevent accidental violations of the vocal 

tract requirements for a phoneme. Furthermore, because convex region targets specify a 

range oftm·get values rather than a point target for each orosensory dimension, the poten­

tial problem of over.\}Jecifying vocal tract shape, and thus commanding unnecessary artic­

ulator movements, is also avoided. 
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Because each convex region target is defined over all orosensory dimensions, the current 

model would appear at first glance to be incompatible with a look-ahead model of coartic­

ulation since the latter requires some dimensions to be unused in the current phoneme's 

target so that features from future phonemes can spread back in time. However, much as 

the convex region target represents a generalization of the traditional target (Figure 14), 

we can define a generalized version of the look-ahead model that replaces "binary" con­

cepts with more continuous concepts. The key idea behind this model is schematized in 

Figure 15 for the word "coo". The target for /k/ and the target for /u/ overlap along the 

orosensory dimension of lip protrusion. Therefore, when producing /k/, we can use a 

reduced target for /k/ that only includes the region of overlap along the orosensory dimen­

sion of lip protrusion. This "coarticulated" target is outlined by the bold rectangle in 

Figure 15. If we move the vocal tract to the coarticulated target, we will see anticipatory 

lip protmsion for /u/ during production of /k/. 

Next phoneme 
(/u/) ~ ; 

Current 
phoneme (/k/) 

Tongue body height 

'·''·''.• } Coarticulated 
target 

FIGlJRE IS. Generalization of the look-ahead model implemented by DIVA, 
schematized for the wm·d "coo". The convex •·egion targets f(n· /k/ and /u/ ovel'lap 
along the dimension of lip protrusion. When pronouncing /k/, the target is shrunk to 
include only the overlapping portion along the lip proh·usion dimension. Since no 
overlap occurs for the tongue body height dimension, the full target range lhr /k/ is 
used. Movements to the "coarticulated" tm·get will thus lead to anticipatory lip 
protl·usion during /k/, as seen in human speakers and verified in the simulation 
results of Figure 16. 

The generalized look-ahead model can be stated more precisely as follows: 
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For each orosensory dimension, the coarticulated target starts out as the target 

range of the current phoneme along this dimension. If the coarticulated target 

and the target of the next phoneme overlap along this dimension, the coarticu­

lated target is reduced in size to the region of overlap, and the process is 

repeated for the next phoneme in the string. If there is no overlap, no further 

look-ahead is performed along this dimension. 

Note that if we replace the notion of a feature with the notion of an orosensory dimension, 

the traditional look-ahead model can be seen as a special case of the above in which target 

ranges for a phoneme are either a single point (when the feature is specified for the pho­

neme) or the entire possible range along the orosensory dimension (when the feature is 

unused for the phoneme). 

The generalized look-ahead approach is currently implemented algoritlunically, rather 

than by explicit neural network circuiu·y, in DIVA. All simulations reported in this article 

used this look-ahead procedure. As is the case with all versions of the look-ahead model, 

this algorithmic process implicitly assumes that future phonemes exist in a memory buffer, 

and that the current phoneme's target can be affected by the targets for these future pho­

nemes as described above. The DIVA model is capable of looking ahead an arbiu·ary num­

ber of phonemes, but the simulation results reported here use a procedure limited to a 

look-ahead window of two phonemes. It seems likely that if humans indeed use a look­

ahead process, then they are capable of varying the size of the look-ahead window, per­

haps as a function of the number of phonemes in the memory buffer. Such utterance-spe­

cific variability might explain why speech experimentalists have been unable to 

convincingly demonstrate whether the coproduction model or look-ahead model better 

describes human anticipatory coarticulation. It should also be noted that the generalized 

look-ahead process is not inherent to DIVA per se. In fact, a generalized coproduction 

model could similarly be defined using convex region targets and implemented in the 

DIVA architecture, and future research will likely compare the properties of such an 

implementation with the generalized look-ahead implemenation. 

Simulation results showing anticipatory coarticulation in DIVA are shown in Figure 16. 

The top row of tllis figure shows the configurations reached by the model during produc­

tion of /k/ in the words "coo" (left side) and "key" (right side). TWo forms of anticipatory 

coarticulation can be seen. First, lip rounding in anticipation of the rounded vowel /u/ is 
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seen for "coo", with no anticipatory lip rounding for the unrounded vowel /e/ in "key", as 

seen in human data (e.g., Benguerel and Cowan, 1974). Second, the horizontal location of 

the velar constriction for /k/ is further back in anticipation of the back vowel /u/ in "coo", 

and further forward in anticipation of the front vowel /i/ in "key", again as seen in human 

speech (e.g., Daniloff et al., 1980, p. 328). 
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FIGURE 16. Simulation results showing anticipatory coarticulation. "+" marks a•·e 
for purposes of comparison. Top row shows configuration dul'ing production of /k/ in 
the words "coo" (left side) and "key" (right side). Anticipatory lip rounding tin· /u/ is 
seen for "coo", but no anticipatory rounding is seen for the unrounded vowel /i/ in 
"key". Furthernuwe, the place of velar constriction is toward the back fOr "coo" in 
anticipation of the back vowel /u/, and toward the front in "key" in anticipation of the 
fhmt vowel /i/. Bottom row shows the configurations during production of IE! and /b/ 
fill' the utterance /ebE!. The tongue body is depressed slightly with respect to the jaw 
during /b/ in anticipation of the mid vowel /£/ as seen in the study of Wood (1991). 

The bottom row of Figure 16 shows a much more subtle situation where anticipatory coar­

ticulation and motor equivalent compensation are used in concert. Wood (1991, p. 290) 
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describes data from a subject producing the biabial stop /b/ between two mid vowels. If 

the tongue body remained at the same position with respect to the jaw while the jaw raised 

for /b/, the vocal tract configuration would have been moved toward the configuration for 

the high vowel /i/ (i.e., tongue body height with respect to the maxilla would increase). 

Instead what was seen was a compensatory lowering of the tongue body position with 

respect to the jaw, allowing the subject to maintain the mid tongue body configuration in 

anticipation of the following mid vowel. The bottom row of Figure 17 shows results from 

a DIVA simulation of the utterance /£b£/. The left figure shows the configuration of the 

vocal tract for the first /E/ in the utterance. The"+" marks identify the height of the tongue 

body and jaw for comparison. The right side shows the configuration during /b/. This fig­

ure clearly shows that the tongue body height with respect to the maxilla is maintained for 

the ensuing mid vowel/£/ despite raising of the jaw; this happens through a compensatory 

lowering of the tongue body with respect to the jaw. The model is anticipating the mid 

height along the important orosensory dimension of tongue body height with respect to the 

maxilla, and efficient use of the redundant articulator system as described in Sections 3 

and 4 allows the model to automatically compensate for jaw raising. Such an effect would 

be impossible to predict with models that investigate coarticulation in isolation of other 

speech production competencies such as motor equivalence. 

The generalized look-ahead model described here avoids a problem pointed out by Fowler 

and Saltzman (1993) for look-ahead models that use the types of targets schematized in 

Figure 14a. These authors note that look-ahead models cannot predict transconsonantal 

vowel-to-vowel anticipatory coarticulation in /vcv/ sequences because all vowels utilize 

the same features, specifying the vowel's height, frontness, and lip configuration. Such 

vowel-to-vowel coarticulation has been reported for human subjects (e.g., Kent and Moll, 

1972b; Manuel, 1990; Ohman, 1966). The problem arises in the 1Taditionallook-ahead 

model because presence of a feature in the current phoneme precludes spreading of that 

feature from future phonemes. In the generalized look -ahead model, target ranges replace 

this all or nothing notion of a feature. As long as the ranges for the first vowel, consonant, 

and second vowel overlap along any orosensory dimension, vowel-to-vowel coarticulation 

will be seen. 

Because the configuration used to produce a phoneme cannot extend beyond its convex 

region target, the amount of coarticulation produced by the generalized look-ahead model 
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depends very much on the size of the convex regions. Smaller targets will necessarily 

reduce the amount of coarticnlation that can arise. Similarly, Manuel ( 1987; 1990) hypoth­

esized that languages with more crowded vowel spaces will show less vowel-to-vowel 

coarticulation than languages with less crowded vowel spaces. Manuel based her hypothe­

sis on three assumptions: 

1. There are output constraints on how a given phone can be articulated. 

2. Output constraints are affected by language-particular systems of phonetic contrast. 

3. Coarticulation is limited in a way that respects those output constraints. 

The first two assumptions are inherent to the DIVA Speech Recognition System, since this 

system recognizes acceptable sounds in a language-specific manner. This leads to the 

learning of speech targets that embody the output constraints; i.e., the range along each 

orosensory dimension of a convex region target encodes the acceptable amount of vari­

ability for that sound in the infant's native language. The interpretation of coarticulation 

outlined in this section effectively implements the third assumption, that coarticulation is 

limited in a way that respects the output constraints. Manuel (1990, p. 1286) suggests that 

"speakers generally limit coarticulation such that it does not destroy the distinctive 

attributes of gestures." In contrast to coproduction models that have no clear means to 

guarantee that competing influences on the articulators do not destroy distinctive 

atu'ibutes, the generalized look-ahead model insures that this does not happen because the 

model coarticulates for future phonemes only when it can while still remaining within the 

convex region of the current phoneme. As described above, this leads to less coarticula­

tion when the target ranges are smaller (i.e., when the output constraints are more stTict). 

The cross-linguistic studies of Manuel (1990) and Manuel and Krakow ( 1984) support this 

result: languages with more crowded vowel spaces (and thus smaller vowel convex region 

targets) showed less coarticulation than languages with less crowded vowel spaces. 

Several other factors can lead to smaller convex region targets. In Section 7, a method for 

slu·inking the convex region target to produce clearer speech when rate constraints are less 

stringent was outlined. Similarly, in noisy conditions or when speaking to chidren or non­

native listeners, speakers tend to "overarticulate" (Lindblom and MacNeilage, 1986; Man­

uel, 1990), involving a slowing down of speaking rate and most likely a sharpening of the 

vocal tract target (Picheney, Durlach, and Braida, 1985, 1986). Lindblom (1990) proposed 
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that speakers use a continuum from hypoarticulation to hyperarticulation when varying 

between casual speech and formal speech, and De Jong, Beckman, and Edwards (1993) 

concluded that su·essed syllables were also produced by a process of hyperarticulation. 

Manuel ( 1990, p. 1295) points out that such examples imply "that, at some level, speakers 

have an awareness of the notion of 'best production' and the range of acceptable produc­

tions." The convex region target for a phoneme encodes the range of acceptable produc­

tion, and the notion of "best" production is implemented in DIVA by the use of a non­

specific input to the ODV cells to slu·ink the size of convex region targets as described in 

Section 7. Fmthermore, the generalized look-ahead model suggests that this shrinking of 

convex region size should lead to less coarticulation, analogous to the studies of Manuel 

(1990) and Manuel and Krakow (1987). This seems to be the case in human speakers, as 

DeJong, Beckman, and Edwards (1993) reported that subjects showed less coarticulation 

when producing stressed syllables than when producing unstressed syllables. 

Another interesting prediction of tl1e model concerns the speech of young children who 

have not yet fully learned the acceptable ranges of variability for all phonemes. In the 

learning process described in Section 3, the convex region targets for a speech sound start 

out very small and are expanded to encompass the entire range of variability allowed for 

the speech sound. Children who are still learning the full range of variability would pos­

sess smaller convex region targets than adults, and consequently the generalized look­

ahead model predicts less coarticulation in children. Several pieces of data suggest that 

this is indeed the case; e.g., younger children tend to nse less anticipatory nasal coarticula­

tion (Thompson and Hixon, 1979), less anticipatory movement of the tongue body during 

vowels (Kent, 1983), and less anticipatory coarticulation of place during velar stops (Ser­

eno and Lieberman, 1987). 

Finally, the treatment of coarticulation in the current model can be compared with that of 

the neural network models of Jordan (1986, 1990). Jordan (1986) defines a recurrent back­

propagation model tl1at can be used to learn a time course of distinctive features corre­

sponding to a phoneme string. Through the use of "don't care" terms in the teaching 

vectors for the model, anticipatory coarticulation is shown to arise when the model later 

performs its learned phoneme string, in a manner similar to the look-ahead theory. Jordan 

(1990) describes a second neural network model that addresses the issue of coarticulation, 

this time from the viewpoint of motor learning as a consu·ained optimization problem. 
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This work describes how articulatory space smoothness consu·aints implemented during 

learning can lead to anticipatory coarticulation, even in cases where task space distinctive­

ness consn·aints are used to maximize the distinctiveness of the perceptual results of clif­

ferent tasks (e.g., phonemic distinctiveness). This modeling work gives insight into why 

and how coarticulatory behavior arises in systems that learn to minimize effort by maxi­

mizing movement smoothness. 

Although the mechanistic differences between the work of Jordan (1986, 1990) and the 

current work are too numerous to discuss here, the most important difference between the 

two modeling programs is a difference in scope. Whereas the goals of Jordan (1986, 1990) 

were the elucidation of general concepts of motor learning and performance, the goals of 

the current work are to provide a detailed account of a single motor behavior, speech pro­

duction. Therefore, the current work addresses not only anticipatory coarticulation but 

also motor equivalence, velocity/distance relationships, speaking rate effects, and carry­

over coarticulation within a single modeling framework. Research efforts to synthesize 

key aspects of the two approaches may lead to a more complete description of coarticula­

tion in speech production, e.g. through the incorporation of smoothness consu·aints as 

studied by Jordan (1990) into the DIVA learning and performance processes. 

10. Concluding Remarks 

As Levelt (1989; p. 452) insightfully remarks about the speech production literature, 

"There is no lack of theories, but there is a great need of convergence." This article has 

shown that study of the process by which infants learn to control their speech articulators 

leads to many important theoretical contributions to the ongoing process of understanding 

speech production. This was possible because speech acquisition was studied within the 

framework of a computational model of speech production, rather than in isolation. Theo­

retical convergence is not gained by addressing problems such as speech sound acquisi­

tion, motor equivalence, coarticulation, speaking rate effects, and variability of articulator 

movements separately; only by studying these phenomena within a common modeling 

framework can maximal convergence be attained. Because the dynamics of such a model 

are necessarily complex and its properties are typically difficult to clearly visualize, objec­

tive verification of the model's properties must also be possible. To meet these require­

ments, the current model was formulated as an adaptive neural network whose speech 

January3J, 1995 



production properties were verified through computer simulation. This model brings 

together contributions from many researchers, including the use of an action-perception or 

babbling cycle to tune model parameters (Bullock eta!., 1993; Gaudiano and Grossberg, 

1991), the use of coordinative stmctures (Easton, 1972; Fowler, 1980; Saltzman and Mun­

hall, 1989), the use of orosensory information for target specification (Lindblom et a!., 

1979; Perkell, 1980), the incorporation of constriction locations and degrees in this target 

specification (Saltzman and Munhall, 1989), the use of target ranges rather than positions 

(Keating, 1990; Manuel, 1987, 1990), the use of a continuum from hyperarticulation to 

hypoarticulation (Lindblom, 1990), the use of a look-ahead process for anticipatory coar­

ticulation (Henke, 1966; Kozhevnikov and Chistovich, 1965), the incorporation of a mul­

tiplicative gating signal for volitional speed conU'ol (Bullock and Grossberg, 1988), and 

the use of a direction-to-velocity mapping to gain motor equivalence capabilities (Bullock 

et al, 1993; Guenther, 1992). 

Investigating how an infant can learn a mapping from desired movement trajectories for­

mulated in an orosensory coordinate frame into the motor coordinate frame of articulator 

movements led to a simplified solution to the inverse kinematics problem for a redundant 

system. This solution provides a natural explanation for the formation of coordinative 

structures, and simulations verified motor equivalent properties seen in human speech 

such as automatic compensation for articulator constraints and perntrbations. Data on the 

direct relationship between movement distance and peak movement velocity were also 

explained as a result of this mapping, including differences in the slope of this relationship 

for different sound classes (i.e., fricatives vs. stops) and for different speaking rates. 

Addressing the question of how the nervous system learns which orosensory information 

is important for a particular speech sound resulted in a new convex region theory of the 

targets of speech. This theory generalizes and extends the window theory of coarticulation 

posited by Keating (1990), while addressing shortcomings pointed out by Fowler (1990) 

and Keating herself, who offered no procedure for constructing articulator paths tlu·ough 

window targets. Convex region targets were shown to provide an intuitive explanation for 

data on variability in speech production, and simulations verified the model's ability to 

explain these data. 

The implications of the convex region theory on several long-studied speech production 

phenomena were then investigated. It was first shown that this theory provides an insight-

January 31, 1995 61 



ful and parsimonious explanation for a collection of speaking rate effects not previously 

treated by a single model. A simple non-specific input to ODV cells can be used to sln·ink 

the size of convex region targets for clearer speech at slower speaking rates, in accordance 

with data on vowel reduction and the speed-accuracy trade-off described by Fitts' Law. 

Even though the same process is used for producing vowels and consonants, differential 

effects of increased speaking rates on the two sound types result, as seen in human speech: 

consonant movement velocities increase with increased speaking rate, but vowel move­

ments increase by a smaller amount or even decrease with increased rate. Despite the dif­

ferential effects on movement velocities, it was shown that the ratio of maximum velocity 

to movement distance increases by about the same amount for the two sound types, again 

as seen in human speaking data. Fmthermore, cross-speaker differences in strategies for 

increasing speaking rate are captured by variation of a single parameter. 

Next, data on carryover coarticulation were addressed. The convex region framework 

allowed several different carryover coarticulation phenomena to be classified, and simula­

tion results verified these phenomena in the model's productions. In contrast to the view of 

carryover coarticulation as the result of mechano-inertial effects, carryover coarticulation 

in DIVA is "planned" in the sense that it results from explicit movement commands. This 

planning does not require advance knowledge of later segments, but instead arises from 

the interaction between the configuration of the vocal tract at the start of a segment and the 

convex region target for the segment. This explanation of carryover coarticulation 

accounts for the seemingly incongmous observations that carryover coarticulation can 

occur with knowledge only of the next segment to he produced, yet carryover effects can 

extend for several segments. 

Finally, anticipatory coarticulation was studied within the framework of convex region 

targets. It was shown that current models of coarticulation assume a target type that is a 

special case of the convex region target which underspecifies the shape of the vocal tract. 

Next, the look-ahead model of coarticulation was generalized to allow for convex region 

targets. This generalized look-ahead approach was implemented in DIVA, and anticipa­

tory coarticulation was verified in model simulations. Because this generalized look-ahead 

approach posits that the amount of coarticulation is limited by the size of the convex 

region targets, it accounts for experimental results showing decreased coarticulation in 

cases where smaller targets are necessitated, including speech in languages with more 
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crowded vowel spaces, hyperarticulated speech for clarity or stress, and speech of small 

children who may have not yet learned the full range of variation allowed for some pho­

nemes. 

In closing, it should be noted that the model as posited here does not address many impor­

tant issues concerning the control oftiming in speech production (e.g., Fowler, 1980). For 

example, some phonemic segments, such as dipthongs and glides, are defined by the 

motions and rates of motions of the articulators, rather than by static configurations of the 

vocal tract. This suggests generalization of the convex region targets to be spatio-temporal 

rather than simply spatial; i.e., each segment's target is a convex region whose shape can 

vary with time. Ongoing research includes an investigation of these timing issues as well 

as the incorporation of true acoustic information into the action-perception cycle. 
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