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ABSTRACT 

 The basal ganglia circuit has long been recognized as an important regulator for 

movement in the brain, with dysfunction of this circuit resulting in motor disorders such as 

Parkinson’s and Huntington’s disease. The striatum, the largest nucleus of the basal 

ganglia, is critical for normal motor control and is implicated in the pathology of various 

movement disorders. The vast majority (~95%) of striatal neurons are inhibitory spiny 

projection neurons (SPNs), while the remaining 5% are GABAergic and cholinergic 

interneurons, thought to modulate striatal function by regulating the output projecting 

SPNs. 

Both striatal SPNs and interneurons are dynamically modulated during movement. In 

particular, cholinergic interneurons (ChIs) have been shown to promote movement 

termination by synchronizing SPN activities. ChIs are also thought to contribute to 

oscillatory dynamics in normal and pathological striatal circuits, with ChI activation 

resulting in increased beta frequency (~15–30Hz) oscillations in striatal local field potential 

(LFP) recordings, as well as decreased locomotion akin to deficits observed in Parkinson’s 

disease. 
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Current techniques, however, fall short of demonstrating how ChIs can coordinate 

their activity to influence SPNs and subsequent motor output, due to the inability to record 

both spiking and subthreshold activity from individual cells during movement. Towards 

this goal, in this dissertation, we first optimize a high-performance genetically-encoded 

voltage indicator (GEVI) in multiple electrically active systems, including in cardiac cells 

and tissue, and in both cortical and subcortical brain regions such as the striatum. We 

demonstrate that this GEVI, Archon1, can detect action potentials in multiple cells 

simultaneously, with kinetics and sensitivity comparable to the gold standard in the field, 

patch clamp electrophysiology. Further, its soma-localized variant, SomArchon, can detect 

both spiking and subthreshold dynamics in awake, behaving animals with high 

spatiotemporal precision across multiple brain regions. We then apply SomArchon to the 

striatum to investigate ChIs and SPNs during movement. We reveal that most ChIs and a 

subset of SPNs exhibit precisely timed spikes coupled to subthreshold voltage oscillations 

at delta frequency, as well as to higher frequency LFP beta-gamma oscillations, and that 

these delta-rhythmic neurons are preferentially modulated by changes in movement speed. 

Overall, this dissertation develops the use of a high-performance genetically-encoded 

voltage sensor to probe the electrical activity of excitable cells with high sensitivity and 

spatiotemporal precision. When applied to the striatum, SomArchon allowed us to reveal 

critical insight into how delta oscillations, and in particular, ChIs, coordinate both motor 

activity and broader oscillation patterns in the striatum. Such an understanding could 

provide valuable insight into the basis of cholinergic signaling in the brain, as well as 

strategies for intervention in basal ganglia circuit disorders. Additionally, the novel voltage 
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imaging techniques deployed here could have a broad impact on systems neuroscience, 

cardiac biology, and the study of other electrically active systems, motivating future 

voltage imaging analysis of a variety of electrical circuits involved in behavioral and 

pathological paradigms. 

 

  



 

 xiv 

TABLE OF CONTENTS 

DEDICATION .................................................................................................................... v 

ACKNOWLEDGMENTS ................................................................................................. vi 

ABSTRACT ....................................................................................................................... xi 

TABLE OF CONTENTS ................................................................................................. xiv 

LIST OF TABLES ........................................................................................................... xxi 

LIST OF FIGURES ....................................................................................................... xxiii 

LIST OF ABBREVIATIONS ........................................................................................ xxvi 

1 INTRODUCTION ............................................................................................... 1 

1.1 Motivation & Significance .................................................................................. 1 

1.2 The basal ganglia circuit ..................................................................................... 2 

1.2.1 The dorsal striatum ..................................................................................... 3 

1.3 Hypothesis........................................................................................................... 6 

1.4 Tools for monitoring electrical activity .............................................................. 7 

1.4.1 Electrophysiology techniques ..................................................................... 7 

1.4.2 Calcium indicators .................................................................................... 10 

1.4.3 Optical voltage imaging ............................................................................ 13 

1.5 Overview ........................................................................................................... 16 

1.5.1 Voltage imaging of cardiac cells and tissue using Archon1 ..................... 16 

1.5.2 Development of a soma-targeted GEVI for imaging in multiple brain 

regions ....................................................................................................... 17 

1.5.3 Using SomArchon to investigate striatal circuits during movement ........ 18 



 

 xv 

2 VOLTAGE IMAGING OF CARDIAC CELLS AND TISSUE USING THE 

GENETICALLY-ENCODED VOLTAGE SENSOR ARCHON1 ................... 19 

2.1 Citation .............................................................................................................. 19 

2.2 Summary ........................................................................................................... 19 

2.3 Introduction ....................................................................................................... 20 

2.4 Characterization of Archon1 in iPSC-derived cardiomyocytes ........................ 24 

2.5 Archon1 can reliably detect pharmacologically-induced changes in AP 

waveforms ........................................................................................................ 32 

2.6 Archon1 enables monitoring of action potentials within cardiac tissues .......... 34 

2.7 Discussion ......................................................................................................... 37 

2.7.1 Limitations of Study ................................................................................. 39 

2.8 Methods............................................................................................................. 40 

2.8.1 Cell Source Details ................................................................................... 40 

2.8.2 Cell Preparation and Culture ..................................................................... 40 

2.8.3 Cardiomyocyte Transduction .................................................................... 41 

2.8.4 Engineered Cardiac Tissue Seeding.......................................................... 41 

2.8.5 Electrophysiology ..................................................................................... 42 

2.8.6 Di-8-ANEPPS ........................................................................................... 44 

2.8.7 Ion Channel Inhibitors .............................................................................. 44 

2.8.8 Microscopy ............................................................................................... 45 

2.8.9 ROI identification ..................................................................................... 46 

2.8.10 Voltage trace processing ........................................................................... 46 



 

 xvi 

2.8.11 Rise time calculation ................................................................................. 46 

2.8.12 APD90 and APD50 calculation ................................................................ 47 

2.8.13 Signal to noise ratio (SNR) calculation .................................................... 47 

3 DEVELOPMENT OF A NOVEL SOMA-TARGETED VOLTAGE 

INDICATOR FOR POPULATION IMAGING OF NEURAL ACTIVITY IN 

AWAKE BEHAVING MICE ............................................................................ 48 

3.1 Citation & Contribution .................................................................................... 48 

3.2 Summary ........................................................................................................... 48 

3.3 Introduction ....................................................................................................... 49 

3.4 Development and evaluation of a soma-targeted GEVI ................................... 52 

3.5 SomArchon enables in vivo voltage imaging with single cell, single spike 

precision using conventional wide-field microscopy ....................................... 63 

3.6 All-optical electrophysiology in vivo using SomArchon in combination with a 

blue-light activated channelrhodopsin .............................................................. 67 

3.7 In vivo single cell, single spike optical voltage imaging from striatal neurons 

during locomotion ............................................................................................ 68 

3.8 Simultaneous recordings of intracellular membrane voltage and local field 

potentials (LFPs) revealed distinct phase relationships between spikes and theta 

oscillations in hippocampus ............................................................................. 72 

3.9 SomArchon retains stable fluorescence intensity and signal-to-noise ratio 

(SNR) in vivo during behavioral experiments .................................................. 74 

3.10 Population imaging of spiking dynamics in hippocampal neurons in vivo. ..... 76 



 

 xvii 

3.11 SomArchon allows detection of subthreshold activity in hippocampal neurons 

in vivo.  ............................................................................................................. 78 

3.12 Discussion ......................................................................................................... 82 

3.13 Conclusion ........................................................................................................ 83 

3.14 Methods............................................................................................................. 83 

3.14.1 Molecular Cloning .................................................................................... 83 

3.14.2 Neuronal culture and transfection ............................................................. 90 

3.14.3 Electrophysiology and fluorescence microscopy in cultured primary 

hippocampal neurons ................................................................................ 91 

3.14.4 Phototoxicity and photobleaching measurements in cultured neurons ..... 93 

3.14.5 In utero electroporation, AAV injection, and acute brain slice 

preparation.… ........................................................................................... 94 

3.14.6 Concurrent electrophysiology and fluorescence imaging in acute brain 

slice… ....................................................................................................... 96 

3.14.7 Mouse surgery ........................................................................................... 98 

3.14.8 In vivo imaging in the live mouse brain ................................................. 102 

3.14.9 Local field potential recording ................................................................ 106 

3.14.10 Motion correction.................................................................................... 106 

3.14.11 ROI identification ................................................................................... 108 

3.14.12 Hippocampal spike detection .................................................................. 110 

3.14.13 Hippocampal spike phase calculation ..................................................... 111 



 

 xviii 

3.14.14 Analysis for pair-wise coherence between hippocampal neurons and 

LFPs…… ................................................................................................ 112 

3.14.15 Striatum, motor cortex, and visual cortex, spike detection ..................... 113 

3.14.16 Firing rate comparison of striatal neurons during high versus low speed 

movement ................................................................................................ 113 

3.14.17 Signal to noise ratio (SNR) calculation for in vivo photostability evaluation 

over imaging duration in striatum and hippocampus .............................. 114 

3.14.18 Detrending............................................................................................... 114 

3.14.19 Histology ................................................................................................. 114 

3.14.20 Brain temperature measurements ............................................................ 115 

3.14.21 Sample size ............................................................................................. 116 

3.14.22 Data exclusions ....................................................................................... 117 

3.14.23 Replication .............................................................................................. 117 

3.14.24 Randomization and blinding ................................................................... 117 

3.14.25 Code availability ..................................................................................... 118 

3.14.26 Data availability ...................................................................................... 118 

4 MEMBRANE VOLTAGE DELTA OSCILLATIONS ORGANIZE STRIATAL 

NEURON SPIKE TIMING AND NEURAL SYNCHRONY DURING 

LOCOMOTION…. .......................................................................................... 119 

4.1 Summary ......................................................................................................... 119 

4.2 Introduction ..................................................................................................... 120 



 

 xix 

4.3 Optical voltage imaging captures distinct spike timing in striatal project 

neurons and cholinergic interneurons in mice during locomotion ................. 124 

4.4 Most ChIs and a subset of SPNs exhibit prominent subthreshold membrane 

potential delta oscillations that coordinate spike timing ................................ 128 

4.5 Vm delta oscillations organize spike timing and Vm oscillations at beta-gamma 

frequencies ...................................................................................................... 132 

4.6 Delta-rhythmic striatal neurons drive locomotion-related spiking ................. 135 

4.7 Delta-rhythmic spike-LFP locking increases with locomotion ...................... 139 

4.8 Delta-rhythmic neurons exhibit locomotion-dependent spike-triggered LFP 

beta-gamma power modulations .................................................................... 141 

4.9 Discussion ....................................................................................................... 143 

4.10 Methods........................................................................................................... 146 

4.10.1 Mouse surgery ......................................................................................... 146 

4.10.2 SomArchon voltage imaging .................................................................. 149 

4.10.3 Local field potential recording ................................................................ 151 

4.10.4 Voltage imaging data motion correction & ROI identification .............. 151 

4.10.5 SomArchon fluorescence detrending and spike detection ...................... 152 

4.10.6 Signal to baseline ratio (SBR)................................................................. 153 

4.10.7 Subthreshold membrane voltage (Vm) traces ......................................... 152 

4.10.8 SomArchon voltage imaging, LFP, and animal locomotion data 

alignment…............................................................................................. 153 

4.10.9 Definition of movement periods and transition points ........................... 153 



 

 xx 

4.10.10 Inter-spike interval calculation ............................................................... 154 

4.10.11 Neuron classification based on ISI profile .............................................. 155 

4.10.12 Spike-phase locking strength (PLS)........................................................ 156 

4.10.13 Spike-triggered Vm and LFP spectrograms ............................................ 156 

4.10.14 Statistics .................................................................................................. 157 

4.10.15 Spike raster plot ...................................................................................... 158 

4.10.16 Movement-onset triggered spike rate...................................................... 158 

4.10.17 Data exclusions ....................................................................................... 159 

4.10.18 Histology ................................................................................................. 159 

5 CONCLUSION ................................................................................................ 161 

5.1 Summary & Significance ................................................................................ 161 

5.2 Future Directions ............................................................................................ 163 

6 APPENDIX: SUPPLEMENTARY TABLES FOR CHAPTER 3 .................. 165 

6.1 Statistical Tables ............................................................................................. 165 

6.2 Comparison of screened variants and competing soma-targeted voltage 

sensors.. .......................................................................................................... 177 

BIBLIOGRAPHY ........................................................................................................... 182 

CURRICULUM VITAE ................................................................................................. 208 

 

  



 

 xxi 

LIST OF TABLES 

Table 1.1. Comparison of various tools for measurement of electrical activity. .............. 10 

Table 2.1. Two tailed student t-test for Figure 2.3 comparing electrophysiological 

properties of Archon1-expressing vs. non-expressing cardiomyocytes.................... 26 

Table 2.2. Two tailed student t-test for Figure 2.4D,G between rise time or SNR of CMs 

recorded with patch-clamp electrophysiology, Di-8-ANEPPS, or Archon1. ........... 29 

Table 2.3. Repeated measures one-way ANOVA for Figure 2.4H of SNR per cell 

recorded repeatedly at t = 0, 1, 3 hours. .................................................................... 30 

Table 2.4. One-way ANOVA for Figure 2.5D-F of SNR per waveform of cell recorded 

for 5 minutes ............................................................................................................. 30 

Table 2.5. All pairs Tukey HSD test for Figure 2.6D between %APD90 of CMs exposed 

to 0 (DMSO), 3, 10, 30 nM E-4031. ......................................................................... 34 

Table 2.6. All pairs Tukey HSD test for Figure 2.6E between %APD50 of CMs exposed 

to 0 (DMSO), 10, 30, 100 nM Nifedipine. ................................................................ 34 

Table 6.1. Two-sample Kolmogorov-Smirnov (K-S) tests comparing fluorescence 

intensity of Archon1 vs. SomArchon at different positions along neurites in cortex, 

hippocampus, and striatum. Related to Figure 3.1. ................................................. 165 

Table 6.2. Two-sided Wilcoxon Rank Sum test for Figure 3.2e between electrical and 

optical FWHM (full width, half maximum) of SomArchon-expressing neurons in 

mouse brain slices ................................................................................................... 165 

Table 6.3. Two-sided Wilcoxon Rank Sum test for membrane resistance of SomArchon- 

vs. Archon1-expressing or non-expressing neurons in mouse brain slices for Figure 

3.4a–c ...................................................................................................................... 166 

Table 6.4. Two-sided Wilcoxon Rank Sum test for the membrane capacitance of 

SomArchon- vs. Archon-expressing or non-expressing neurons in mouse brain slices 

for Figure 3.4a–c ..................................................................................................... 167 

Table 6.5. Two-sided Wilcoxon Rank Sum test for the resting potential of  SomArchon- 

vs. Archon-expressing or non-expressing neurons in mouse brain slices for Figure 

3.4a–c ...................................................................................................................... 167 

Table 6.6. Two-sided Wilcoxon Rank Sum test for the full width half maximum 

(FWHM) per action potential of SomArchon-expressing vs. non-expressing neurons 

in mouse brain slices for Figure 3.4b,c. .................................................................. 168 



 

 xxii 

Table 6.7. Two-sided Wilcoxon Rank Sum test for Figure 3.6c, ΔF/F of SomArchon vs. 

ASAP3-Kv, Voltron-ST, QuasAr3-s, and paQuasAr3-s in mouse brain slices ...... 168 

Table 6.8. Two-sided Wilcoxon Rank Sum test for Figure 3.6d, SNR tested in mouse 

brain slices, between SomArchon ASAP3-Kv, Voltron-ST, QuasAr3-s, and 

paQuasAr3-s ........................................................................................................... 169 

Table 6.9. Two-sided Wilcoxon Rank Sum test for Figure 3.10f comparing striatal 

neurons’ firing rate during periods of low speed movement vs. high speed movement

 ................................................................................................................................. 169 

Table 6.10. 𝛘2 test for neurons included in Figure 3.11a–d testing against the null 

hypothesis of a uniform distribution. ...................................................................... 170 

Tables 6.11. Repeated measures ANOVA for Figure 3.12 ............................................. 170 

Tables 6.12. One-way ANOVA for Figure 3.14 ............................................................. 175 

Table 6.13. Characteristics of screened soma-localized Archon1 variants .................... 177 

Table 6.14. Performance of genetically encoded fluorescent voltage sensors in mouse 

brain tissues and live mice ...................................................................................... 179 

Table 6.15. Number of manually selected neurons during in vivo population imaging in 

the hippocampus of awake mice ............................................................................. 181 

 

  



 

 xxiii 

LIST OF FIGURES 

Figure 1.1. Projected prevalence over time of major motor disorders in 31 major 

countries ...................................................................................................................... 1 

Figure 1.2. Basal ganglia circuit and the canonical two pathway model ............................ 3 

Figure 2.1. Diagram describing transduction of Archon1 AAV into hiPSC-derived 

cardiomyocytes (CMs) for high-speed one photon voltage imaging in 2D cultures 

and 3D engineered cardiac tissues. ........................................................................... 23 

Figure 2.2. Demonstration of Archon1 for monitoring action potentials of iPSC-derived 

cardiomyocytes. ........................................................................................................ 25 

Figure 2.3. Quantification of electrophysiological properties of non-expressing CMs 

compared to Archon1-expressing CMs. Related to Figure 2.4. ................................ 26 

Figure 2.4. Characterization of Archon1 in iPSC-derived cardiomyocyte monolayers. .. 27 

Figure 2.5. Archon1 allows for robust measurement of action potentials under repeated 

and long-duration imaging. Related to Figure 2.4H. ................................................ 31 

Figure 2.6. Archon1 can reliably detect changes in AP waveforms induced by K+ and 

Ca2+ ion channel inhibitors: E-4031 (K+ Channel Blocker) and Nifedipine (Nif; 

Ca2+ Channel Blocker) compared to DMSO control; electrically paced at 1Hz. ...... 33 

Figure 2.7. Archon1 enables monitoring of APs in μTUG hMSC-cardiomyocyte tissues.

 ................................................................................................................................... 35 

Figure 3.1. Expression of Archon1 and SomArchon in mouse brain. .............................. 53 

Figure 3.2. SomArchon enables high fidelity voltage imaging in brain slices. ................ 55 

Figure 3.3. Voltage imaging using SomArchon in mouse brain slices ............................. 57 

Figure 3.4. SomArchon expression and voltage imaging do not alter membrane properties 

or cause phototoxicity. .............................................................................................. 59 

Figure 3.5. SomArchon expression in vivo does not cause gliosis. .................................. 61 

Figure 3.6. Side-by-side comparison of next-generation voltage indicators in mouse brain 

slices. ......................................................................................................................... 62 

Figure 3.7. SomArchon enables single cell voltage imaging in multiple brain regions of 

awake mice, using a simple wide-field imaging setup.............................................. 64 



 

 xxiv 

Figure 3.8. SomArchon enables both local dendritic and population imaging of neurons in 

multiple brain regions in vivo. .................................................................................. 66 

Figure 3.9. Properties of striatal neurons and movement thresholds. ............................... 69 

Figure 3.10. Voltage imaging of striatal neurons during locomotion ............................... 72 

Figure 3.11. Population voltage imaging of spikes and subthreshold voltage activities in 

CA1 neurons ............................................................................................................. 73 

Figure 3.12. In vivo SomArchon performance over time in the striatum and hippocampus 

of awake mice. .......................................................................................................... 75 

Figure 3.13. LFP and subthreshold membrane voltage oscillation analysis in the 

hippocampus. ............................................................................................................ 77 

Figure 3.14. Pair-wise coherence and correlation measures over spatial distance. .......... 81 

Figure 3.15. Fluorescence images of mouse brain sections prepared after in vivo imaging.

 ................................................................................................................................. 100 

Figure 3.16. Processing of raw optical voltage traces to remove motion artifacts and 

global trends. ........................................................................................................... 110 

Figure 4.1. Neurons expressing syn-SomArchon can be classified as putative SPNs. ... 125 

Figure 4.2. Membrane voltage imaging of ChIs and putative SPNs in behaving mice. . 126 

Figure 4.3. Example of regularly spiking ChI and delta rhythmic SPN. ........................ 127 

Figure 4.4. A subset of striatal neurons, particularly ChIs, exhibit strong delta-rhythmic 

Vm and spiking. ...................................................................................................... 129 

Figure 4.5. Subthreshold Vm power of delta-rhythmic and non-delta-rhythmic neurons 

for ChI and SPN populations. ................................................................................. 131 

Figure 4.6. Firing rate comparison as a function of cell type and delta rhythmicity. ..... 131 

Figure 4.7. Subthreshold delta rhythms structure spike output and beta-gamma power. 133 

Figure 4.8. Spike-triggered Vm and LFP power as a function of cell type and delta 

rhythmicity .............................................................................................................. 134 

Figure 4.9. ChIs but not SPNs increase their mean firing rate between low and high 

locomotion periods .................................................................................................. 136 



 

 xxv 

Figure 4.10. Locomotion-dependent firing rate and beta-gamma modulations are 

specifically related to delta-rhythmic striatal neurons ............................................ 138 

Figure 4.11. Locomotion onset- and offset-triggered firing rates by cell type and delta 

rhythmicity .............................................................................................................. 141 

Figure 4.12. Spike-triggered LFP power modulations during low and high locomotion 

periods ..................................................................................................................... 143 

 

  



 

 xxvi 

LIST OF ABBREVIATIONS 

1P .......................................................................................... one-photon microscopy 

2D ..................................................................................................... two-dimensional 

2P .......................................................................................... two-photon microscopy 

3D ................................................................................................... three-dimensional 

AAV ............................................................................................ adeno-associated virus 

Ace ....................................................................... Acetabularia acetabulum rhodopsin 

ACh ........................................................................................................... acetylcholine 

ACSF .................................................................................... artificial cerebrospinal fluid 

ANEPPS ....................................................... amino naphthyl ethenyl pyridinium-based dye 

ANOVA .......................................................................... analysis of variance statistical test 

AP .................................................................................. anterior-posterior coordinate 

APD50 ...................................................... action potential duration at 50% repolarization 

APD90 ...................................................... action potential duration at 90% repolarization 

APs ...................................................................................................... action potentials 

AraC .................................................................... cytosine arabinoside mitotic inhibitor 

Arch ...................................................................................................... archaerhodopsin 

ASAP ................................................................... accelerated sensor of action potentials 

ASAP3-Kv ............................................................................................... ASAP3-KV2.1motif  

ATPase .................................................................................... adenosine 5'-triphosphatase 

AU or A.U. ....................................................................................................... arbitrary unit 

BME ........................................................................................... biomedical engineering 



 

 xxvii 

BOTLab ..................................... biomedical optical technologies lab at Boston University 

BU ................................................................................................... Boston University 

C or °C ....................................................................................................... degrees Celsius 

C terminus ......................................... carboxyl-terminus of a polypeptide amino acid chain 

C. elegans ......................................................................................... Caenorhabditis elegans 

CA1 .................................................................... hippocampal cornu ammonis region 1 

Ca2+ ............................................................................................................ calcium ions 

CaCl2 ...................................................................................................... calcium chloride 

CAG .......  CMV enhancer chicken β-actin promoter rabbit beta-globin splice acceptor 

CaM .................................................................... calcium-sensitive calmodulin domain 

ChAT ......................................................................................... choline acetyltransferase 

ChI ............................................................................... striatal cholinergic interneuron 

CM ......................................................................................................... cardiomyocyte 

CMV ...................................................................................................... cytomegalovirus 

CoChR ............................................................... Chloromonas oogama channelrhodopsin 

CPR ................................................................................ cardiopulmonary resuscitation 

Cre ..................................................................cyclization recombination recombinase 

d ...................................................................................................................... day(s) 

D ........................................................................................... delta-rhythmic neurons 

D-glucose .............................................................................. dextrose, D-isomer of glucose 

D1 ............................................................................................... dopamine receptor 1 

D2 ............................................................................................... dopamine receptor 2 



 

 xxviii 

DARPP-32 ................................. dopamine and cAMP-regulated neuronal phosphoprotein 

DCAM .......................................................................................................... digital camera 

DCIMG ........................................................................................ digital camera image file 

Dept. .............................................................................................................. department 

df ................................................................................................. degrees of freedom 

DIV ............................................................................................................ days in vitro  

DL-lactate ............................................ mixture of D-lactate isoform and L-lactate isoform 

DMSO .................................................................................................. dimethyl sulfoxide 

DOF ................................................................................................. degrees of freedom 

DS ......................................................................................................... down-sampled 

DV .......................................................................................... dorsoventral coordinate 

E ........................................................................................................ embryonic day 

EEG .......................................................................................... electroencephalography 

EGTA ....................... ethylene glycol-bis(β-aminoethyl ether)-N,N,N′,N′-tetraacetic acid 

EKG ................................................................................................ electrocardiography 

Em ............................................................................................... emission wavelength 

EMCCD ........................................................... electron multiplying charge coupled device 

Eng. ............................................................................................................. engineering 

Ephys ............................................................................... patch clamp electrophysiology 

EPS .......................................................... whole heart cardiac electrophysiology study 

ER2 ................................................................. endoplasmic reticulum export sequence 

EU ...................................................................................................... European Union 



 

 xxix 

Ex ............................................................................................. excitation wavelength 

F ........................................................................................... f-value in ANOVA test 

FBS ................................................................................................... fetal bovine serum 

FOV ............................................................................................................ field of view 

FRET .................................................................. fluorescence resonance energy transfer 

FWHM .......................................................................... value at full-width half-maximum 

GABA ...................................................................................... gamma-aminobutyric acid 

GC ....................................................................................... number of genome copies 

GCaMP ......................... genetically-encoded calmodulin green fluorescent fusion protein 

GECI .................................................................... genetically encoded calcium indicator 

GEVI .................................................................... genetically encoded voltage indicator 

GFAP ................................................................................... glial fibrillary acidic protein 

GFP ........................................................................................ green fluorescent protein 

GPe ........................................................................................... globus pallidus externa 

GPi ............................................................................................ globus pallidus interna 

GWISE .......................................................... Graduate Women in Science & Engineering 

GΩ ........................................................................................................ giga (109) ohm 

HEK ............................................................................... human embryonic kidney cells 

HEPES ............................................. 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 

hERG ..........................................................................human ether-à-go-go-related gene 

hiPSC .................................................................... human induced pluripotent stem cells 

hMSC .............................................................................. human mesenchymal stem cells 



 

 xxx 

hr ..................................................................................................................... hour(s) 

HSD .................................................. honestly significant difference (from Tukey test) 

HTML ..................................................................................... hypertext markup language 

Hz ........................................................................................................................ hertz 

Iba1 .......................................................... ionized calcium binding adaptor molecule 1 

Ichange .................................................................................................. change in intensity 

ID ......................................................................................................... inner diameter 

Iex ............................................................................................. excitation wavelength 

IgG .................................................................................................. immunoglobulin G 

ISI .................................................................................................. inter-spike interval 

IUE ........................................................................................... in utero electroporation 

JF525F ........................................................................ Janelia Fluor® 525 fluorescent dye 

K-gluconate ........................................................................................... potassium gluconate 

KA2 ....................................................................................... kainate receptor subunit 2 

KCl .................................................................................................. potassium chloride 

kg .................................................................................................................. kilogram 

KGC ................................................................................ Golgi export trafficking signal 

kHz .................................................................................................................. kilohertz 

KOH ............................................................................................... potassium hydroxide 

KS ...................................................................................... Kolmogorov-Smirnov test 

Kv2.1 .................... potassium voltage-gated channel, Shab-related subfamily member 1 

Kv2.2 .................... potassium voltage-gated channel, Shab-related subfamily member 2 



 

 xxxi 

L2/3 ....................................................................................................... cortex layer 2/3 

LED ................................................................................................ light-emitting diode 

LFP ................................................................................................. local field potential 

LP .......................................................................................................... longpass filter 

LUT ........................................................................................................... look-up table 

M1 ....................................................................... muscarinic acetylcholine receptor 1 

M13 ................................................. skeletal muscle myosin light chain kinase peptide 

M4 ....................................................................... muscarinic acetylcholine receptor 4 

Mac ........................................................................ Leptosphaeria maculans rhodopsin 

MEM .................................................................................... minimum essential medium  

Mg-ATP ........................................................................ magnesium adenosine triphosphate 

MgCl2 ................................................................................................ magnesium chloride 

ML .......................................................................................... mediolateral coordinate 

ml ................................................................................................................. milliliters 

mm ................................................................................................................ millimeter 

mM ............................................................................................................... millimolar 

mOsm ............................................................................................................. milliosmole 

ms .............................................................................................................. millisecond 

mTagBFP2 ................................................................... monomeric blue fluorescent protein 

MUA ................................................................................................... multi-unit activity 

mV ................................................................................................................... millivolt 

mW .................................................................................................................. milliwatt 



 

 xxxii 

MYK-461 ............................................................................... mavacamten myosin inhibitor 

MΩ ....................................................................................................... mega (106) ohm 

N terminus ..................................... amino-terminus start of a polypeptide amino acid chain 

Na-GTP .......................................................................... sodium guanosine-5’-triphosphate 

Na2ATP ..................................................................... adenosine triphosphate disodium salt 

Na3GTP ............................................................... guanosine-5’-triphosphate trisodium salt 

NaCl ...................................................................................................... sodium chloride 

NaH2PO4 ...................................................................... monosodium dihydrogen phosphate 

NaHCO3 ................................................................................................. sodium bicarbonate 

NaOH ................................................................................................... sodium hydroxide 

Nav1.2 ..................................................................... voltage-gated sodium channel type II 

NBQX .............................................. 2,3-dioxo-6-nitro-7-sulfamoyl-benzo[f]quinoxaline 

ND .................................................................................... non-delta rhythmic neurons 

nd ........................................................................................................ not determined 

Nif ............................................................................................................... Nifedipine 

NIH ................................................................................... National Institutes of Health 

nm ............................................................................................................... nanometer 

nM ............................................................................................................... nanomolar 

NRT ................................................. National Science Foundation research traineeship 

NSD ................................................................................................... no spikes detected 

NSF .................................................................................... national science foundation 

OCT .................................................................. optimal cutting temperature compound 



 

 xxxiii 

OD ......................................................................................................... outer diameter 

optopatch .................................................................. dual optogenetics and voltage imaging 

p ..................................................................................................... probability value 

p-value ..................................................................................................... probability value 

P# ........................................................................................................ postnatal day # 

P2A ......................................................................................... self-cleaving peptide 2A 

paQuasAr3-s ........................................................ paQuasAr3-PP-mCitrine-KV2.1motif-ER2  

PBS ....................................................................................... phosphate buffered saline 

PGH ............................................................................................. Pittsburgh series dyes 

PGP1 ........................................................ Harvard University Personal Genome Project 

pH .............................................................................................. potential of hydrogen 

PhD .......................................................................................... doctorate of philosophy 

PLS ............................................................................................ phase locking strength 

PLV ................................................................................................. phase locking value 

Prof. ................................................................................................................. professor 

PV ............................................................................ parvalbumin-expressing neurons 

PVP .............................................................................................. polyvinylpyrrolidone 

QBP ......................................................................... quantitative biology & physiology 

Quasar3-s ................................................................. QuasAr3-PP-mCitrine-KV2.1motif-ER2 

rAAV2 ......................................... recombinant adeno-associated virus vector, serotype 2 

rAAV8 ......................................... recombinant adeno-associated virus vector, serotype 8 

ROI ..................................................................................................... region of interest 



 

 xxxiv 

ROS .......................................................................................... reactive oxygen species 

RPMI ............................................................ Rosewall Park Memorial Institute medium 

Rs ...................................................................................................... series resistance 

s .................................................................................................................... seconds 

SBR ............................................................................................ signal to baseline ratio 

sCMOS ........................................... scientific complementary metal-oxide-semiconductor 

SD ................................................................................................... standard deviation 

SEM ...................................................................................... standard error of the mean 

SmT ........................................................................................................ smoothed trace 

SNPc ............................................................................... substantia nigra pars compacta 

SNR ................................................................................................. signal to noise ratio 

SomArchon ...................................................................................... soma-targeted Archon1 

SPN .............................................................................. striatal spiny projection neuron 

SR ..................................................................................................... sustained release 

SST ............................................................................ somatostatin-expressing neurons 

ST .......................................................................................................... soma-targeted 

std ................................................................................................... standard deviation 

STN ................................................................................................ subthalamic nucleus 

syn ................................................................................................... synapsin promoter 

TAN ............................................................................................ tonically active neuron 

tdT .................................................................................. tdTomato fluorescent protein 

TRB ..................................................................... translational research in biomaterials 



 

 xxxv 

trise .................................................................................................................. rise time 

trisGTP PVP............................................................ tris buffered 5’-guanosine triphosphate 

TTL ........................................................................................ transistor-transistor logic 

US ........................................................................................................... United States 

UV ................................................................................................................ ultraviolet 

V ......................................................................................................................... volts 

ViRMEn ............................................................................. virtual reality MATLAB engine 

Vm ............................................................................. subthreshold membrane voltage 

Vmo ..................................................................... optically recorded membrane voltage 

Voltron-ST ............................................................... Ace2N-HaloTag-KGC-ER2-KV2.1motif  

VSD .............................................................................................. voltage-sensitive dye 

VSFP ...................................................................... voltage-sensitive fluorescent protein 

WPRE ................................................ woodchuck posttranscriptional regulatory element 

zval ................................................................................ Wilcoxon rank sum z-statistic 

Δ ..................................................................................................................... change 

ΔF/F .............................change of fluorescence divided by mean baseline fluorescence 

λem ............................................................................................... emission wavelength 

λex ............................................................................................. excitation wavelength 

μm .............................................................................................................. micrometer 

μM .............................................................................................................. micromolar 

μTUG ............................................ polydimethylsiloxane micro-fabricated tissue gauges 

χ2 ................................................................................ Pearson’s chi-squared statistic 



 

 1 

1 INTRODUCTION 

1.1 Motivation & Significance 

Motor disorders present a large public health burden and are one of the major causes 

of chronic disability in older adults, with nearly 30% of those between the ages of 50–89 

displaying symptoms indicative of movement disorders1. A 2011 study of 31 countries, 

including the US, Canada, and the EU, projected that the prevalence of many of the most 

common motor disorders, most of which have no cure, would nearly double by the year 

2050 (Figure 1.1)2. In addition to the impact on quality of life for patients and their 

families, the economic burden on individuals and on the healthcare system is profound. In 

2010, the US economic burden of Parkinson’s disease alone, the second most common 

motor disorder, was $14.4B and is projected to increase to greater than $24B by 20503. 

 

Figure 1.1. Projected prevalence over time of major motor disorders in 31 major countries 

(US, Canada, EU27, Norway, Switzerland). Adapted from Bach et. al. 20112. 
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Because the underlying neural circuit pathology is poorly understood, most currently 

available treatment options focus on symptom management, rather than targeting the root 

cause of disease4–13. This may lead to eventual resistance to therapies such as dopamine 

replacement or electrical stimulation14–18, leaving patients with few options. There is thus 

an unmet need to better understand the underlying causes of such pathology, as well as 

healthy movement circuitry, in order to best develop targeted therapeutics for positive, 

long-term patient outcomes. 

 

1.2 The basal ganglia circuit 

The basal ganglia circuit has long been recognized as an important regulator of 

movement in the brain19,20 with dysfunction of this circuit thought to be critical for the 

development of motor disorders such as Parkinson’s and Huntington’s disease21,22. The 

circuit consists of a feedforward loop where the motor cortex provides excitatory input to 

deep brain structures by way of the striatum, a relay station which incorporates 

dopaminergic activation by the substantia nigra, before feeding to the thalamus and back 

to the cortex23,24. The canonical two pathway model describes a direct or “GO” pathway 

which promotes movement, via disinhibition of the thalamus and activation of the motor 

cortex, and an indirect or “NO-GO” pathway that suppresses movement through the 

inhibition of the thalamus and cortex25–28. The striatum, as the largest nucleus of the basal 

ganglia, and integrator of various sources of input, plays a critical role in the execution or 

suppression of motor plans, although its exact mechanism of action is less well 

understood29,30. 
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Figure 1.2. Basal ganglia circuit and the canonical two pathway model. In basal ganglia circuit 

disorders, such as Parkinson’s disease, an imbalance in the indirect and direct pathways leads to 

motor dysfunction. GPe and GPi: globus pallidus externa and interna, respectively; STN: 

subthalamic nucleus; SNPc: substantia nigra pars compacta. ChIs: striatal cholinergic interneurons; 

D1 and D2 SPNs: dopamine receptor 1 and 2 striatal spiny projection neurons, respectively; Green 

arrows are excitatory (representing neurotransmitter glutamate), red are inhibitory (representing 

neurotransmitter GABA), while blue and purple are neuromodulatory, representing acetylcholine 

(ACh) and dopamine, respectively. 

 

1.2.1 The dorsal striatum 

The striatum is often divided into dorsal and ventral structural subregions, due to 

its discretized function. While the ventral striatum is associated with the limbic system and 

plays a critical role in reward pathways31–34, the dorsal striatum is thought to be critical for 

motor control and has been implicated in the pathology of various movement disorders19–

22. The dorsal striatum receives input primarily from three major sources: the cortex 
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(primarily motor and sensory cortices), the thalamus, and the substantia nigra35,36. Inputs 

from the cortices are mostly excitatory, modulated by the excitatory neurotransmitter 

glutamate. The substantia nigra pars compacta (SNpc), a specific region within the 

substantia nigra, sends dopaminergic projections to the striatum which alternatively 

activate or inhibit neurons, depending on dopamine receptor expression37. Death of these 

SNpc dopaminergic neurons cause dysregulation of movement and eventually result in 

motor dysfunction disorders, such as Parkinson’s disease38–41. 

 

1.2.1.1 Spiny projection neurons and the two pathway model 

The vast majority (~95%) of striatal neurons are inhibitory spiny projection neurons 

(SPNs), which project out of the striatum and are often classified into two groups based on 

their dopamine receptor expression42,43. The canonical two pathway model of the basal 

ganglia circuit suggests that SPNs expressing dopamine D1 receptors (D1-SPNs) form the 

direct pathway, promoting movement, while SPNs expressing dopamine D2 receptors (D2-

SPNs) form the indirect pathway, inhibiting movement (Figure 1.2). However, recent 

calcium imaging studies have shown that both D1- and D2-SPNs are active during 

movement44–46, suggesting that these two pathways may not be as segregated as previously 

thought. In addition, though SPNs exhibit very low, near zero, basal firing rates and little 

rhythmicity in resting states, during movement, SPNs can support high instantaneous firing 

rates47,48 and be driven to oscillate49–54. Thus, it remains unclear how individual SPNs are 

modulated during movement, and whether different SPN populations are recruited at 

various phases of a movement bout. 
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1.2.1.2 Cholinergic interneurons and movement 

The remaining 5% of striatal neurons are interneurons that are thought to modulate 

striatal output through inhibitory neurotransmitters such as GABA, or neuromodulators 

such as acetylcholine (ACh)55–57. Cholinergic interneurons (ChIs), are of particular interest 

because they are the main source of ACh in the striatum, where ACh is especially 

concentrated58,59 and though they make up a small percentage of striatal neurons, their 

large, dense, and extensive arborizations reach across the striatum58,60. ChIs are thought to 

be tonically active neurons, with firing rates of 3–12Hz58,61. While ChIs in the ventral 

striatum have been extensively studied, demonstrating stereotypic pausing of tonic firing 

in relation to reward31,58, recent electrophysiology studies in the dorsal striatum have found 

that ChIs modulate their spiking during movement62,63. More recently, calcium imaging 

studies have reported that dorsal striatum ChIs are both positively and negatively 

modulated at various phases of movement bouts59,64. Together, these results highlight the 

involvement of dorsal striatal ChIs in regulating movement, though it remains largely 

unclear how ChIs coordinate their activities to impact movement. 

 

1.2.1.3 Relationship between SPNs and ChIs 

The canonical two-pathway model (Figure 1.2) proposes that ChIs regulate both 

classes of SPNs via metabotropic ACh receptors. Recent work has demonstrated that 

stimulation of ChIs decreases movement speed and increases SPN co-activity59,65 and in 

some cases results in motor deficits akin to those observed in Parkinson’s disease in 

otherwise healthy mice65–67. Furthermore, activation of ChIs has been shown to increase 
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beta frequency oscillations (~15–30Hz) in the striatal local field potential (LFP), a bulk 

measure of local neuron activity. Beta oscillations are a known hallmark of motor disorders 

such as Parkinson’s disease66,68–75 and have also been observed transiently in functional 

motor behavior and planning48,76–79. 

 

1.3 Hypothesis 

Based on these observations, we hypothesized that a relationship exists between 

ChIs, beta oscillations, and SPNs to mediate motor control. However, the source of these 

LFP oscillations and how ChIs particularly coordinate SPN activity remains unclear. 

Because action potentials are transient and sparse, LFP oscillations may be dominated by 

summated synaptic currents rather than spiking activity alone. Under this framework, 

synchronized oscillatory synaptic inputs to neurons could thus produce subthreshold 

membrane potential oscillations in individual neurons, which could organize spike 

timing80–83. 

 

To investigate how ChIs modulate SPNs during movement and how both groups relate to 

bulk LFP oscillations, we must thus observe the individual spiking and subthreshold 

dynamics of striatal neurons, while simultaneously recording LFP. Until recently, however, 

finding tools to monitor such dynamics in awake, behaving animals was extremely 

challenging. This dissertation aims to fill this gap by optimizing a novel genetically-

encoded voltage sensor to enable detection of spiking and subthreshold dynamics with 

single cell-, single spike-precision to further investigate the above described striatal 
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circuitry in mice during movement. 

 

1.4 Tools for monitoring electrical activity  

1.4.1 Electrophysiology techniques 

For the past 60 years, electrophysiology recording techniques have been the gold 

standard for measuring membrane voltage and have revealed important insights into the 

spiking and oscillation dynamics of electrically active systems, such as neurons and cardiac 

cells84–94. Most electrophysiology methods benefit from extremely high temporal 

resolution, with typical recording sampling rates at 10–40kHz (kilohertz). However, each 

technique has a uniquely narrow spatial precision that restricts its applicability to specific 

types of studies.  

 

1.4.1.1 Intracellular & patch clamp recordings 

Intracellular electrophysiology is an extremely precise, yet invasive technique that 

involves inserting a microelectrode (typically a glass pipette) into a cell to monitor 

electrical potential across the membrane95. Similarly, whole cell patch clamp techniques 

access the cell interior through a small opening on the membrane, while holding current or 

voltage constant and measuring the voltage changes or current flow, respectively96. Both 

techniques can be used to measure electrical activity, such as spiking and subthreshold 

dynamics of individual cells or synaptic potentials95–97. However, these methods are limited 

by the integrity of the pipette-membrane seal and are extremely difficult to perform in more 
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than one cell at a time. This restricts the duration and type of experiments able to be 

performed: first, because low throughput methods are insufficient for studies looking to 

investigate animal behavior or pathology which may involve large populations of cells, and 

second because, especially in awake animals, but even in anesthetized ones, animal 

movement presents a large problem to the stability of the electrode seal. Additionally, 

without the inclusion of secondary markers to label specific cell types, the genetic identity 

of cells is unknown, which may be critical information necessary for certain experiments. 

Thus, spike features or morphology have often been used to classify cells, and some of 

these features have been attributed to certain genetic identities (e.g. ChIs often display tonic 

firing rates58,61 and thus tonically-active neurons (TANs) are often considered putative 

ChIs). Finally, due to the invasiveness of the procedure, many cells die once the electrode 

is removed, which presents difficulty for longitudinal studies or experiments where it is 

necessary to monitor the same cells at multiple time points. Recent advances in automated 

patch clamping techniques have made these extracellular recording techniques more 

accessible to end users and have even made it possible to extract genetic information for 

analysis of cell type, but it still remains difficult to monitor more than a few cells 

simultaneously in live mice and this low-throughput nature makes it challenging to adapt 

to various behavioral conditions86,98,99 (see Table 1.1). 

 

1.4.1.2 Extracellular electrophysiology techniques 

Extracellular electrophysiology is a less spatially precise electrophysiology method 

that places an electrode into the brain or other electrically-active region of interest and 
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monitors the field activity generated in the region. Single-unit recordings (SUA) use small 

microelectrodes with tip sizes around 1μm, which subsequently capture the activity around 

one cell100–102. Increasing the size of the electrode allows multiple cells to be recorded and 

is often called multi-unit activity (MUA). If the recording field is relatively small and 

spatially arrayed microelectrodes are used, it is possible to predict how each cell may be 

contributing to the overall recorded electrical activity. However, as electrode sizes 

increase, the spatial arrangement of cells in an activity field may become unclear. When a 

single large electrode is used to measure the collective activity of a population of cells, this 

is called local field potential (LFP). MUA and LFP recordings are particularly useful when 

attempting to record from larger populations of cells in awake, behaving animals103–106 as 

the recording apparatus does not require a tight seal or as precise positioning as do 

intracellular or patch clamp techniques. In addition to losing spatial precision, extracellular 

recording techniques have no way of determining cell identity as they are not sampling 

from inside the neuron (see Table 1.1). Despite these disadvantages, LFP recordings have 

revealed important insights into how oscillation dynamics of populations of neurons relate 

to behavior and pathology and have been an important clinical biomarker in human 

studies68,107–112. As LFPs have been hypothesized to be dominated by aggregated 

subthreshold activity of single neurons, in this work, it will be important to simultaneously 

record LFPs alongside single neuron activity to best understand the multi-spatial-scale 

dynamics of the dorsal striatum. 
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Table 1.1. Comparison of various tools for measurement of electrical activity. 

 
 

1.4.2 Calcium indicators 

Intracellular calcium release, triggered by action potentials (APs), has long been 

used as a proxy for membrane voltage changes to study electrically active systems. In both 

neurons and cardiac cells, an influx of calcium accompanies action potential termination 

as it reaches a synapse or gap junction113–118. Calcium indicators are typically fluorescent 

molecules that change their fluorescence intensity in response to calcium concentration or 

binding events. Most indicators can be broken into two main types: chemical indicators 

(i.e., calcium-sensitive dyes) or fluorophore protein-based genetically encoded calcium 

indicators (GECIs), the most commonly used of which is GCaMP.  

1.4.2.1 Calcium-sensitive dyes 

Many calcium-sensitive dyes, such as the commonly used fura-2 or fluo series 

(fluo-3, fluo-4, etc), are chemical chelators that bind calcium ions (Ca2+) with high 
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affinity119. When Ca2+ ions bind, this triggers a spectral frequency shift or increase in 

fluorescence which can be recorded by a camera, typically with around 30Hz sampling 

frequency. The largest disadvantage of calcium indicators is this time resolution. Although 

calcium indicators have a broad range of spatial resolution, able to monitor population 

dynamics of many cells simultaneously while retaining both single cell precision and the 

spatial arrangement of cells, they suffer from poor temporal resolution. While action 

potentials occur on the scale of milliseconds and have event rates ranging from 0.5–200Hz, 

calcium events occur on the scale of tens of milliseconds or longer120–127. In addition, 

calcium is an important secondary messenger in several signaling pathways and the uptake 

of intracellular calcium may not always be associated with action potentials or other 

electrical activity128–133. 

 

Dyes as a vehicle also pose other problems. Due to the chemical nature of the reagent, they 

must be reapplied often, as cells metabolize or dye washes out into solution. In addition to 

being tedious, this can restrict long term studies, and continuous reapplication of a 

chelating agent may be toxic to cell health134–137. Few studies have been able to use 

calcium-sensitive dyes in vivo, with many requiring intricate delivery systems to ensure 

adequate imaging conditions138,139. Furthermore, dyes ubiquitously label all cells to which 

they are applied and cannot be used to target specific subpopulations. It is possible to label 

specific cell subunits, such as the mitochondria, by permeabilizing cell membranes140 or 

using dyes that tend to aggregate in specific organelles141, however this is not as efficient 

as genetically targeting an indicator to a specific cell type or location (see Table 1.1). 
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1.4.2.2 GCaMP 

Genetically-encoded indicators, such as GCaMP, aim to solve some of the 

drawbacks of dye-based measurement techniques, by expressing a calcium-sensitive 

fluorescent protein directly in the cells of interest. GCaMP, first developed in 2001, is a 

synthetic protein composed of a circularly permuted green fluorescent protein (GFP), a 

Ca2+-sensitive calmodulin domain (CaM), and the M13 peptide from the myosin light chain 

kinase142. When calcium levels are low and the CaM domain remains unbound, the GFP 

remains in a protonated form and fluoresces minimally. However, in the presence of Ca2+ 

ions, the bound CaM domain undergoes a conformational change, protecting the GFP from 

protonation and allowing it to fluoresce. The genetically-targeted nature of GCaMP allows 

it to be applied easily to multiple spatial scales (e.g. subcellular, single cell, populations) 

and behavioral paradigms (e.g. to genetically label specific cell types or subcellular 

structures, for in vivo behavior experiments, within drug-induced pathological models) 

simultaneously (Table 1.1). As a result, GCaMP has become widely used for large-scale 

population imaging of neural activity143–147, cardiac activity148–150, as well as for other Ca2+-

dependent processes151–155. However, while calcium imaging studies have yielded 

important insights into population dynamics in a broad range of behavioral and 

pathological paradigms, as previously mentioned, calcium sensors do not have the time 

resolution to report individual spikes or subthreshold activity, which may be altered in 

biological, pharmacological or pathological states156–167. 
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1.4.3 Optical voltage imaging 

Due to the desire to measure membrane voltage changes directly, with both high 

temporal and spatial resolution, there has been a recent push to develop optical methods of 

tracking membrane voltage. Optical voltage sensors, like calcium indicators, can also be 

used across multiple spatial scales, but they have the benefit of directly measuring 

membrane voltage with single-spike precision and potentially even capturing subthreshold 

dynamics (see Table 1.1). Voltage indicators can also be categorized into voltage-sensitive 

dyes and genetically-encoded voltage indicators (GEVIs), as well as a third hybrid group, 

termed “chemigenetic” sensors, which integrate both genetically-encoded and chemical 

dye elements. Several GEVIs are still under development and thus far, there is no one 

superior sensor. 

1.4.3.1 Voltage-sensitive dyes 

Most voltage-sensitive dyes (VSDs) consist of a hydrophobic membrane-binding 

group, a hydrophilic head group to orient the dye with the electric field, and an intervening 

chromophore which, when excited by changes in the electric field, undergoes a spectral 

shift measured as fluorescence168,169.  Recent attempts to study cardiac membrane potential 

have made use of VSDs such as the ANEPPS series or the PGH series135,170–174. Although 

many of these VSDs have the time resolution necessary to capture AP dynamics of cardiac 

cells, they often suffer from poor signal-to-noise ratio (SNR) and membrane localization, 

and are often cytotoxic135,175. In addition, by nature, similar to calcium dyes, VSDs are 

transient and must be reapplied to samples which hinders long term studies, and they lack 

the ability to label specific subpopulations without the addition of other chemical agents176. 
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While a few studies have deployed VSDs in vivo177,178 or demonstrated their ability to 

monitor subthreshold oscillations179,180, it is unclear given their experimental limitations 

and poor sensitivity that VSDs would be suitable for precise spatiotemporal imaging in 

behaving animals. 

 

1.4.3.2 Genetically-encoded voltage indicators 

Similarly to calcium indicators, the disadvantages of VSDs gave rise for the need 

to develop effective genetically-encoded voltage indicators (GEVIs). The development of 

new GEVIs has opened the possibility for imaging population activity with high temporal 

and spatial precision. The majority of GEVIs fall into two categories: those with voltage-

sensitive domains (VSDs) and those derived from rhodopsin proteins. Near-infrared 

GEVIs derived from rhodopsins offer high temporal fidelity, and are compatible with 

optogenetics181–183, whereas green fluorescent GEVIs derived from voltage sensing 

domains of phosphatases or opsins are often slower and brighter184–189. Translating these 

sensors into awake, behaving animals has been challenging however, because poor 

membrane localization, photostability, and sensitivity of previous molecules has resulted 

in poor signal-to-noise ratio (SNR) in vivo. Prior to the work described in this dissertation, 

only Ace2N and paQuasAr3-s had been used to optically report voltage dynamics in a 

living mouse brain, reporting the activities from up to four cells in one field of view (FOV) 

in awake mice97,188. 
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1.4.3.2.1 First generation GEVIs 

GEVIs with VSDs such as ArcLight, Mermaid, ASAP1, or the VSFP series have 

been successfully applied to study cardiac cells, arrhythmias and neurons, as well as aid in 

cellular phenotyping, but they lack the time resolution, sensitivity, or SNR to capture 

voltage dynamics under various conditions162,185,190–195. ArcLight, for example, has slow 

kinetics which hinders its ability to capture the characteristic upstroke morphology of 

cardiac APs and any perturbations to this upstroke such as those caused by diseases or 

drugs162,196–198. In contrast, VSFP3.1 has relatively fast kinetics (activation time ~ 1.3ms) 

but displays fluorescence changes of only 0.5% per 100mV, which impedes monitoring of 

subthreshold fluctuations and contributes to a very low SNR149,199. Many of these VSD-

based GEVIs thus suffer from this dichotomy between superior kinetics and sensitivity. 

 

Rhodopsin-based sensors, such as Arch, Quasar1/2, MacQ, or Ace2N use their innate 

voltage-sensitive fluorescence or biophysics such as fluorescence resonance energy 

transfer (FRET) to optically report voltage dynamics181,186,187,200. Although these sensors 

often display faster kinetics than their VSD-based counterparts, they still suffer from low 

brightness, sensitivity, and signal-to-noise, hindering their ability to be applied in 

vivo181,182,184–187,189,201. See Section 3.4 and Figure 3.6 for a detailed discussion and 

comparison of next-generation GEVIs such as ASAP3, Quasar3, paQuasar3, and Voltron. 

1.4.3.2.2 Archon1 

Recently, Piatkevich et. al. developed a high-performance GEVI called Archon1, a 

far-red fluorescent plasma transmembrane protein evolved from the Arch3 



 

 16 

archaerhodopsin, with fluorescence emission linearly dependent on membrane voltage183. 

Archon1 exhibits high temporal resolution, sensitivity, and brightness under simple one-

photon widefield microscopy which enabled imaging of neural activity in mouse cortical 

brain slices, whole zebrafish, and C. elegans183. Archon1’s fast kinetics and linear 

fluorescence-voltage relationship resulted in fluorescence traces which closely matched 

simultaneously recorded electrophysiology. Since Archon1 does not need chemical 

cofactors, the sensor showed no phototoxicity and retained photostability for up to 800 

seconds in cultured mouse neurons183. In addition, Archon1 demonstrated excellent 

membrane localization and did not alter membrane resistance, capacitance, or resting 

potential as compared to non-expressing cells. Its far-red excitation is also compatible with 

blue-light driven optogenetics enabling all-optical electrophysiology183,202. These features 

of Archon1, along with its easily adaptable one-photon widefield imaging setup, make it 

an ideal GEVI candidate to deploy in other electrically-dependent systems. 

 

1.5 Overview 

1.5.1 Voltage imaging of cardiac cells and tissue using Archon1 

In this dissertation, I first demonstrate the applicability of Archon1 as a high-

performance GEVI by deploying it in cardiac cells and tissue203. When expressed in 

cardiomyocytes, Archon1 demonstrated fast kinetics comparable to patch-clamp 

electrophysiology, and SNR significantly greater than the leading VSD used in the field. 

With Archon1, we were able to detect drug-induced changes in action potential waveforms 

and monitor voltage dynamics across multiple cells simultaneously in 3D cardiac tissues. 
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This study also helped us to optimize voltage imaging systems with improved sensitivity 

in order to measure individual neuron voltage dynamics in the mouse brain, enabling the 

other studies discussed in this dissertation, as well as future investigations into neural 

circuitry. 

 

1.5.2 Development of a soma-targeted GEVI for imaging in multiple brain regions 

Next, I describe how we developed a soma-targeted version of Archon1, termed 

SomArchon, which allowed us to conduct in vivo population voltage imaging in multiple 

cortical and subcortical brain regions of awake, behaving mice using conventional, 

widefield microscopy202. SomArchon had comparable kinetics, SNR, and sensitivity to its 

predecessor Archon1 and outperformed many other next-generation soma-targeted voltage 

sensors. We also demonstrated SomArchon’s compatibility with blue-light optogenetics 

and were able to detect spiking and subthreshold activity in multiple neurons 

simultaneously, while recording LFPs. Most importantly to this work, SomArchon was 

able to detect voltage dynamics, both spiking and subthreshold, from individual striatal 

neurons, while mice ran on a spherical treadmill. In addition to aiding our work henceforth, 

SomArchon has already been deployed in other studies204,205 and we expect that the novel 

voltage imaging techniques described here could have a broad impact on systems 

neuroscience, motivating future voltage imaging analysis of a variety of neural circuits 

involved in behavior and pathology. 
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1.5.3 Using SomArchon to investigate striatal circuits during movement 

Finally, I describe how we deployed SomArchon in the dorsal striatum to 

investigate striatal ChI and SPN activity during movement, and their relationship to LFP 

dynamics. We found that most ChIs and a subset of SPNs exhibited spike bursts locked to 

delta frequency oscillations, and that these delta-related spikes organized higher frequency 

oscillations, such as beta oscillations, in both Vm and LFP. In addition, during movement, 

these neurons appeared time-locked to transitions in movement speed, and ChI spiking, in 

particular, was associated with increases in LFP delta and gamma oscillations during high 

movement, suggesting a unique role of ChIs in neural synchronization during locomotion. 

Finally, we corroborated existing studies that linked beta power to immobility, as LFP beta 

power decreased during high movement around SPN spikes. Together, these results 

demonstrate that the Vm and spiking dynamics of individual neurons in the nucleated 

striatum can support oscillation network features that are prominent in cortical-basal 

ganglia circuits during locomotion and that delta oscillations in particular play a prominent 

role in supporting striatal participation in cross-region computation via network level 

synchronization.  
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2 VOLTAGE IMAGING OF CARDIAC CELLS AND TISSUE USING THE 

GENETICALLY-ENCODED VOLTAGE SENSOR ARCHON1 

 

2.1 Citation 

The work described in this chapter has been published at iScience203.  

Shroff SN*, Das SL*, Tseng HA, et al. Voltage Imaging of Cardiac Cells and Tissue Using 

the Genetically Encoded Voltage Sensor Archon1. iScience. 2020; 23(4):100974. 

doi:10.1016/j.isci.2020.100974. 

 

2.2 Summary 

 Precise measurement of action potentials (APs) is needed to observe electrical 

activity and cellular communication within cardiac tissue. Voltage-sensitive dyes (VSDs) 

are traditionally used to measure cardiac APs, however they require acute chemical 

addition that prevents chronic imaging. Genetically encoded voltage indicators (GEVIs) 

enable long-term studies of APs without the need of chemical additions, but current GEVIs 

used in cardiac tissue exhibit poor kinetics and/or low signal-to-noise (SNR). Here, we 

demonstrate the use of Archon1, a recently developed GEVI, in hiPSC-derived 

cardiomyocytes (CMs). When expressed in CMs, Archon1 demonstrated fast kinetics 

comparable to patch-clamp electrophysiology, and high SNR significantly greater than the 

VSD Di-8-ANEPPS. Additionally, Archon1 enabled monitoring of APs across multiple 

cells simultaneously in 3D cardiac tissues. These results highlight Archon1's capability to 

investigate the electrical activity of CMs in a variety of applications, and its potential to 
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probe functionally-complex in vitro models, as well as in vivo systems. 

 

2.3 Introduction 

 The measurement of electrical potential and conduction in the heart are important 

for understanding how electrical signals propagate through cardiac tissue in both healthy 

and diseased conditions. Although numerous methods exist for monitoring whole-heart 

voltage (EKG, EPS, etc.), few techniques examine the properties at the individual cell level 

within cardiac tissue. Intracellular calcium release, triggered by action potentials (APs), 

has long been used to study mechanisms such as excitation-contraction coupling, and as a 

proximal measurement for signal propagation148,151–153. However, calcium does not provide 

insight into membrane voltage dynamics and individual AP waveforms, which may be 

altered in biological, pharmacological, or pathological states156–164. Recent attempts to 

study cardiac membrane potential have made use of voltage-sensitive dyes (VSDs) such as 

the ANEPPS series or the PGH series135,170–174. Although many of these VSDs have the 

time resolution necessary to capture AP dynamics of cardiac cells, they often suffer from 

poor signal-to-noise ratio (SNR) and membrane localization, and are often cytotoxic135,175. 

In addition, by nature, VSDs are transient and must be reapplied to samples, which hinders 

long term studies and they also lack the ability to label specific cell subpopulations.  

 

Genetically encoded voltage indicators (GEVIs), which have been successfully utilized in 

a similarly electrically-excitable cell population, neurons97,181–189,206–208, have recently been 

deployed in cardiac tissue to overcome the shortcomings of VSDs162,175,209. Although 
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GEVIs such as ArcLight, Mermaid, or the VSFP series have been successfully applied to 

study arrhythmias, as well as aid in cellular phenotyping, these GEVIs lack the time 

resolution, sensitivity, and SNR to capture voltage dynamics under various 

conditions162,190–193. For example, ArcLight, a commonly used GEVI, has slow kinetics 

which hinders its ability to capture the characteristic upstroke morphology of cardiac APs 

and any perturbations to this upstroke such as those caused by diseases or drugs162,196–198. 

In contrast, the GEVI VSFP3.1 has relatively fast kinetics (activation time ~ 1.3ms) but 

displays fluorescence changes of only 0.5% per 100mV which impedes monitoring of 

subthreshold fluctuations and contributes to a very low SNR149,199. Many of these GEVIs 

thus suffer from this dichotomy between superior kinetics and sensitivity. 

 

Recently, Piatkevich et al. developed a high-performance GEVI called Archon1, a far-red 

fluorescent plasma transmembrane protein evolved from the Arch3 opsin, with 

fluorescence emission linearly dependent on membrane voltage183. Archon1 exhibits high 

temporal resolution, sensitivity, and brightness under simple one-photon widefield 

microscopy which enabled imaging of neural activity in mouse cortical brain slices, whole 

zebrafish, and C. elegans183. Archon1’s fast kinetics and linear fluorescence-voltage 

relationship resulted in fluorescence traces which closely matched simultaneously recorded 

electrophysiology. Since Archon1 does not need chemical cofactors, the sensor showed no 

phototoxicity and retained photostability for up to 800 seconds in cultured mouse 

neurons183. In addition, Archon1 demonstrated excellent membrane localization and did 

not alter membrane resistance, capacitance, or resting potential as compared to non-
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expressing cells. Its far-red excitation is also compatible with blue-light driven 

optogenetics enabling all-optical electrophysiology183,202. These features of Archon1, along 

with its easily adaptable one-photon widefield imaging setup, make it an ideal GEVI 

candidate to deploy in other electrically-dependent systems. Here, we demonstrate 

Archon1’s utility for monitoring cardiac APs in both 2D cell culture and 3D tissue 

environments under a variety of biologically-relevant conditions (Figure 2.1). 
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Figure 2.1. Diagram describing transduction of Archon1 AAV into hiPSC-derived 

cardiomyocytes (CMs) for high-speed one photon voltage imaging in 2D cultures and 3D 

engineered cardiac tissues. 
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2.4 Characterization of Archon1 in iPSC-derived cardiomyocytes 

Archon1 was expressed in 2D monolayers of human induced pluripotent stem cell 

(iPSC)-derived cardiomyocytes (CMs) using both Cre-dependent CAG-Archon1-KGC-

EGFP-ER2 (Archon1) and CMV-Cre AAVs (Figure 2.2A) 5–7 days after spontaneous 

beating was observed. CM membrane potential was recorded optically at 100Hz using a 

scientific cMOS camera (lex=637nm). Archon1 fluorescence changes exhibited typical 

cardiac AP waveforms with clearly identifiable phases (Figure 2.2B,C; i: resting potential, 

ii: peak depolarization, iii: end of repolarization). Changes in intensity were not due to 

motion from cellular contraction as indicated by lack of fluorescence changes in the GFP 

channel, as compared to the Archon1 channel (see Videos S1&S2 from Shroff et al. 

2020203). In order to quantify AP duration, we calculated rise time (trise; defined by 10% to 

90% of the valley-to-peak duration), APD50 (AP duration at 50% repolarization), and 

APD90 (AP duration at 90% repolarization) (Figure 2.2D, see Methods). Without 

electrical stimulation, APD90 values ranged from 345–1210ms (n = 31 cells, 880±218ms, 

mean±standard deviation, Figure 2.2C right). We then evoked APs by electrically pacing 

CMs at 0.5 Hz, 1Hz, and 2 Hz, and found that Archon1 fluorescence faithfully followed 

electrical stimulation (Figure 2.2E; respective APD90 distributions, Figure 2.2F). 

Together, these results demonstrate that Archon1 can robustly capture AP dynamics and 

waveform morphology, and this capability is maintained at higher frequencies. 
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Figure 2.2. Demonstration of Archon1 for monitoring action potentials of iPSC-derived 

cardiomyocytes. (A) Diagrams of cre-recombinase AAV system used to infect CMs with Archon1. 

KGC: linker, ER2: ER export trafficking sequence. (B) Single frame images of CM expressing 

Archon1 at different phases of an AP as shown in C. Scale bar, 50 μm. (C) Left, optically recorded 

raw voltage trace for cell shown in B. Right, quantification of APD90, as defined in D, per voltage 

trace for unpaced CMs (n= 31 cells). (D) An example AP waveform with APD90, APD50, and rise 

time (trise) defined. (E) Representative normalized fluorescence voltage traces from CM electrically 

paced at 0.5 Hz (blue), 1 Hz (orange), and 2 Hz (yellow). (F) Corresponding APD90 box plot for 

each pacing shown in E (from n = 15, 12, 9, cells, respectively). Box plots represent 25th to 75th 

percentiles, with whiskers extending 1.5x the interquartile range, horizontal line represents median, 

each dot represents data from a single cell. All optical traces obtained at image acquisition rate of 

100Hz. 

 

To quantify Archon1 performance, we conducted patch-clamp electrophysiology while 

simultaneously optically recording Archon1 fluorescence of CMs. We found that 

membrane voltage recorded via Archon1 fluorescence matched well with that recorded via 

electrophysiology (representative overlay in Figure 2.4A). Archon1 fluorescence was 

linearly correlated with electrically recorded membrane potential (Figure 2.4B; example 

corresponding to Figure 2.4A; Least Squares Regression Line: y = 0.009x – 0.584; R2 = 

0.996) for all simultaneously recorded cells (n = 4 cells, Figure 2.4C; Least Squares 

Regression Line: y = 0.926x – 0.048; R2 = 0.989). In addition, Archon1 expression did not 

alter CM properties such as resting membrane potential, beat amplitude, membrane 

resistance, rise time, APD90, and beat period (Figure 2.3, see statistics in Table 2.1). 
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Figure 2.3. Quantification of electrophysiological properties of non-expressing CMs 

compared to Archon1-expressing CMs. Related to Figure 2.4. (A) Resting membrane potential 

(RMP, n = 7, 5 cells, respectively), ns, p > 0.05 in two-tailed t-test. (B) Action potential 

amplitude (n = 7, 5 cells, respectively), ns, p > 0.05 in two-tailed t-test. (C) Resistance (n = 6, 5 

cells, respectively), ns, p > 0.05 in two-tailed t-test. (D) Rise time (n = 7, 5 cells, respectively), ns, 

p > 0.05 in two-tailed t-test. (E) APD90 (n = 7, 5 cells, respectively), ns, p > 0.05 in two-tailed t-

test. (F) Beat period (n = 7, 5 cells, respectively), ns, p > 0.05 in two-tailed t-test. See full statistics 

in Table 2.1. Box plots represent 25th to 75th percentiles, with whiskers extending 1.5x the 

interquartile range, horizontal line represents median, each dot represents data from a single cell. 

 

Table 2.1. Two tailed student t-test for Figure 2.3 comparing electrophysiological properties 

of Archon1-expressing vs. non-expressing cardiomyocytes. 

Property p value 

Resting Membrane Potential 0.146 

Amplitude 0.628 

Resistance 0.861 

Rise Time 0.905 

APD90 0.934 

Period 0.343 

 

To further characterize the performance of Archon1, rise times were calculated across all 

CMs recorded with electrophysiology and Archon1 (n = 17 cells for electrophysiology, 67 
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cells for Archon1; Figure 2.4D). The rise time of Archon1 (29.8±13.2ms, mean±standard 

deviation) was slightly longer than that of electrophysiology (15.9±5.6ms, mean±standard 

deviation; Ephys  Archon1: p=5.8E-05; two-tailed student t-test; Table 2.2). To 

examine how these kinetic measures are influenced by the difference in data acquisition 

rates — 10–20kHz for electrophysiology vs. 100Hz for Archon1 — we down-sampled the 

same electrophysiology data to 100Hz to match the optical imaging frame rate. We 

obtained a rise time of 23.3±9.4ms (mean±standard deviation) for down-sampled 

electrophysiology traces, which was no longer significantly different from Archon1 

(p=0.06, two-tailed student t-test; Figure 2.4D).  

 

Figure 2.4. Characterization of Archon1 in iPSC-derived cardiomyocyte monolayers. (A) 

Representative overlay of single AP waveform simultaneously measured using patch-clamp 

electrophysiology (blue) and Archon1 fluorescence (orange). (B) Normalized intensity Archon1 

fluorescence trace vs. membrane potential recorded via electrophysiology for cell simultaneously 

recorded in A. Trendline equation and R2 value shown on chart. (C) Normalized intensity Archon1 

fluorescence traces vs. normalized membrane potential from all simultaneously recorded cells (n = 

4). Trendline equation and R2 value shown on chart. (D) Quantification of rise time, as defined in 

Figure 2.2D, per cell for patch-clamp electrophysiology (Ephys; acquired at 10-20kHz), down-

sampled electrophysiology (Ephys-DS; same electrophysiology data down-sampled to 100Hz to 

match the acquisition rate of Archon1) and Archon1 (Archon1; acquired at 100Hz) from n = 17, 

17, and 67, cells, respectively. *: p < 0.05 in two-tailed student t-test, ns: p > 0.05 in two-tailed t-

test. (E) Representative overlay of single AP waveform measured with Di-8-ANEPPS (blue) vs. 

Archon1 (orange). (F) APD50 values per cell for Archon1 vs. Di-8-ANEPPS. Trendline equation 
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and R2 value shown on chart. (G) Quantification of SNR (defined in Methods) per cell for patch-

clamp electrophysiology, Di-8-ANEPPS, and Archon1 (from n = 17, 29, 67, cells, respectively). *, 

p < 0.05 in two-tailed student t-test. (H) Quantification of SNR per cell recorded repeatedly with 

Archon1 at t = 0, 1hr, and 3hrs (n = 14 cells). ns: p > 0.05 in two-tailed t-test. See Figure 2.5A–C 

for optical traces of representative cell. Box plots displayed as described in Figure 2.2. For full 

statistics see Table 2.2. All optical traces obtained at image acquisition rate of 100Hz; patch clamp 

electrophysiology acquisition rate, 10-20kHz. 

 

We also compared Archon1 with a widely used red membrane-targeted voltage dye, Di-8-

ANEPPS (Iex=470nm; Figure 2.4E). APD90 values were also compared per cell between 

Di-8-ANEPPS and Archon1, and showed a nearly 1:1 correlation (Least Squares 

Regression Line: y = 1.001x – 0.003, R2 = 0.954; Figure 2.4F; n = 29 cells). To compare 

performances across electrophysiology, Di-8-ANEPPS, and Archon1, we calculated the 

corresponding SNR (defined as the valley-to-peak amplitude divided by the standard 

deviation of the noise) for each method (n = 17, 29, 67 cells, respectively; Figure 2.4G). 

SNR was significantly different between all groups, with Archon1’s SNR (Archon1: 

30.7±9.3, mean±standard deviation) significantly higher than that of Di-8-ANEPPS (Di-8-

ANEPPS: 20.2±6.1, mean±standard deviation; Archon1  Di-8-ANEPPS: p=4.87E-08; 

two-tailed student t-test), but significantly lower than that of electrophysiology (Ephys: 

40.36±13.5, mean±standard deviation; Ephys  Archon1: p = 8.3E-04, two-tailed student 

t-test; Table 2.2). Together, these results demonstrate that Archon1 voltage imaging 

exhibited comparable kinetics to that achieved via patch-clamp electrophysiology, and 

SNR significantly better than the VSD Di-8-ANEPPS. 
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Table 2.2. Two tailed student t-test for Figure 2.4D,G between rise time or SNR of CMs 

recorded with patch-clamp electrophysiology, Di-8-ANEPPS, or Archon1. 

 Comparison p value 

Rise Time 

ephys  down-sampled ephys 8.86E-03 

ephys  Archon1 5.83E-05 

down-sampled ephys  Archon1 0.0584 

SNR 

ephys  Di-8-ANEPPS 1.35E-08 

Di-8-ANEPPS  Archon1 2.91E-07 

ephys  Archon1 8.31E-04 

 

Because Archon1 is genetically encoded and optical voltage imaging does not incur 

mechanical damage to the cell membrane, as with electrophysiology, Archon1 should 

allow repeated imaging of the same cells. To demonstrate Archon1's robustness over time, 

CMs expressing Archon1 were imaged repeatedly at three time points: (t = 0, 1, and 3 hrs) 

(n =14 cells, Figure 2.4H, example in Figure 2.5A–C). Over repeated recordings, SNR 

remained constant (36.0±17.7, 34.1±17.1, 35.1±15.6 mean±standard deviation for t = 0,1,3 

hrs respectively; p = 0.96, repeated measures one-way ANOVA; Table 2.3). We also found 

that Archon1 was highly photostable over 5 minutes of continuous imaging with SNR 

remaining stable across the recording (Figure 2.5D–F; SNR: 24.67±0.659, 24.72±0.475, 

24.56±0.816, mean±standard deviation, for t = 0–20s, 100–120s, 280–300s, respectively; 

p = 0.73, repeated measures one-way ANOVA; full statistics in Table 2.4). Further, CMs 

expressing Archon1 retained expression months post-infection (see Shroff et. al. 2020203 

for video of Archon1-expressing CM at day 62 after infection). Archon1 is thus capable of 

monitoring CM APs over extended periods of time, with high fidelity as compared to 

currently available methods, in cultured 2D monolayers.  
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Table 2.3. Repeated measures one-way ANOVA for Figure 2.4H of SNR per cell recorded 

repeatedly at t = 0, 1, 3 hours. 

Mauchly's Test of Sphericity for SNR 

Within Subjects Effect Mauchly's W Approx. Chi-Square df Sig. 

Time 0.683 4.568 2 0.102* 

*Sphericity can be assumed 

 

Repeated Measures ANOVA: Tests of Within-Subjects Effects 

Source Assumption 
Type III Sum 

of Squares 
df 

Mean 

Square 
F Sig. 

Partial Eta 

Squared 

Time 
Sphericity 

Assumed 
23.928 2 11.964 0.201 0.819 0.015 

 

 

Table 2.4. One-way ANOVA for Figure 2.5D–F of SNR per waveform of cell recorded for 5 

minutes 

Groups Count Sum Average Variance 

0 to 20s 18 444.1389 24.67438 0.434717 

100 to 120s 18 445.103 24.72794 0.226051 

last 20s 18 442.0286 24.55714 0.665828 

 
Source of Variation SS df MS F P-value F crit 

Between Groups 0.274723 2 0.137361 0.310633 0.73436 3.178799 

Within Groups 22.55213 51 0.442199 
   

Total 22.82686 53 
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Figure 2.5. Archon1 allows for robust measurement of action potentials under repeated and 

long-duration imaging. Related to Figure 2.4H. (A–C) Representative optical voltage trace for 

an example CM recorded repeatedly at (A) t = 0hr, (B) t = 1hr, (C) t = 3hr. Electrically paced at 

1Hz. Quantification of SNR for all repeatedly recorded cells in Figure 2.4H. (D–F) Archon1 

optical voltage trace for CM recorded for 5 minutes continuously, electrically paced at 1Hz. (D) 0–

20s; SNR: 24.67±0.659, mean±standard deviation, (E) 100–120s; SNR: 24.72 ±0.475, 

mean±standard deviation, (F) 280–300s; SNR: 24.56 ±0.816, mean±standard deviation. p = 0.734, 

one-way ANOVA. For full statistics see Table 2.4. All optical traces obtained at acquisition rate 

of 100Hz.  

1s

1
0
 A

.U
.

t = 0hr

1
0
 A

.U
.

1s

t = 3hr

1
0
 A

.U
.

1s

t = 1hr

A

B

C

5s

1
0
 A

.U
.

SNR: 24.67 ± 0.659

SNR: 24.72 ± 0.475

SNR: 24.56 ± 0.816

D

E

F
5s

1
0
 A

.U
.

5s

1
0
 A

.U
.



 

 32 

2.5 Archon1 can reliably detect pharmacologically-induced changes in AP 

waveforms 

To examine the sensitivity of Archon1 to detect changes in AP waveforms, we 

recorded Archon1-expressing CMs upon the application of two well characterized ion 

channel inhibitors, E-4031 and Nifedipine. E-4031 is a hERG K+ ion channel inhibitor that 

prolongs the refractory period of the cardiac AP157,159. Nifedipine, on the other hand, is a 

Ca2+ ion channel inhibitor which shortens the AP plateau and overall AP duration and is 

commonly used to treat hypertension and angina160. Archon1 fluorescence was imaged 

from the same cells before and after inhibitor treatment. Treated groups were compared to 

a DMSO control group (Figure 2.6A). E-4031 treatment of 2D monolayers at increasing 

concentrations (3nM, 10nM, 30nM) showed concentration-dependent prolongation of APs. 

(Figure 2.6B). We compared the mean APD90 before and after E-4031 treatment for all 

concentrations and observed increasing %ΔAPD90 with increasing E-4031 concentration 

(mean±standard deviation, n=10; 3nM: 25.2±12.2%, 10nM: 43.2±8.9%, 30nM: 

55.2±8.1%; full statistics in Table 2.5) in comparison to the %ΔAPD90 of the DMSO 

control (n=10, 1.7%±3.6%), consistent with previous studies157,173,210–212 (Figure 2.6D). 

Nifedipine treatment of 2D monolayers at increasing concentrations (10nM, 30nM, 

100nM) also showed the expected concentration-dependent shortening of AP length 

(Figure 2.6C). Comparison of the mean APD50 before and after treatments for all three 

concentrations showed an inverse relationship between %ΔAPD50 and Nifedipine 

concentration (n=10; 10nM: -7.3±2.0%, 30nM: -11.4±1.9%, 100nM: -25.0±4.4%, n=10), 

compared to the DMSO control (n=10, 1.9±4.3%) (Figure 2.6E; Table 2.6), consistent 
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with previous studies which have performed similar measurements173,210,212,213. Thus, 

Archon1 is capable of capturing changes in AP waveform morphology in 2D monolayers. 

 

 

Figure 2.6. Archon1 can reliably detect changes in AP waveforms induced by K+ and Ca2+ 

ion channel inhibitors: E-4031 (K+ Channel Blocker) and Nifedipine (Nif; Ca2+ Channel Blocker) 

compared to DMSO control; electrically paced at 1Hz. (A) Average normalized Archon1 

fluorescence intensity traces for DMSO control (n = 10 cells), (B) E-4031 (10nM, 30nM, 100nM; 

n = 10 cells, and (C) Nifedipine (30nM, 100nM, 300nM; n = 10 cells) before (blue) and after (red) 

drugs, SD (dotted lines). (D) %ΔAPD90 for E-4031 APs from pre-drug condition (E) %ΔAPD50 

for Nifedipine APs from pre-drug condition where a, b, c, and d represent different statistical 

groups (all pairs Tukey HSD test). For full statistics see Table 2.5 and Table 2.6. Box plots 

displayed as described in Figure 2.2. All optical traces obtained at image acquisition rate of 100Hz. 
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Table 2.5. All pairs Tukey HSD test for Figure 2.6D between %APD90 of CMs exposed to 

0 (DMSO), 3, 10, 30 nM E-4031.  

E-4031 (nM) 0 3 10 30 

0 -0.10548 0.12918 0.30957 0.43012 

3 0.12918 -0.10548 0.07491 0.19546 

10 0.30957 0.07491 -0.10548 0.01507 

30 0.43012 0.19546 0.01507 -0.10548 

 
Group 1 Group 2 Difference Std Err Diff Lower CL Upper CL p value 

0 nM 3 nM 0.2346604 0.0391640 0.1291829 0.3401378 <.0001 

0 nM 10 nM 0.4150448 0.0391640 0.3095673 0.5205222 <.0001 

0 nM 30 nM 0.5355928 0.0391640 0.4301154 0.6410703 <.0001 

3 nM 10 nM 0.1803844 0.0391640 0.0749070 0.2858619 0.0003 

3 nM 30 nM 0.3009325 0.0391640 0.1954550 0.4064099 <.0001 

10 nM 30 nM 0.1205480 0.0391640 0.0150706 0.2260255 0.0198 

 

Table 2.6. All pairs Tukey HSD test for Figure 2.6E between %APD50 of CMs exposed to 

0 (DMSO), 10, 30, 100 nM Nifedipine. 

Nifedipine (nM) 0 10 30 100 

0 -0.04047 0.05134 0.09180 0.22796 

10 0.05134 -0.04047 -0.00001 0.13615 

30 0.09180 -0.00001 -0.04047 0.09569 

100 0.22796 0.13615 0.09569 -0.04047 

 
Group1 Group2 Difference Std Err Dif Lower CL Upper CL p value 

0 nM 10 nM 0.0918113 0.0150277 0.051338 0.1322844 <.0001 

0 nM 30 nM 0.1322704 0.0150277 0.091797 0.1727435 <.0001 

0 nM 100 nM 0.2684331 0.0150277 0.227960 0.3089062 <.0001 

10 nM 30 nM 0.0404590 0.0150277 -0.000014 0.0809321 0.0501 

10 nM 100 nM 0.1766218 0.0150277 0.136149 0.2170949 <.0001 

30 nM 100 nM 0.1361627 0.0150277 0.095690 0.1766358 <.0001 

 

2.6 Archon1 enables monitoring of action potentials within cardiac tissues 

Engineered cardiac tissues can provide an optical, structural, and functional context 

which is more similar to in vivo tissue. The use of engineered cardiac tissues, particularly 

with iPSC-derived CMs, has been shown to increase both the structural and functional 

maturity of CMs, providing better models compared to more simple 2D monolayer 
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systems214-217. To demonstrate Archon1’s ability to measure the APs of single cells 

embedded within a tissue, we constructed engineered cardiac tissues containing Archon1-

expressing CMs alongside a stromal cell population (Figure 2.7A left; see Methods). The 

same Cre-recombinase system (Figure 2.2A) was used for controlled stochastic labeling 

of CMs to enable optical isolation of individual cells within the engineered tissues. Single 

CMs expressing Archon1 within the tissues were optically identified via EGFP 

fluorescence and their APs recorded in the far-red Archon1 fluorescence channel (Figure 

2.7A right, Figure 2.7B).  

 

Figure 2.7. Archon1 enables monitoring of APs in μTUG hMSC-cardiomyocyte tissues. (A) 

Brightfield image of μTUG fibroblast-CM tissues (left). Scale bar, 250μm. See Video S5203. 

Maximum-minus-minimum projection image of CM within μTUG tissue expressing Archon1 (top 

right), with corresponding ROI overlaid (bottom right). Scale bar, 20μm. (B) Optically recorded 

voltage trace for the cell shown in A. Image acquisition rate, 50Hz. (C) Quantification of APD90 

for CMs within tissues (n = 5, 7, 4, cells for Tissue 1 (red), 2 (blue), 3 (yellow), respectively). (D) 

Quantification of SNR for CMs within tissues (n = 5, 7, 4, cells for Tissue 1 (red), 2 (blue), 3 

(yellow), respectively). Tissues are colored as in C. (E) Quantification of rise time for CMs within 

tissues (n =  5, 7, 4, cells for Tissue 1 (red), 2 (blue), 3 (yellow), respectively). Tissues are colored 

as in C. Box plots displayed as described in Figure 2.2, image acquisition rate: 50Hz. (F) Max 

projection image of μTUG tissue (top), with cells expressing Archon1 identified in yellow (bottom). 

Scale bar, 50 μm. (G) Corresponding optically recorded voltage traces for cells identified in F, with 

gray dashed vertical lines demonstrating AP synchrony. Image acquisition rate, 100Hz. (H) 

Overlay of representative normalized AP from two traces shown in G highlighting waveform 

consistency. 
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Across 3 unpaced tissues, APD90 ranged from 360–890 ms (mean±standard deviation: 

655±143ms; range: 530ms), with cells from individual tissues more closely clustered 

(range: 321, 379, 442ms and n = 5, 7, 4 cells for Tissue 1, 2, 3, respectively; Figure 2.7C) 

demonstrating expected within-tissue homogeneity compared to between-tissue 

heterogeneity. The SNR and rise time across the three tissues (mean±standard deviation: 

45.7±9.6, and 35ms±4.3 ms, for SNR and rise time, respectively; Figure 2.7D,E) were 

comparable to those of 2D monolayers (Figure 2.4D,G), demonstrating that Archon1 is as 

capable of measuring high fidelity APs in complex 3D environments, and highlighting its 

potential for use in future in vivo studies. 

 

In order to investigate how CMs interact and synchronize in the tissue, we simultaneously 

recorded two cells in the same field of view in an unpaced tissue (Figure 2.7F,G). MYK-

461, a cardiac-specific myosin ATPase inhibitor was used to prevent tissue contraction and 

associated movement related optical artifacts218. We found that the two cells’ APs were 

highly synchronized (Figure 2.7G, gray lines), suggesting that they are likely electrically 

coupled within the tissue, even in the absence of externally-applied electrical pacing. In 

addition, by overlaying normalized single AP waveforms from these two cells, we found 

that the AP waveform morphology was largely similar, further highlighting their 

intercellular synchrony (Figure 2.7H). The ability to simultaneously record APs from 

multiple CMs with single-cell precision enables the monitoring of intercellular 

conductance and/or whole tissue synchrony. Such measurements, when combined with 

high speed and ultra-large field of view imaging, could enable future studies to examine 
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how individual cell APs contribute to population dynamics in complex 3D environments 

and in vivo systems. 

 

2.7 Discussion 

Here, we demonstrate the use of a high-performance GEVI, Archon1, to monitor 

cardiac action potentials in iPSC-derived cardiomyocytes in 2D monolayers and 

engineered 3D tissues. Our results demonstrate that Archon1 is capable of robustly 

reporting AP dynamics under a variety of conditions, including when exposed to electrical 

pacing and ion channel inhibitors, and has comparable sensitivity and time resolution to 

patch-clamp electrophysiology—the technically challenging but current gold standard in 

the field for measuring membrane potential. In addition, Archon1 outperformed the 

commonly used VSD, Di-8-ANEPPS, in SNR. In contrast to VSDs, Archon1 is fully 

genetically encoded, which enabled long-term studies and has the potential for cell-type 

specific labelling in in vivo models. Furthermore, the Cre-recombinase system used here 

enabled optical isolation of CMs within a complex 3D tissue environment, which can be 

easily translatable to imaging of whole heart slices or cardiac tissue in Cre-transgenic 

animals. Finally, Archon1 is capable of reporting membrane potential of multiple cells 

simultaneously, including in 3D tissue environments. This enables population studies, 

while retaining single-cell precision, allowing measurement of conduction velocity and AP 

propagation, as well as intercellular phase-locking or phase delay. Future studies could 

examine changes in individual cell voltage dynamics or intercellular propagation around 

and distal from injury or diseased sites within tissues.  
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Although we did not take advantage of this utility here, as Archon1 is a far-red indicator, 

it is compatible with blue light-driven optogenetic molecules such as channelrhodopsins202. 

These molecules could be paired to provide simultaneous control and monitoring of cardiac 

membrane potential. Similarly, Archon1 can be used together with the genetically encoded 

calcium indicator, GCaMP6, for simultaneous, multicolor imaging of voltage and calcium 

dynamics156,219. This could enable studies of diseases like Timothy syndrome or heart 

failure which affect both voltage dynamics and calcium handling220–223. Furthermore, the 

far-red spectrum of Archon1 enables deeper penetration into tissues than those operating 

at shorter wavelengths, facilitating future in vivo applications. 

  

The genetically encoded nature of Archon1 makes it a useful tool for longer duration 

studies of disease mechanisms, such as detecting arrhythmias, which are known to affect 

AP waveforms or for phenotyping atrial, ventricular, or nodal cells based on waveform 

morphology156,162,163. In particular, Archon1 could be used to follow their development 

through differentiation, maturation, etc., or during disease progression156,162. In addition, 

while we currently transduce CMs with AAVs expressing Archon1, lentiviral particles 

could be used to create stable cell lines expressing Archon1 for characterization through 

iPSC-differentiation, development, or integration into living tissue. 

 

Finally, Archon1’s capability to monitor CMs in both 2D and 3D environments could assist 

in the development and evaluation of more functionally mature, biologically-relevant 

engineered cardiac tissues. 
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2.7.1 Limitations of Study 

Photobleaching is often a concern for all optical imaging techniques that deploy 

fluorescent indicators. However, under 5 minutes of continuous imaging, Archon1 

demonstrated robust monitoring of membrane voltage with no change in SNR, which we 

expect could extend to tens of minutes. For experiments requiring hours of continuous 

monitoring, periodic imaging of short durations may be necessary. As GEVIs are 

engineered to become more sensitive, less light illumination power will be needed to 

achieve the same SNR and longer imaging studies could be conducted.  

 

In addition, due to current limitations in camera speed, in order to capture an entire CM 

(typically ~50–100µm across) within the field of view, the acquisition rate must be limited 

to ~100Hz. We have previously shown that Archon1 and its variants can follow millisecond 

time scale events, such as neuron APs, with high temporal precision at acquisition rates up 

to 1kHz183,202. As camera technology continues to improve, we hope to be able to conduct 

such high-speed imaging of larger fields of view containing populations of CMs. Like all 

non-ratiometric GEVIs or VSDs, Archon1 does not report absolute values of membrane 

potential, and SNR may vary due to GEVIs expression levels across individual cells. 

However, relative membrane potential is still valuable for comparing AP dynamics 

between different biological states.  

 

In conclusion, Archon1, with its the diverse functionality and its simple one-photon 

widefield imaging setup, can be easily adapted for investigating a variety of paradigms in 
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cardiac biology and relevant pathology. 

 

2.8 Methods 

 

2.8.1 Cell Source Details 

iPSC cells I.D. Personal Genome Project (PGP1) were isolated from male, 53 years of age, 

fibroblasts. hMSCs were isolated from purchased Human Bone Marrow Mononuclear 

Cells (Lonza), from a male, 39. 

  

2.8.2 Cell Preparation and Culture 

iPSCs were screened for copy number variants and virtual karyotyping using Illumina 

HumanOmniExpress-12v1 arrays. iPSCs were maintained in complete mTeSR1 medium 

(Stem Cell) and differentiated in monolayers into CMs using RPMI 1640 Medium, 

GlutaMAX (Gibco) supplemented with B-27 Supplement, minus insulin (Gibco). 

CHIR99021 (12μM, Tocris) was added on Day 1 of differentiation to activate Wnt 

pathway, and IWP4 (5μM, Tocris) was added for Days 3 and 4 to inhibit Wnt pathway. 

Cells were switched to RPMI 1640 Medium, GlutaMAX containing standard B-27 

Supplement (Gibco) on Day 10. Once spontaneous beating was observed, CMs were 

metabolically selected using glucose free, RPMI 1640 Medium (Gibco) supplemented with 

4mM of DL-lactate (Sigma) for two days. Following selection, CMs were maintained in 

RPMI 1640, GlutaMAX supplemented with B-27 Supplement. hMSCs were maintained in 

DMEM, low glucose medium (Gibco) with 10% Fetal Bovine Serum (Sigma) and 1% 
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Penicillin-Streptomycin (Gibco) and used from passage 6–9. All cells were kept at 37°C 

with 5.0% CO2. 

  

2.8.3 Cardiomyocyte Transduction  

CMs were replated onto Fibronectin, human (Corning) coated plates. 24 hours after 

replating, CAG-FLEX-Archon1-KGC-EGFP-ER2 rAAV2 (Archon1) (MOI: 2000–3000) 

and CMV-Cre AAV9 (Addgene) (MOI: 4000–6000) were added. After 2 days, viruses 

were washed out and CMs were maintained in RPMI 1640 supplemented with B27. 

Experiments were performed between days 7 and 14 post-transduction. 

 

2.8.4 Engineered Cardiac Tissue Seeding 

Engineered cardiac tissues were prepared as previously described224. Briefly, 

Polydimethylsiloxane micro-fabricated tissue gauges (μTUGs) were prepared by molding 

from SU-8 masters. μTUG devices were UV light sterilized then treated with 0.05% 

Pluronic F127 (Sigma) for 30 minutes to prevent cell and extracellular adhesion. CMs and 

hMSCs were dissociated and suspended together (8.4% CMs expressing Archon1, 75.6% 

non-expressing CMs, 16% hMSCs, total 1.2 million cells/ml) in a hydrogel consisting of 

2.25mg/ml Collagen I, Rat Tail (Corning) and 0.5mg/ml human plasma fibrinogen 

(Sigma). The cell suspension was centrifuged into device microwells and excess was 

removed by dewetting. Hydrogels were polymerized at 37°C for 20 minutes and tissues 

were maintained in DMEM (Corning) 10% Fetal Bovine Serum (Sigma), 1% Penicillin-
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Streptomycin (Gibco), GlutaMAX Supplement (Gibco), MEM Non-Essential Amino Acid 

Solution (Gibco). Tissues were imaged on Day 6–9 post-seeding. 5μM MYK-461 (Cayman 

Chemical) was used to inhibit CM contraction during multi-cell imaging.  

 

2.8.5 Electrophysiology 

Two-photon microscopy was used for visually guided patch clamp recordings of CMs. 

CMs were visualized using the EGFP fluorescent marker bound to Archon1, and the 

electrode pipette was visualized by adding the orange fluorescent dye Alexa Fluor 568 

hydrazide (Thermo Fisher Scientific) to the intracellular electrode solution (50µM). 

Imaging was performed using a two-photon microscope (Thorlabs) equipped with a 20X, 

NA 1.0 (Olympus) objective lens. A mode-locked Ti:Sapphire laser (Chameleon Ultra II; 

Coherent) set to a wavelength of 900 nm was used to excite both the Alexa Fluor 568 and 

EGFP. Fluorescence was detected using two photo-multiplier tubes (Hamamatsu) equipped 

with 525/25nm and 607/35nm filters to separate emission from EGFP and Alexa Fluor 568, 

respectively.  

 

Electrical recordings acquired simultaneously with optical recordings used the same 

imaging setup described in detail in Section 2.8.8 for the visualization of the patching 

process. The electrode pipette was visualized by adding the green fluorescent dye Alexa 

Fluor 488 hydrazide (Thermo Fisher Scientific) to the intracellular electrode solution 

(50µM). The electrode was placed in the on-cell configuration using 470 nm LED 

excitation, before switching to the far-red imaging of Archon1 and proceeding with the 
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electrical recordings. 

 

To verify that Archon1 does not alter CMs electrically, cells expressing Archon1 and non-

expressing control cells were patched within the same monolayer. Differential interference 

contrast (DIC) microscopy (Olympus BX51W1) was used for visualizing the CMs and 

patch pipettes. CMs expressing Archon1 were identified using the EGFP tag. 

 

CM monolayers on coverslips were immersed in the bath solution (140mM NaCl, 5.4mM 

KCl, 1mM MgCl2, 10mM D-glucose, 1.8mM CaCl2, 10mM HEPES; pH 7.4 with 

NaOH)225. A silver-chloride wire placed inside the bath was used as the ground electrode. 

Intracellular membrane voltage recordings were carried out using patch clamp electrodes 

with resistance values between 8 MΩ and 12 MΩ. Electrodes were pulled using a 

horizontal puller (Sutter Instruments) using filamented, thin-wall glass (Sutter Instruments) 

and filled with the intracellular solution (120mM potassium D-gluconate, 15mM KCl, 

4mM Na2ATP, 2mM trisGTP, 4mM ditrisphosphocreatine, 10mM EGTA, 1mM CaCl2, 

10mM HEPES)225. Electrodes were lowered into the bath approximately 200 µm above the 

coverslip surface using a micromanipulator (Sutter Instruments) and then slowly lowered 

to a cell. A small amount of positive pressure was used to push away debris and prevent 

clogging of the pipette tip. A 10 mV voltage step was used to measure seal resistance and 

the capacitance associated with the glass electrode. Upon seal formation (>1GΩ) in the on-

cell (i.e., cell-attached) configuration, capacitance compensation was used to eliminate the 

pipette capacitance. Small amounts of transient negative pressure were used to break the 
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seal and establish whole cell recordings. The membrane voltage was recorded in current 

clamp with full bridge balance compensation and no injected current. Trace signals were 

amplified and low-pass filtered at 10 kHz before being digitized at 20 kHz. All 

electrophysiology was carried out using a Multiclamp 700B (Molecular Devices) and a 

Digidata 1440A (Molecular Devices).  

 

2.8.6 Di-8-ANEPPS 

Di-8-ANEPPS (Santa Cruz) was dissolved in Dimethyl Sulfoxide (DMSO, Thermo 

Fisher). CMs transduced with Archon1 were incubated with 10μM Di-8-ANEPPS, RPMI 

1640, no phenol red medium (Gibco)and 0.05% F127 Pluronics for 15 minutes. After 

incubation, samples were washed 3x with RPMI 1640, no phenol red medium before 

imaging. Imaging was done both with spontaneously beating and electrically paced (0.5–

3Hz) cells. Cells with Di-8-ANEPPS were imaged using a 470 nm LED (ThorLabs Inc., 

M470L3) with a 570 nm LP dichroic (Olympus, OCT49005BX3) and a 620/60 nm 

(Olympus, OCT49005BX3 bandpass emission filter. 

  

2.8.7 Ion Channel Inhibitors 

E-4031 dihydrochloride (Abcam) and Nifedipine (Abcam) were dissolved in DMSO at 

50mM and 100mM, respectively. Drug solutions were made by diluting stock solutions 

with RPMI, no phenol red medium to 20x the final drug treatment concentration. For all 

samples, 10 cells were imaged prior to drug treatment. Then, concentrated drug solution 
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was added to samples to make final concentrations of 10nM, 30nM, and 100nM for E-4031 

and 30nM, 100nM, and 300nM for Nifedipine. DMSO concentrations for all samples were 

0.0003% or less. DMSO control was performed using 0.0003% DMSO. Samples were 

incubated at 37°C for 20 minutes with drug, and the 10 same cells were imaged. All cells 

were electrically paced at 1Hz.  

 

2.8.8 Microscopy 

All optical recordings were acquired using a conventional one-photon widefield 

fluorescence microscope equipped with an ORCA Flash 4.0 V3 Digital CMOS camera 

(Hamamatsu Photonics K.K., C13440-20CU) or Hamamatsu ORCA Fusion Digital CMOS 

camera (Hamamatsu Photonics K.K., C14440-20UP), 10x NA0.3 CFI Plan Fluorite water 

immersion objective (Nikon), and 40x NA0.8 CFI APO NIR water immersion objective 

(Nikon). Archon1’s green GFP fluorescence was imaged using a 470 nm LED (ThorLabs 

Inc., M470L3) with 470/25 nm bandpass excitation filter, 495 nm dichroic, and a 525/50 

nm bandpass emission filter (Olympus, OCT49002BX3). Archon1’s far-red fluorescence 

was imaged using a 140 mW 637 nm laser (Coherent Obis 637-140X), 635 nm laser 

dichroic filter, and a 664 nm long pass emission filter (Olympus, OCT49006BX3) with 

1x1 or 2x2 binning. Optical recordings were acquired at 50 or 100 Hz with HCImage Live 

(Hamamatsu Photonics K.K.). HC Image Live data were stored as multi-TIFF files and 

further analyzed offline in Fiji/ImageJ and MATLAB (MathWorks Inc.). Samples were 

maintained at 37°C throughout imaging using a heated stage. Samples were paced using 

an Ionoptix C-Pace EM using carbon electrodes made from carbon rods (Ladd Research) 



 

 46 

attached to platinum wires (Sigma) submerged in medium. Pacing was performed at 20V, 

with a 10ms duration, at indicated frequencies.  

 

2.8.9 ROI identification 

Images were imported into Fiji/ImageJ and ROIs were manually segmented by examining 

each time-series to identify areas with clear cell borders. Voltage traces for each ROI were 

extracted in Fiji/ImageJ and used for subsequent analyses.  

 

2.8.10  Voltage trace processing 

Before analysis, we pre-processed the fluorescence traces per the following: Di-8-ANEPPS 

traces were first inverted by multiplying -1 so that increases of membrane potential 

corresponded to increases in the trace value. The traces were then detrended using the 

MATLAB function “detrend” and rescaled so that the maximum intensity equaled 100 

while the minimum intensity equaled zero. After rescaling, the Archon1 and Di-8-ANEPPS 

traces were resampled at 20kHz to match the sampling rate of electrophysiological 

recordings. 

 

2.8.11  Rise time calculation 

To calculate rise time, we first identified the peaks and valleys of each waveform. The 

peaks of each waveform were identified using the MATLAB function “findpeaks”, and the 

valleys were defined as the first data point before the peak with a negative slope and 
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rescaled intensity value less than 50. To ensure that we captured the whole waveform, we 

excluded any peak that occurred within the first 0.5 seconds or within the last 1.5 seconds 

of recording. The rise time was defined as the duration between the take off point (10% 

above the valley) to 90% of the peak.  

 

2.8.12  APD90 and APD50 calculation 

To obtain the ADP90 for each waveform, we first calculated a threshold at 10% of the 

amplitude (the intensity difference between the peak and its prior valley) above the valley. 

We then identified two time points: the time point right before the intensity increased over 

the threshold during the rising phase, and the time point right after the intensity decreased 

below the threshold during the falling phase. The ADP90 was defined as the duration 

between these two time points. A similar calculation was conducted for determination of 

APD50 values, except with a threshold set at 50% of the amplitude above the valley. 

 

2.8.13  Signal to noise ratio (SNR) calculation 

To calculate the SNR, we divided the amplitude of each waveform (signal) by the noise, 

which we defined as the standard deviation of the 10 Hz high-pass-filtered trace. 
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3 DEVELOPMENT OF A NOVEL SOMA-TARGETED VOLTAGE 

INDICATOR FOR POPULATION IMAGING OF NEURAL ACTIVITY IN 

AWAKE BEHAVING MICE 

 

3.1 Citation & Contribution 

The work described in this chapter has been published at Nature202.  

Piatkevich, KD*, Bensussen, S*, Tseng, H-A.*, Shroff, SN, et al. Population imaging of 

neural activity in awake behaving mice. Nature 574, 413–417 (2019). 

https://doi.org/10.1038/s41586-019-1641-1. 

My contribution to this work was second to the three co-first authors, however, it 

still constitutes an important part of my thesis work. Along with the first authors, I designed 

and performed all in vivo experiments and interpreted and analyzed all in vivo data. Along 

with Dr. Bensussen and Dr. Gritton, I performed all mouse surgeries for these in vivo 

experiments. Finally, along with the first authors and co-corresponding authors, I wrote 

and edited the manuscript and subsequent revisions based on peer review. Full author 

contributions are listed online202. 

 

3.2 Summary 

A longstanding goal in neuroscience has been to image membrane voltage across a 

population of individual neurons in an awake, behaving mammal. Here, we report a 

genetically encoded fluorescent voltage indicator, SomArchon, which exhibits millisecond 

response times and compatibility with optogenetic control, and which increases the 

https://doi.org/10.1038/s41586-019-1641-1
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sensitivity, signal-to-noise ratio, and number of neurons observable, by several-fold over 

previously published reagents97,181,185,186,188,206,208,226. Under conventional one-photon 

microscopy, SomArchon enables population analysis of approximately a dozen neurons at 

once, in multiple brain regions: cortex, hippocampus, and striatum, of head-fixed, awake, 

behaving mice. Using SomArchon, we detected both positive and negative responses of 

striatal neurons during movement, previously reported by electrophysiology but not easily 

detected using modern calcium imaging techniques59,227,228, highlighting the power of 

voltage imaging to reveal bidirectional modulation. We also examined how spikes relate 

to subthreshold theta oscillations of individual hippocampal neurons, with SomArchon 

reporting that individual neurons’ spikes are more phase locked to their own subthreshold 

theta oscillations than to local field potential theta oscillations. Thus, SomArchon reports 

both spikes and subthreshold voltage dynamics in awake, behaving mice.  

 

3.3 Introduction 

Traditional electrophysiological techniques are able to record electrical activity in 

the brains of awake animals with high temporal precision at various spatial scales, ranging 

from single cell activity to merged population activity85,89,95,102,103,105,106,229. These methods, 

such as whole-cell patch clamp, local field potential recordings, or electroencephalography 

(EEG), however, lack the ability to observe the activity of populations with single cell 

resolution, which is often desired for many in vivo neuroscience applications. 

Alternatively, the genetically encoded calcium sensor, GCaMP, alleviates some of these 

spatial limitations by allowing optical tracking of neural activity in hundreds of individual 
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cells simultaneously143–146. Yet calcium only serves as an indirect measure of neural 

activity, and GCaMP signals often do not promptly reflect individual action potentials or 

subthreshold voltage dynamics, due to its slower temporal resolution than 

electrophysiology.  

 

Due to the desire to be able to image population neural activity with high temporal 

precision and sensitivity, much recent interest has focused on the development of 

genetically-encoded voltage indicators (GEVIs). Near-infrared genetically encoded 

voltage indicators (GEVIs) derived from rhodopsins offer high temporal fidelity, and are 

compatible with optogenetics181–183, whereas green fluorescent GEVIs derived from 

voltage sensing domains of phosphatases or opsins are often slower and brighter184–189. 

Translating these into the living mouse brain has been challenging, because poor membrane 

localization, photostability, and sensitivity of previous molecules has resulted in poor 

signal-to-noise ratio (SNR) in vivo. Prior to the start of this project, only Ace2N had been 

used to optically report voltage dynamics in multiple single cells in a living mouse brain, 

reporting only a single example of the activities from just two cells in one field of view188. 

 

Recently, Piatkevich et al. developed a robotic directed evolution approach that could 

perform multidimensional optimization of fluorescent voltage indicators along the axes of 

photostability, sensitivity, and membrane localization, resulting in the rhodopsin-based 

voltage sensor Archon1 (the focus of Chapter 2), which performed well in the C. elegans 

nervous system, larval zebrafish brain, and in mouse brain slice183. Here, we report a 
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variant we call SomArchon, which exhibits improved SNR sufficient to achieve a key 

milestone: the ability to routinely report activity of a dozen neurons at once, in multiple 

brain regions of awake behaving mice, using inexpensive and simple conventional one-

photon microscopes. To synthesize SomArchon we built on prior work targeting opsins to 

neural somata230–233: we conducted a screen for peptides to localize Archon1 to the soma 

membrane, causing increased signal and reduced background (by eliminating neuropil 

signals from axons and dendrites that obscure the signal from the soma; Figure 3.1). The 

impact was significant, resulting in improvements in sensitivity, SNR, and the number of 

neurons imageable by manyfold in each case, over prior published reagents. Taking 

advantage of this improved SNR, we were able to use simple one-photon fluorescence 

optics to perform wide-field voltage imaging in multiple cortical (visual and motor cortex) 

and subcortical (hippocampus and striatum) brain regions in awake, attentive, and/or 

behaving mice. We were able to detect neurons in the striatum whose activities were 

negatively modulated by movement, previously reported by electrophysiology but not 

easily detected using modern calcium imaging techniques44,46,234, and highlighting the 

complexity of how the striatum encodes voluntary movement. We were also able to 

measure the phase of spiking relative to intracellular theta oscillations in hippocampal CA1 

neurons, confirming earlier experimental results using in vivo patch clamp techniques, and 

further extending these studies by examining how the spiking output of nearby neurons 

varied despite highly coherent intracellular subthreshold oscillations. 

 



 

 52 

3.4 Development and evaluation of a soma-targeted GEVI 

To improve SNR in the dense, living mammalian brain, we conducted a screen for 

peptides to localize Archon1 to the soma230–233, so that neuropil contamination could be 

reduced (Figure 3.1). We chose amino acid sequences that have been shown to target 

microbial opsins, popular for optogenetic control of neural activity, to the cell bodies of 

neurons. We chose six such localization motifs and fused them with Archon1 for further 

validation (see Table 6.13) for the design of the fusion constructs and the full amino acid 

sequences of the selected motifs). The selected motifs were fragments of the N-terminus 

of the kainate receptor subunit KA2 (ref232), a 222-amino-acid intracellular loop between 

transmembrane domains I and II of the NaV1.2 sodium channel235, a 27-amino-acid 

segment within the intracellular loop between transmembrane domains II and III of the 

NaV1.6 sodium channel235–237, a 65-amino-acid segment at the C terminus of the KV2.1 

potassium channel230, and the membrane-binding domain of the adaptor protein 

ankyrinG238. 
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Figure 3.1. Expression of Archon1 and SomArchon in mouse brain. (a,b) Representative 

Archon1- and (c,d) SomArchon-expressing mouse brain slices (CAG promoter, via IUE) imaged 

with a wide-field microscope with (a,c) 10x and (b,d) 40x objective lenses (from n = 7 slices from 

2 mice each). (e,f) Normalized EGFP fluorescence along white arrows shown in b and d. Black 
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dots correspond to resolvable cells. (g) Number of resolvable cells per field of view (FOV) for 

Archon1- and SomArchon-expressing brain slices (2.4 ± 2.5 and 22 ± 9 neurons per FOV (350×415 

μm2) for Archon1 and SomArchon respectively; mean ± standard deviation; n = 7 slices from 2 

mice each; boxplots as in Fig. 1). Further confocal analysis with larger FOVs of 500×500×50 μm3 

revealed that SomArchon can resolve ~15 times more neurons in the cortex than Archon1 (n = 4, 

8, 9, 11, 11, 18, and 20 neurons from 7 slices for Archon1, versus n = 180, 187, and 137 neurons 

from 3 slices for SomArchon). (h) Representative confocal images of neurons in cortex layer 2/3 

(left), hippocampus (middle), and striatum (right) expressing Archon1 (top) and SomArchon 

(bottom). (i–k) EGFP fluorescence along a neurite, normalized to soma, for Archon1- (left) and 

SomArchon- (right) expressing neurons in (i) cortex layer 2/3 (n = 39 and 37 neurites from 10 cells 

from 2 mice each), (j) hippocampus (n = 20 and 34 neurites from 9 and 17 cells from 2 mice each), 

and (k) striatum (n = 17 and 20 neurites from 7 cells from 2 mice each). Box plots as in Figure 3.2. 

n.s.: not significant; *: p < 0.002 compared to Archon1 at corresponding position away from the 

soma; two-sample Kolmogorov-Smirnov test, see Table 6.1. (l–u) Representative confocal 

fluorescence images of Archon (left column) and SomArchon-expressing slices (right column) via 

(l–q) IUE or (r–u) AAV injection (green: EGFP; magenta: Nissl staining) in (n,o) cortex layer 2/3 

(n = 8 slices from 2 mice), (p,q) hippocampus (n = 8 slices from 2 mice), and (t,u) striatum (n = 6 

slices from 2 mice). Scale bars: 100 µm, a–d; 50 µm, h,n–q,t,u; 250 μm, l,m,r,s. 

 

Additionally, we tested other ankyrinG domains, such as the spectrin-binding domain 

(AnkSB-motif), the tail domain (AnkTail-motif), the COOH-terminal domain (AnkCt-

motif), and the serine-rich domain (AnkSR-motif), that were shown to be sufficient to 

restrict GFP localization to cell bodies and axon proximal segments239. Screening 

constructs in primary cultured mouse neurons with wide-field fluorescence microscopy, 

we found that 4 out of 12 constructs showed fluorescence changes during spontaneous 

neuronal activity (Table 6.13). The Archon1-KGC-EGFP-KV2.1-motif-ER2 fusion 

protein, which we call SomArchon (Figure 3.2a) exhibited the highest ΔF/F during 100-

mV voltage steps (Figure 3.2g) and appeared to have good soma localization (Figure 

3.1h–k). 
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Figure 3.2. SomArchon enables high fidelity voltage imaging in brain slices. (a) Diagram of 

the SomArchon construct. (b) Confocal images of SomArchon expressing neurons in cortex layer 

2/3 (left), hippocampus (middle), and striatum (right). ƛex=488nm laser, ƛem=525/50 nm 

(representative images selected from 8, 10, and 6 slices from 2 mice each, respectively). Scale bars, 
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50 µm. (c) Single-trial SomArchon fluorescence (red), and concurrently recorded membrane 

voltage via whole-cell patch-clamp (black), during current injection (gray) evoked action potentials 

(APs); ƛex=637nm laser at 0.8, 1.5, and 1.5 W/mm2 for cortex, hippocampus, and striatum, 

respectively. (d) ΔF/F per AP across recordings exemplified in c (representative traces selected 

from n=18, 8, and 6 neurons from 5, 2, and 2 mice, respectively). Box plots (25th and 75th 

percentiles with notch being the median; whiskers extend 1.5x the interquartile range from the 25th 

and 75th percentiles; middle horizontal line, mean; individual data points shown as open circles 

when n < 9). (e) Electrical and optical AP waveform full-width-at-half-maximum (FWHM; dashed 

lines connect same neurons) across recordings exemplified in c (p-values are from two-sided 

Wilcoxon rank sum test, see Table 6.2). (f) SNR per AP across recordings exemplified in c. (g) 

Population fluorescence of SomArchon in response to voltage steps in voltage-clamp mode, 

normalized to the fluorescence at -70 mV (optical recordings for a representative neuron shown in 

inset) recorded in cortex (n=12 neurons from 2 mice). (h) Diagram of SomArchon-P2A-CoChR-

KV2.1motif. (i) Fluorescence image of neurons in hippocampal slice, expressing SomArchon-P2A-

CoChR-KV2.1motif (top) with two cells identified (bottom); ƛex=637 nm, exposure time 1.3 ms 

(selected from n=3 slices from 2 mice). Scale bar, 25 µm. (j) Representative single-trial optical 

voltage traces from cells shown in i with blue light stimulation (2 ms pulse at 20 Hz). Acquisition 

rate: 777 Hz. 

 

SomArchon fluorescently reported action potentials in mouse brain slice after in utero 

electroporation (IUE) into cortex and hippocampus, and after adeno-associated virus 

(AAV)-mediated expression in cortex, striatum, and thalamus (Figure 3.3). SomArchon 

was localized primarily to the membrane within 30–45 μm from the cell body in the cortex, 

striatum, and hippocampus (Figure 3.2b; Figure 3.1h–k).  

 

We evaluated the performance of SomArchon in multiple regions of the mouse brain via 

simultaneous patch clamp electrophysiology and one-photon imaging in brain slice 

(Figure 3.2c). The voltage sensitivity of SomArchon obtained was ΔF/F of 42 ± 12%, 37 

± 11%, and 26 ± 7% (mean ± standard deviation throughout) per action potential for cortex 

layer 2/3, hippocampus, and striatum, respectively (Figure 3.2d; imaging conditions 

described in the caption; n = 18, 8, 6 neurons from 5, 2, 2 mice for cortex layer 2/3, 

hippocampus, and striatum, respectively). This represents an improvement over the parent, 
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Archon1, of ~2-fold in sensitivity, likely because of decreased background neuropil 

fluorescence (compared to the mouse cortex brain slice data of Piatkevich et al. 2018183). 

 

Figure 3.3. Voltage imaging using SomArchon in mouse brain slices. (a–d) Representative 

fluorescence wide-field images of cortex layer 2/3 neurons expressing SomArchon via (a) AAV 

transduction or (c) IUE with selected ROIs (bottom), and (b,d) corresponding fluorescence traces 

(n = 6 and 13 slices from 2 and 4 mice for AAV transduction and IUE, respectively). Acquisition 

rate: 632 Hz, b; 440Hz, d. (e) Representative fluorescence wide-field images of striatal neurons 

expressing SomArchon via AAV transduction (top) with selected ROIs (bottom), and (f) 

corresponding fluorescence traces (n = 8 slices from 2 mice). Acquisition rate: 733 Hz. (g) 

Representative fluorescence wide-field images of hippocampal neurons expressing SomArchon via 

IUE (top) with selected ROIs (bottom), and (h) corresponding fluorescence traces (n = 8 slices from 

2 mice). Acquisition rate: 333 Hz. (i) Fluorescence wide-field images of thalamus neurons 

expressing SomArchon (top) via AAV transduction with selected ROIs (bottom), and (j) 

corresponding fluorescence traces (n = 5 slices from 2 mice). Acquisition rate: 333 Hz. Scale bars, 

25 µm. 

 

SomArchon fluorescence followed high-speed changes in voltage during single action 

potentials, with fluorescence waveforms being only slightly broader than electrically-
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recorded action potential waveforms (Figure 3.2e, n = 14, 8, and 6 neurons from 5, 2, and 

2 mice for cortex layer 2/3, hippocampus, and striatum, respectively; Table 6.2). During 

action potentials, SomArchon fluorescence changes exhibited SNRs (defined as the 

maximum fluorescence change observed during an action potential divided by the standard 

deviation of the baseline) of 13 ± 4, 20 ± 6, and 27 ± 13 per action potential, in the cortex, 

hippocampus, and striatum, respectively (Figure 3.2f; imaging conditions described in the 

caption; n = 18, 8, 6 neurons from 5, 2, 2 mice for cortex layer 2/3, hippocampus, and 

striatum, respectively). In summary, SomArchon exhibited about two-fold greater 

sensitivity (Figure 3.2c and d), and comparable kinetics (Figure 3.2e) and signal to noise 

ratio (Figure 3.2f, SNR, defined as the maximum fluorescence change observed during an 

action potential divided by the standard deviation of the baseline) to our previously 

published values for Archon1183. SomArchon also shows a linear relationship to membrane 

voltage (Figure 3.2g), which allows fluorescence readout to be easily extrapolated to 

relative voltage changes. In addition, expression of SomArchon did not alter membrane 

properties or resting potential in mouse brain slices, induce gliosis, or mediate light-

induced phototoxicity (Figure 3.4, Figure 3.5).  
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Figure 3.4. SomArchon expression and voltage imaging do not alter membrane properties or 

cause phototoxicity. (a) Membrane properties of Archon1- (hashed boxes) and SomArchon-

expressing (open boxes) neurons in cortex layer 2/3 brain slices (p=0.8026, 0.8895, 0.8236, two-
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sided Wilcoxon Rank Sum test, comparing Archon1 versus SomArchon, for resistance, 

capacitance, and resting potential respectively; n = 8 and 18 cells from 1 and 2 mice for Archon1 

and SomArchon). (b) Similar to a, but in hippocampus (p=0.6294, 0.9720, 0.8880, 0.0037, two-

side Wilcoxon Rank Sum test, comparing negative versus SomArchon for resistance, capacitance, 

resting potential, FWHM, n = 8 and 7 cells from 2 mice each for negative and SomArchon for 

resistance and resting potential comparison; n = 7 and 7 cells from 2 mice each for negative and 

SomArchon for capacitance comparison. FWHM: p=0.0037, n = 7 and 8 cells from from 2 mice 

each for negative and SomArchon for FWHM comparison). (c) Similar to a, but in striatum 

(p=0.7380, 0.8357, 0.7751, 0.0931, two-sided Wilcoxon Rank Sum test, comparing negative and 

SomArchon, for resistance, capacitance, resting potential and FWHM; n = 7 and 6 cells from 2 

mice each for negative and SomArchon for resistance and capacitance comparisons; n = 6 and 7 

cells from 2 mice each for negative and SomArchon for resting potential comparison; n = 6 and 6 

cells from 2 mice each for negative and SomArchon for FWHM comparisons). (d) Changes of 

relative reactive oxygen species (ROS) concentration (normalized to that before illumination) over 

time in negative (solid line) and SomArchon-expressing (dashed line) cultured mouse neurons 

under various illumination protocols. (e) Maximal increase in ROS concentration during 

continuous illumination for conditions performed in d (n = 45, 24, and 8 negative neurons from 2, 

2, and 1 cultures for 390/22 nm, 475/36 nm, and 637 nm illumination, respectively; n = 24 

SomArchon-expressing neurons for 637 nm illumination from 1 culture). (f) Cell death for negative 

(solid line) and SomArchon-expressing (dashed line) cultured neurons at DIV 14–18 under various 

illumination protocols. (n=45, 35, 91, 40, and 27 neurons from 2, 1, 2, 1, and 1 cultures respectively 

for 390/22 nm at 2.8 mW/mm2, 390/22 nm at 5.5 mW/mm2, 475/36 nm at 12 mW/mm2, 475/36 nm 

at 25 mW/mm2, and 637 nm at 1500 mW/mm2 illumination). (g) Bright-field and fluorescence 

images of representative neurons expressing SomArchon before and after 10 min of continuous 

637nm laser illumination at 1500 mW/mm2, followed by 10 min in darkness (93% of imaged cells 

did not exhibit noticeable changes in morphology; n = 27 cells from 1 culture; non-illuminated cells 

did not show any changes in morphology; n = 10 cells from 1 culture). Scale bar, 50µm. (h) 

Representative SomArchon fluorescence trace from neuron co-expressing SomArchon and 

CoChR-Kv2.1motif. (i) Normalized spike rates (to initial value) elicited by blue light illumination 

dropped after 300 s of continuous recording, due to decrease in spike amplitude as a result of 

photobleaching (n = 10 neurons from 1 culture; plotted as mean ± standard deviation). (j) 

Normalized (to initial value) full width half maximum (FWHM) of spikes elicited by continuous 

light exposure as in h. Box plots displayed as in Figure 3.2. Full statistics in Table 6.3, Table 6.4, 

Table 6.5, and Table 6.6. 

 

We performed a side-by-side comparison of SomArchon with soma-localized versions of 

several next-generation voltage sensors, specifically QuasAr397, paQuasAr397, ASAP3226, 

and Voltron525
206, in mouse cortical brain slice, focusing on layer 2/3 neurons, under 

identical expression conditions (Table 6.14). The spectrally similar sensors QuasAr3, 

paQuasAr3, and SomArchon were recorded under identical imaging conditions 
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(1.5W/mm2), during co-expressed blue-light driven CoChR-mediated action potentials. 

ASAP3 and Voltron were recorded with filter sets used in their respective preprints206,226, 

under similar excitation intensities used in the Voltron pre-print206 (25–29 mW/mm2), 

during action potentials evoked upon application of 4-aminopyridine. 

 

Figure 3.5. SomArchon expression in vivo does not cause gliosis. SomArchon was expressed in 

the cortex by AAV2.9-Syn-SomArchon-P2A-CoChR-KV2.1motif injection into P0 Swiss Webster 

mice. Brain tissues were analyzed 63 days post viral injection. (i) Merged fluorescence images 

from 50 µm-thick coronal sections were visualized via (ii) EGFP fluorescence of SomArchon, (iii) 

anti-Iba1 immunofluorescence, and (iv) anti-GFAP immunofluorescence (n = 4 slices from 2 mice). 

(a) Expression throughout coronal section. (b) Zoomed-in view on the virally injected area (high 

expression cortex). (c) Zoomed-in view on the non-injected contralateral hemisphere (low 

expression cortex). GFAP and Iba1, commonly used glial and microglial markers, showed similar 

appearance on the virally injected hemisphere versus the non-injected hemisphere, suggesting that 

expression of SomArchon did not cause gliosis. Scale bars: 1 mm, a; and 250 µm, b,c. 
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Under these conditions, SomArchon exhibited the highest ΔF/F and SNR per action 

potential (Figure 3.6); in addition, SomArchon exhibited values higher than those 

previously reported for Ace2N-mNeon188, ASAP1185, MacQ-mCitrine186, and QuasAr2208 

(see Table 6.14 for details). SomArchon also showed higher photostability than soma 

localized versions of ASAP3 and Voltron525 under comparable imaging conditions in 

cultured neurons (Figure 3.6e). 

 

Figure 3.6. Side-by-side comparison of next-generation voltage indicators in mouse brain 

slices. (a) Representative fluorescence images of mouse cortex layer 2/3 neurons expressing 
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ASAP3-KV2.1motif (ASAP3-Kv), Ace2N-HaloTag-KGC-ER2-KV2.1motif (Voltron-ST), QuasAr3-

PP-mCitrine-KV2.1motif-ER2 (QuasAr3-s), and paQuasAr3-PP-mCitrine-KV2.1motif-ER2 

(paQuasAr3-s). ASAP3-Kv, QuasAr3-s and paQuasAr3-s were visualized via cpGFP, mCitrine, 

and mCitrine fluorescence respectively, using laser excitation at 488 nm and emission at 525/50 

nm under a confocal microscope. Voltron-ST was visualized via JF525 fluorescence using LED 

excitation at 510/25 nm and emission at 545/40 nm under a wide-field microscope. Scale bar, 

50µm. (b) Single-trial optical recordings of ASAP3-Kv (green) and Voltron-ST/JF525 (orange) 

fluorescence responses during 4-aminopyridine evoked neuronal activity, and QuasAr3-s (blue), 

paQuasAr3-s (brown), and SomArchon (red) fluorescence responses during CoChR-mTagBFP2-

KV2.2motif evoked neuronal activity. Acquisition rate ~500 Hz. Blue light pulses (470/20nm, 2ms 

per pulse, 10Hz), shown as vertical blue bars, were used to activate CoChR to evoke spiking. (c,d) 

Quantification of (c) ΔF/F and (d) signal-to-noise ratio (SNR) per AP across all recordings (n = 18, 

14, 9, 13, and 14 neurons from 1, 2, 2, 2, and 2 mice for ASAP3-Kv, Voltron-ST/JF525, QuasAr3-

s, paQuasAr3-s, and SomArchon, respectively). Box plots displayed as in Figure 3.2. (*p < 0.01, 

Wilcoxon rank sum test; see Table 6.7 and Table 6.8 for statistics) (e) Photobleaching curves of 

ASAP3-Kv, Voltron-ST/JF525, and SomArchon under continuous illumination (n=11, 8, and 17 

neurons from 1 culture, respectively). 

 

3.5 SomArchon enables in vivo voltage imaging with single cell, single spike 

precision using conventional wide-field microscopy 

Having established the improved performance of SomArchon over prior molecules 

in terms of sensitivity and SNR, we next sought to quantify whether this was reflected in 

improved ability to observe neuronal activity in vivo. We targeted multiple brain regions 

with AAV containing SomArchon under the synapsin promoter, including the motor 

cortex, visual cortex, striatum, and hippocampus. Mice were head-fixed and awake while 

under a simple, conventional wide-field one-photon microscope (Figure 3.7a). We first 

identified virally-transfected cells with a low magnification (10x) objective lens in the 

green channel, as SomArchon includes a GFP tag (Figure 3.7b), and then performed 

voltage imaging of near-infrared fluorescence of SomArchon using laser excitation light at 

637 nm, with a 20x objective lens at ~1.6 W/mm2 (75mW), a 40x objective lens at ~4 

W/mm2 (75mW), or a 16x objective lens at 1.6 W/mm2 (95mW). 
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Figure 3.7. SomArchon enables single cell voltage imaging in multiple brain regions of awake 

mice, using a simple wide-field imaging setup. (a) Experimental setup: awake mice were head-

fixed under a wide-field microscope (left); diagram of surgical window implant coupled with an 

infusion cannula and an LFP recording electrode (right). (b) Representative SomArchon-
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expressing neurons visualized via EGFP fluorescence in motor cortex, visual cortex, striatum, and 

hippocampus (ƛex=470/25 nm LED, ƛem=525/50 nm). Scale bars, 50μm. (c, e, g, i) Voltage imaging 

in (c) motor cortex, (e) visual cortex, (g) striatum, and (i) hippocampus. SomArchon fluorescence 

image of the cell in vivo (left) and optical voltage trace acquired from the cell (right; dashed boxes 

indicate time intervals shown at successively expanded time scales; vertical bars indicate peaks of 

action potentials identified by a custom spike-sorting algorithm); ƛex=637 nm laser, at 1.6 W/mm2 

for visual cortex and motor cortex, 4 W/mm2 for striatum and hippocampus, ƛem=664LP). Scale 

bars, 25μm. (d, f, h, j) Quantification of SNR per action potential for (d) motor cortex, (f) visual 

cortex, (h) striatum, and (j) hippocampus. Box plots are displayed as described in Figure 3.2. In 

b–j, representative images and traces were selected from, and statistics performed on, n = 8, 6, 10, 

and 17 cells from 3, 2, 3, and 4 mice respectively. (k) Fluorescence image of selected FOV showing 

hippocampal neurons expressing SomArchon-P2A-CoChR-KV2.1motif (top) with neurons identified 

(bottom); ƛex=637 nm, exposure time 1.2 ms. Scale bar, 20µm. (i) Representative single-trial optical 

voltage traces from cells shown in k with blue light stimulation (100 ms pulse). Image acquisition 

rate: 826 Hz. (m) Firing rate changes during blue light off versus blue light on conditions in 

individual neurons. In k–m, representative image selected from, and statistics performed on, n = 

14 cells from 2 mice. 

 

Optical voltage recordings of awake, head-fixed mice with an acquisition rate of 390–910 

Hz using an sCMOS camera consistently detected individual spikes, as well as bursts of 

spikes, in single cells across all four brain regions (Figure 3.7). SomArchon baseline 

fluorescence levels were sufficient to resolve individual cells in the near-infrared voltage 

channel (Figure 3.7c,e,g,i), with single cell bodies resolvable at depths up to 180 μm below 

the imaging chamber surface, and with most cells imaged at depths of 50–150 μm for cortex 

and hippocampus, and 20–150 μm for striatum. The SNR per action potential ranged from 

~7 to ~16 across the brain regions examined (Figure 3.7d,f,h,j).  No other paper reported 

SNR values per action potential in living mouse brain, so we cannot directly compare our 

molecule to others in this regard. We were also able to resolve short segments of proximal 

dendrites next to the soma, and detected voltage fluctuation patterns that sometimes 

differed from those in the soma (Figure 3.8c–f), providing evidence that SomArchon could 

be used for sub-cellular imaging if targeting strategies were refined to specific cell 

compartments. 
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Figure 3.8. SomArchon enables both local dendritic and population imaging of neurons in 

multiple brain regions in vivo. (a) Fluorescence images of selected FOV in motor cortex (left) 

with selected ROIs corresponding to somas of three neurons (right) (n = 1 FOV from 1 mouse). 

Scale bar, 50 µm. (b) Representative fluorescence traces from a with detected spikes (black ticks). 

(c) Fluorescence image of a hippocampal neuron expressing SomArchon with ROIs selected at the 

soma and on four proximal dendrites (n = 1 neuron from 1 mouse). Scale bar, 20 µm. (d) Optical 

voltage traces from the selected ROIs shown in c. (e) Fluorescence image of a striatal neuron 

expressing SomArchon with ROIs selected at the soma and on three proximal dendrites (n = 1 

neuron from 1 mouse). Scale bar, 20 µm. (f) Optical voltage traces from the selected ROIs shown 

in e. Black arrows highlight example instances when dendritic voltages visibly differed from those 

on the soma. (g–k) In vivo population voltage imaging in the hippocampus CA1 region (n = 14 

FOVs from 3 mice). (g,i) Average intensity projection image for each FOV (top), and with 

identified ROIs (bottom). (h,j) Optical voltage traces for each neuron shown in g,i, respectively, 

with colors matching corresponding ROI colors. Shown are 1.2 seconds of simultaneously recorded 

voltage for all neurons (left), and a zoomed-in period with prominent spikes (right). Image 

acquisition rate for all recordings: 826 Hz. 



 

 67 

3.6 All-optical electrophysiology in vivo using SomArchon in combination 

with a blue-light activated channelrhodopsin 

The use of microbial rhodopsins has become widespread in neuroscience as a method 

for activating and silencing neuronal activity of genetically targeted cell populations240. 

Some high-performance channelrhodopsins are activated with blue light, and thus, could 

in principle be spectrally combined with near-infrared fluorescence indicators such as 

SomArchon for in vivo neural activation and voltage imaging. As we previously 

demonstrated that Archon1 exhibits no crosstalk under continuous or pulsed blue 

illumination183, we used a bicistronic expression system, SomArchon-P2A-CoChR-KV2.1 

(“Optopatch”) to co-express SomArchon and the high-performance channelrhodopsin 

CoChR241 in the same cell via a P2A cleavage sequence (Figure 3.2h). Illuminating 

transduced cells in brain tissue with 2 ms blue light pulses at 10 and 20 Hz reliably evoked 

single action potentials, (n = 8 neurons from 2 mice; Figure 3.2i,j). We further expressed 

SomArchon-P2A-CoChR-KV2.1 via AAV injection in the hippocampus of the mouse 

brain, and optogenetically evoked neural activity in awake mice while simultaneously 

imaging membrane voltage of the same cells (Figure 3.7k). Blue light stimulation for 

durations of 100 ms reliably evoked spiking, as imaged in populations of neurons within 

the same field of view (Figure 3.7l), and across different fields of view (Figure 3.7m, n = 

14 neurons, from 7 recording sessions from 2 mice). This demonstrates that Optopatch can 

be used as an all-in-one tool for simultaneous optical control and voltage imaging recording 

in the same construct, which could be useful for a variety of neuroscience applications. 
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3.7 In vivo single cell, single spike optical voltage imaging from striatal 

neurons during locomotion 

Electrophysiology has demonstrated that many striatal neurons increase their firing 

rate responses during movement228,242, while others decrease their responses227,228. While 

electrophysiology recordings largely discard spatial information regarding the relative 

location of the neurons being observed, recent calcium imaging studies have revealed that 

spatially clustered striatal neurons are activated by similar aspects of movement59. These 

calcium imaging studies focused on the increases in activity during movement as decreases 

in activity are harder to observe with calcium imaging. We performed voltage imaging 

while mice ran on a spherical treadmill (Figure 3.10a), identifying cell bodies and spikes 

from cells in the striatum (Figure 3.10b–d), and aligned spiking activity to movement 

(Figure 3.10d).  
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Figure 3.9. Properties of striatal neurons and movement thresholds. (a) Average firing rate, 

size, and inter-spike interval (ISI) for the 14 neurons recorded in 9 FOVs in 2 mice. Cells 

simultaneously recorded in the same FOV are color-coded (blue, red, green). Cells in rows with a 
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white background were recorded individually. (b) Selected trace from Cell 9 exhibiting spike 

bursting (top), and a zoomed view of the boxed region (bottom). A.U.: arbitrary unit. Identified 

spikes are indicated by the black dots on top of the trace. (c) Single frame images for FOVs with 

multiple neurons. Each FOV is color-coded to match a. Scale bars, 20µm. (d) Representative 

optical traces of two striatal cholinergic interneurons from Cre-dependent SomArchon-expressing 

in a ChAT-Cre mouse (left, scale bar, 20µm), recorded in 3 sessions, while mouse was awake, 

head-fixed and navigating a spherical treadmill (n = 2 neurons from 1 mouse). Two bottom traces 

are from the same neuron, left bottom. Image acquisition rate, 826 Hz. (e) Histogram of 

instantaneous movement speeds for all FOVs shown in Figure 3.10 (9 FOVs in 2 mice). 

Instantaneous movement speed was calculated as average speed during each 0.5-second time 

interval. Red line, threshold for low movement speed identification; green line, threshold for high 

movement speed identification. (f) Histogram of instantaneous movement speed for individual 

FOVs analyzed. 

 

Some neurons exhibited firing patterns known to occur in striatal fast spiking 

interneurons243 or cholinergic interneurons244 (Figure 3.9a–d). We found that 4 of the 14 

neurons were positively modulated by movement speed, and 2 were negatively modulated 

by movement speed (Figure 3.10e,f, Figure 3.9e,f; statistics in Table 6.9). Furthermore, 

adjacent neurons did not respond to movement speed in identical ways. For example, in 

two recordings with three neurons each, we found that one of the three neurons was 

positively modulated by movement speed whereas the other two were not (Figure 3.10f, 

Figure 3.9a,c; see Cells 1, 2, 3, and Cells 6, 7, 8; and Table 6.9). Thus, SomArchon can 

readily detect decreases in striatal neuron spiking during movement, and help disambiguate 

activity changes amongst spatially clustered striatal neurons. 
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Figure 3.10. Voltage imaging of striatal neurons during locomotion. (a) Schematic 

representation of the experimental setup, similar to that in Figure 3.7a, but with mice positioned 

on a spherical treadmill. Imaging was performed with a 40x objective lens. (b) SomArchon 

fluorescence image of striatal cells (left), with identified ROIs corresponding to somas (right), 

ƛex=637 nm, exposure time 1.2 ms (representative image selected from n = 9 FOV from 2 mice). 

Scale bar, 20µm. NSD: no spikes detected. (c) Optical voltage traces acquired from cells shown in 

b, and corresponding mouse movement speed (black: low pass filtered at 1.5 Hz; gray: raw data; 

representative traces selected from n = 2 FOVs from one mouse). Image acquisition rate, 826 Hz. 

(d) Zoomed-in views of the three periods indicated by black boxes shown in c. (e) Optical voltage 

trace (red) for a neuron modulated by movement speed and corresponding movement speed (black) 

(representative trace selected from n = 14 neurons from 2 mice). (f) Firing rates of individual striatal 

neurons, during periods with low (open box) versus high (gray) movement speed (n = 14 neurons 

from 2 mice, brackets indicate neurons from the same FOV). *, p<0.05, two-sided Wilcoxon rank 

sum test. Box plots are displayed as described in Figure 3.2. Full statistics in Table 6.9. 

 

3.8 Simultaneous recordings of intracellular membrane voltage and local 

field potentials (LFPs) revealed distinct phase relationships between 

spikes and theta oscillations in the hippocampus 

We performed wide-field voltage imaging with SomArchon in hippocampal CA1 

neurons in awake, head-fixed mice, while simultaneously recording LFPs. CA1 neurons 

exhibited average firing rates ranging from 3.3 to 18.0 Hz (7.92±3.55 Hz, mean± standard 

deviation, n = 16 neurons, from 7 recording sessions from 4 mice), consistent with previous 

electrophysiology recordings245,246. In vivo patch clamp recordings have shown stronger 

phase-locking of a CA1 neuron’s spikes to its own intracellular theta frequency (4–10Hz) 

oscillations, than to the across-neuron averaged LFP theta oscillations245,247. We found that 

6 of the 16 neurons had spikes phase-locked to both intracellular and LFP theta oscillations 

(example in Figure 3.11a), and 9 were phase locked only to intracellular theta oscillations, 

but not to LFP theta oscillations (example in Figure 3.11b). As a population, neurons 

exhibited stronger phase locking to intracellular theta oscillations than to LFP theta 

oscillations (Figure 3.11c,d). SomArchon thus supports the analysis of subthreshold 
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intracellular oscillations, although interpretation of these measurements must take into 

account background fluorescence, which in densely labelled tissue may result in crosstalk 

that affects correlations. 

 

Figure 3.11. Population voltage imaging of spikes and subthreshold voltage activities in CA1 

neurons. (a) A neuron with spikes phase-locked to theta oscillations of local field potentials (LFPs, 

blue) and optically-recorded membrane voltage (Vmo, red). (Left) Raw LFPs, top, and Vmo, bottom, 

and theta frequency filtered traces, middle. (Center) Zoomed-in view of the boxed period on the 

left. Theta oscillation peaks are indicated by blue and red vertical lines, and spikes by green dots. 

(Right) Probability distribution of spikes to theta oscillation phases of LFP (blue) and Vmo (red). 

Arrows indicate the average phase vector (with vector length indicated). Outer circle number 

indicates probability. (Example is selected from n = 16 neurons in 7 FOVs from 4 mice) (b) As in 
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(a), but for an example neuron phase locked to Vmo theta oscillations, but not to LFP theta 

oscillations. (c) Population spike-phase vectors to theta oscillations of LFP (blue and light blue) 

and Vmo (red and pink). Each vector represents the average vector from one neuron (blue and red: 

p<0.05; light blue and pink: not significant; 𝛘2 test, spike-phase distribution of each neuron against 

uniform distribution; n = 198–1077 spikes per neuron; 16 neurons in 7 FOVs from 4 mice). (d) 

Population spike-phase relationship. (***, p = 5.0x10-5, two-tailed paired Student’s t-test, n = 16 

neurons in 7 FOVs from 4 mice). Box plots (25th and 75th percentiles with notch being the median; 

whiskers extend to all data points not considered outliers; + are outliers. (e) SomArchon 

fluorescence images of CA1 neurons (left), with ROIs overlaid (right) (n = 14 FOV from 3 mice). 

Example spiking cells are indicated by yellow arrows whose optical voltage traces are shown in 

(f); blue arrows indicate neurons not active during the period shown; ƛex=637 nm laser at 1.5 

W/mm2. Scale bar, 20 µm. Full statistics in Table 6.10. 

 

3.9 SomArchon retains stable fluorescence intensity and signal-to-noise 

ratio (SNR) in vivo during behavioral experiments 

We evaluated SomArchon photostability in vivo, and found a slight decrease in 

intensity in both the striatum and the hippocampus over time, but the SNR remained largely 

stable in both brain regions (Figure 3.12). In the hippocampus, firing rates remained 

constant over time, and we were able to continuously image for up to 80 seconds with 

minimal changes in SNR (Figure 3.12i–m). This lack of toxicity is consistent with our 

results from cultured neurons (Figure 3.4).  
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Figure 3.12. In vivo SomArchon performance over time in the striatum and hippocampus of 

awake mice. (a–h) Average fluorescence intensity, SNR per spike, and firing rates of neurons in 

the striatum and hippocampus of awake mice, over multiple trials. (a–c) In each striatal recording 

session, we performed 5 trials, each 12 seconds long, with inter-trial intervals of 30–60 seconds. 

(a) Average fluorescence intensity decreased slightly, while (b) spike SNR and (c) firing rates 
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remained constant throughout the recording session (repeated measures ANOVA, n = 6 neurons in 

5 FOVs from one mouse). (d–h) In each hippocampal recording session, we performed 10 trials, 

each 6 seconds long, with inter-trial intervals of 20–30 seconds. (d) Average fluorescence intensity 

showed a slight but significant decrease across trials. (e) SNR decreased between the 1st and 2nd 

trials but not afterwards, and (f) the firing rate remained constant. (g) Spike amplitude fluctuated 

randomly over trials, and (h) there was a significant increase in baseline noise between the 1st and 

2nd trials (repeated measures ANOVA; *: p<0.05, post-hoc test: Tukey’s HSD test, n = 16 neurons 

in 7 FOVs from 4 mice, see Tables 6.11). Measurements were normalized to the first trial for each 

neuron. All box plots displayed are as in Figure 3.11. (i–m) A representative continuous optical 

trace of a hippocampal neuron over 80 seconds in an awake, head-fixed mouse, with zoomed-in 

view (j–m) at the beginning and end of the recording highlighting comparable firing rates and 

SNRs (n = 16 neurons in 7 FOVs from 4 mice). 

 

3.10 Population imaging of hippocampal neuron spiking dynamics in vivo. 

Due to the high performance and soma-targeted nature of SomArchon, we were able 

to routinely image multiple neurons at once in both cortical and subcortical brain regions 

(Figure 3.7k,l, Figure 3.10b,c, Figure 3.8a,b). In the hippocampus, using a 20x objective 

lens, we were able to record from 14 neurons at once, 8 of which were spiking (Figure 

3.11e,f). In addition, using a 16x objective lens, we routinely recorded from approximately 

a dozen cells at once (n = 13.1±3.5 neurons per FOV, mean±standard deviation, from 13 

recording sessions in 2 awake mice). Of the 170 manually identified neurons, 107 (63%) 

spiked during the recording periods (duration: 13.5–27 seconds; Table 6.15 and examples 

in Figure 3.8g–j). The ability to simultaneously record from multiple neurons allowed us 

to examine correlation and coherence of subthreshold activities between neuron pairs, 

though background fluorescence crosstalk between nearby neurons will need to be 

considered when interpreting pairwise correlation/coherence measurements (see 3.11, 

Figure 3.13e–h, Figure 3.14). 
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Figure 3.13. LFP and subthreshold membrane voltage oscillation analysis in the 

hippocampus. (a) Example hippocampal LFP recordings from a session with 10 trials, aligned to 

the onset of an air puff (green shading) directed to one eye in awake headfixed mice. (b) LFP power 
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spectrum shows strong theta oscillations. Plotted are mean+standard deviation, n=10 trials in 1 

session. (c) Oscillation power at high frequencies (100–250 Hz, red) and at theta frequencies (blue), 

aligned to puff onset. Each thin line represents an individual recording session, and the thick lines 

denote means (n = 7 sessions in 4 mice). (d) Eye puff evoked a significant increase in LFP power 

at high frequency, but not at theta frequency (theta frequency: p = 0.5966, high frequency: p = 

0.0004, two-tailed paired Student’s t-test, n=7 sessions in 4 mice). Box plots are as in Figure 3.11. 

(e) Fluorescence image of a representative FOV (top) with selected ROIs (bottom). (f) Membrane 

voltage recorded optically (Vmo) from neurons identified in e, and simultaneously recorded LFPs. 

Black vertical ticks above Vmos denote spikes. Spike-spike coherence values between neurons are 

shown at the left and Vmo-Vmo theta coherence values are shown at the right. (g) Theta frequency-

filtered LFPs and Vmos for the four traces shown in f. Vmo-LFP coherence values are shown to the 

right. (h) Scatter plot of Vmo-Vmo theta frequency coherence and spike-spike coherence from all 

neuron pairs, fitted with a linear regression (n=25 pairs, p=0.08, t-statistic, r2=0.12).  

 

3.11 SomArchon allows detection of subthreshold activity in hippocampal 

neurons in vivo 

The hippocampus has typically been regarded as having little topographical 

organization248,249, although some evidence has suggested a degree of spatial 

clustering250,251. Recently, based upon multi-neuron automated patch clamp data252, we 

hypothesized that even when nearby neurons in the awake mouse hippocampus exhibit 

highly coordinated subthreshold activities, they might generate extremely divergent 

spiking outputs that are sensitive to transient and stochastic intracellular membrane voltage 

fluctuations. Since we were unable to analyze more than one cell in the hippocampus at a 

time over an extended period of time in awake mice, even with automated patch clamp, we 

were previously unable to test this hypothesis. 

 

SomArchon allowed us to record from a population of neurons simultaneously (Figure 

3.11e,f), and thus we could examine the extent to which subthreshold oscillations are 

coordinated across neural populations to regulate spiking. Accordingly, we calculated the 
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coherence, both at the spiking level and at the subthreshold intracellular oscillation level, 

to determine whether nearby neurons exhibited similar subthreshold intracellular 

oscillations and how coordinated subthreshold activities impact spiking with a focus on 

theta frequencies that are prevalent in the hippocampus (Figure 3.11a–d, Figure 3.13). 

The coherence between two nearby neurons’ intracellular subthreshold oscillations was not 

constant, but fluctuated over time (coefficient of variation, 0.39±0.12, mean±standard 

deviation) and was significantly different from a stable coherence value (one sample t-test, 

p<0.001), revealing temporally dynamic input structures. 

 

To further explore how intracellular subthreshold oscillations may relate to the across-

neuron averaged LFP signals, we examined the coherence between intracellular 

subthreshold theta oscillations recorded in two neurons, versus the coherence between one 

neuron and the simultaneously recorded LFP theta oscillations. While simultaneously 

recorded neurons exhibited a wide range of coherence to LFP oscillations (Figure 3.13f,g), 

at a population level, adjacent neurons showed greater intracellular oscillation coherence 

amongst themselves than with LFPs (Vmo-Vmo coherence=0.32±0.13, Vmo-LFP 

coherence=0.10±0.05, mean±standard deviation, two-sided Wilcoxon rank sum test, 

p=0.0008, n = 9 sessions). These results highlight that among the diverse current sources 

that contribute to the spatiotemporally integrated LFP signals, some may exhibit a greater 

role in synchronizing post-synaptic responses measured as Vmo by SomArchon. 

 

In 9 hippocampal recording sessions where we recorded multiple neurons, we found that 
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across the 25 neuron pairs simultaneously imaged (n = 25 neurons, from 9 recording 

sessions from 4 mice), spike-spike coherence showed no linear relationship with 

subthreshold intracellular oscillation coherence at theta frequency (Figure 3.13h, n = 25 

pairs, linear regression, p = 0.083, r2 = 0.12). The lack of correlation between intracellular 

oscillations and their spike timing is consistent with the idea that nearby neurons may 

receive vast common synchronized inputs, where a small number of selective inputs may 

have an outsized role in governing spiking output, at least in the awake-at-rest state 

investigated here. 

 

To quantify the impact of background fluorescence on creating shared fluorescence 

crosstalk across neurons, we identified the immediate surrounding background in a donut-

shaped area around each neuron (for details, see Methods). We did not detect any 

significant decrease in coherence and correlation measures over distance between neuron 

pairs or between their background donut pairs, within our imaging FOVs with a size of 

~80–100 µm in diameter (Figure 3.14). We further calculated the correlation and 

coherence between each neuron’s Vmo and its surrounding background fluorescence, and 

found that Vmos exhibited low coherence and low correlation with its background donut 

fluorescence (coherence at theta: 0.33±0.16, coherence at gamma: 0.34±0.17, Pearson 

correlation coefficient: 0.27±0.16; mean±standard deviation, n=24 neuron/donut pairs). 

These results suggest that while wide-field imaging background fluorescence may create 

shared background fluorescence signal crosstalk between neuron pairs, the observed Vmo-

Vmo coherence cannot be not fully contributed by crosstalk. 
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Figure 3.14. Pair-wise coherence and correlation measures over spatial distance. To 

investigate the potential of background fluorescence signals under wide-field imaging to produce 

shared crosstalk signals on neuron pairs, we examined the relationship of various coherence and 

correlation measures between neurons and background fluorescence over spatial distance. (a–b) 
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Pair-wise coherence at theta frequencies between neurons. Vmo-Vmo coherence did not decrease 

significantly with spatial distance. (a, n=25 pairs analyzed with spatial distance of 11–66 μm, center 

to center; b, n=23 pairs within 50 μm of each other, F=1.44, p=0.26, one-way ANOVA). (c,d) Pair-

wise Vmo-Vmo coherence at gamma frequencies (30–50 Hz) was not dependent on spatial distance 

(c, n = 25 pairs); d, n = 23 pairs within 50 μm of each other, F=2.10, p=0.13, one-way ANOVA). 

(e,f) Pair-wise correlation between neurons did not decrease significantly with spatial distance (e, 

n=25 pairs; f, n=23 pairs within 50 μm, F=1.00, p=0.42, one-way ANOVA). (g–l) Same analysis 

as in a–f performed in background donut ROIs surrounding each neuron (for donut definition see 

Methods). Similar to results from neuron pairs, we found that theta frequency coherence between 

background donut ROIs was not dependent on spatial distance (g, n=23 pairs; h, n=21 pairs, 

F=0.65, p=0.59, one-way ANOVA), nor was gamma frequency coherence (l, n=23 pairs; j, n=21 

pairs, F=1.93, p=0.16, one-way ANOVA), nor was the correlation coefficient (k, n=23 pairs; l, 

n=21 pairs, F=1.02, p=0.41, one-way ANOVA). (m–o) The coherence between neurons and their 

corresponding donuts were not correlated, at theta frequency (m) or at gamma frequency (n), or for 

the Pearson correlation coefficients (o). All box plots displayed are as in Figure 3.11. Full statistics 

in Tables 6.12. 

 

3.12 Discussion 

Compared to existing GEVIs, SomArchon achieves a severalfold improvement in 

the number of cells simultaneously imaged, while being fully genetically encoded and 

using inexpensive one-photon microscopy. The previously published record for fully 

genetically encoded voltage imaging was 4 spiking cells recorded simultaneously in an 

awake behaving mouse, but requires a specialty imaging setup that combines two-photon 

structural imaging to support patterned single-photon excitation illumination targeting 

individual cell bodies, as well as the blue light-gated molecule paQuasAr3 that is 

incompatible with commonly used pulsed blue light optogenetic modulation97. ASAP3 has 

been used to image three dendrites at once, with 2-photon microscopy, but this approach 

can only be used to record single cells at the fast rates typical for voltage imaging226. The 

hybrid GEVI sensor Voltron enables imaging of 46 neurons206, but requires the addition of 

chemicals delivered to the living brain that complicate in vivo mammalian use, is not 

compatible with optogenetics, and exhibits lower dynamic range than SomArchon (Figure 
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3.6). Voltron, ASAP3, and Ace2N-mNeon all exhibit crosstalk with rhodopsins hampering 

their use with optogenetic actuators. Voltage imaging with SomArchon, as well as 

QuasAr3, is mainly limited by the high power and illumination spot of the 637 nm 

excitation laser; however, our data suggest that high powered 637 nm excitation does not 

induce more phototoxicity than with common, lower-powered 470 nm excitation (Figure 

3.4). 

 

3.13 Conclusion 

In conclusion, SomArchon is fully genetically encoded, compatible with 

conventional easily accessible one-photon widefield fluorescence microscopes, fully 

compatible with blue light-driven optogenetics, and enables routine imaging of a dozen 

neurons in a single FOV. We anticipate that the practicality of SomArchon will enable its 

rapid deployment into a diversity of contexts in neuroscience. As camera performance 

improves in years to come, and as further evolution of GEVIs continues, we anticipate that 

perhaps dozens to hundreds of neurons will be imageable with simple one-photon optics in 

the near future. 

 

3.14 Methods 

3.14.1  Molecular Cloning 

To screen candidates for the soma-localized Archon1 voltage sensor in primary 

hippocampal neurons, DNA encoding candidate localization motifs were synthesized de 

novo with mammalian codon optimization and subcloned with Archon1 (GenBank ID 
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MG250280.1) and EGFP genes into the pAAV-CAG vector to obtain the final constructs 

described in Table 6.13 (gene synthesis and subcloning were performed by Epoch Life 

Science Inc.). For in vivo expression in the mouse brain via in utero electroporation (IUE), 

the Archon1-KGC-EGFP-KV2.1motif-ER2, QuasAr3-PP-Citrine-KV2.1motif-ER2 (QuasAr3-

s), paQuasAr3-PP-Citrine-KV2.1motif-ER2 (paQuasAr3-s) and CoChR-mTagBFP2-

KV2.2motif-ER2 genes were subcloned into the pCAG-WPRE vector. The QuasAr3-PP-

Citrine-KV2.1-ER2 and paQuasAr3-PP-Citrine-KV2.1-ER2 genes were synthesized de 

novo (GenScript Biotech Corp.) based on sequences reported in the original preprint253. 

The CoChR-mTagBFP2-KV2.2motif-ER2 gene was assembled by Epoch Life Science Inc. 

using pAAV-Syn-CoChR-GFP (Addgene plasmid #59070) and pBAD-mTagBFP2 

(Addgene plasmid #34632) as the source of the CoChR and mTagBFP2 genes, 

respectively; the KV2.2 motifs were synthesized de novo with mammalian codon 

optimization (Epoch Life Science Inc.). The pAAV-Syn-Archon1-KGC-EGFP-KV2.1motif-

P2A-CoChR-KV2.1motif plasmid was also cloned by Epoch Life Science Inc. We used the 

Kv2.1motif fused to CoChR for the following reason: in our original paper on soma-

targeted CoChR232, we used the KA2 sequence, which worked best with CoChR-GFP, but 

in this paper we used fluorophore-free CoChR, which did not express well with KA2, and 

rather worked better with KV2.1; we also sometimes used the corresponding sequence from 

KV2.2 as described in the text. Plasmid amplification was performed using Stellar 

(Clontech Laboratories Inc.) or NEB10-beta (New England BioLabs Inc.) chemically 

competent E. coli cells. Small-scale isolation of plasmid DNA was performed with Mini-

Prep kits (Qiagen); large-scale DNA plasmid purification was done with GenElute HP 
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Endotoxin-Free Plasmid Maxiprep Kits (Sigma-Aldrich Corp.). The ASAP3-Kv and 

Voltron-ST genes were synthesized de novo by GenScript, based on the sequences reported 

in the corresponding pre-prints206,226, and cloned into pCAG-WPRE vector. 

 

3.14.1.1 Amino acid sequences 

 

Linker: 

GGSGGTGGSGGT 

 

KA2(1–150)  

MPAELLLLLIVAFANPSCQVLSSLRMAAILDDQTVCGRGERLALALAREQINGIIE

VPAKARVEVDIFELQRDSQYETTDTMCQILPKGVVSVLGPSSSPASASTVSHICGE

KEIPHIKVGPEETPRLQYLRFASVSLYPSNEDVSLAVS 

 

KA2(1–100)  

MPAELLLLLIVAFANPSCQVLSSLRMAAILDDQTVCGRGERLALALAREQINGIIE

VPAKARVEVDIFELQRDSQYETTDTMCQILPKGVVSVLGPSSSP 

 

KGC: 

KSRITSEGEYIPLDQIDINV 
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ER2: 

FCYENEV 

 

NaV1.2(II–III): 

SSFSSDNLAATDDDNEMNNLQIAVGRMQKGIDFVKRKIREFIQKAFVRKQKALD

EIKPLEDLNNKKDSCISNHTTIEIGKDLNYLKDGNGTTSGIGSSVEKYVVDESDYM

SFINNPSLTVTVPIALGESDFENLNTEEFSSESDMEESKEKLNATSSSEGSTVDIGA

PAEGEQPEAEPEESLEPEACFTEDCVRKFKCCQISIEEGKGKLWWNLRKTCYKIS 

 

NaV1.6(II–III) 

TVRVPIAVGESDFENLNTEDVSSESDP 

 

KV2.1-motif: 

QSQPILNTKEMAPQSKPPEELEMSSMPSPVAPLPARTEGVIDMRSMSSIDSFISCAT

DFPEATRF 

 

AnkMB(270)-motif (270-kDa AnkyrinG (1–837aa)): 

MAHAASQLKKNRDLEINAEEETEKKKKHRKRSRDRKKKSDANASYLRAARAG

HLEKALDYIKNGVDVNICNQNGLNALHLASKEGHVEVVSELLQREANVDAATK

KGNTALHIASLAGQAEVVKVLVTNGANVNAQSQNGFTPLYMAAQENHLEVVRF

LLDNGASQSLATEDGFTPLAVALQQGHDQVVSLLLENDTKGKVRLPALHIAARK

DDTKAAALLLQNDTNADIESKMVVNRATESGFTSLHIAAHYGNINVATLLLNRA
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AAVDFTARNDITPLHVASKRGNANMVKLLLDRGAKIDAKTRDGLTPLHCGARS

GHEQVVEMLLDRAAPILSKTKNGLSPLHMATQGDHLNCVQLLLQHNVPVDDVT

NDYLTALHVAAHCGHYKVAKVLLDKKANPNAKALNGFTPLHIACKKNRIRVME

LLLKHGASIQAVTESGLTPIHVAAFMGHVNIVSQLMHHGASPNTTNVRGETALH

MAARSGQAEVVRYLVQDGAQVEAKAKDDQTPLHISARLGKADIVQQLLQQGAS

PNAATTSGYTPLHLSAREGHEDVAAFLLDHGASLSITTKKGFTPLHVAAKYGKLE

VASLLLQKSASPDAAGKSGLTPLHVAAHYDNQKVALLLLDQGASPHAAAKNGY

TPLHIAAKKNQMDIATSLLEYGADANAVTRQGIASVHLAAQEGHVDMVSLLLSR

NANVNLSNKSGLTPLHLAAQEDRVNVAEVLVNQGAHVDAQTKMGYTPLHVGC

HYGNIKIVNFLLQHSAKVNAKTKNGYTPLHQAAQQGHTHIINVLLQNNASPNEL

TVNGNTALAIARRLGYISVVDTLKVVTEEIMTTTTIT 

 

AnkMB(490)-motif (490-kDa AnkyrinG (1–800aa)) 

MAHAASQLKKNRDLEINAEEETEKKRKHRKRSRDRKKKSDANASYLRAARAGH

LEKALDYIKNGVDVNICNQNGLNALHLASKEGHVEVVSELLQREANVDAATKK

GNTALHIASLAGQAEVVKVLVTNGANVNAQSQNGFTPLYMAAQENHLEVVRFL

LDNGASQSLATEDGFTPLAVALQQGHDQVVSLLLENDTKGKVRLPALHIAARKD

DTKAAALLLQNDTNADVESKSGFTPLHIAAHYGNINVATLLLNRAAAVDFTARN

DITPLHVASKRGNANMVKLLLDRGAKIDAKTRDGLTPLHCGARSGHEQVVEML

LDRSAPILSKTKNGLSPLHMATQGDHLNCVQLLLQHNVPVDDVTNDYLTALHV

AAHCGHYKVAKVLLDKKASPNAKALNGFTPLHIACKKNRIRVMELLLKHGASIQ

AVTESGLTPIHVAAFMGHVNIVSQLMHHGASPNTTNVRGETALHMAARSGQAE
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VVRYLVQDGAQVEAKAKDDQTPLHISARLGKADIVQQLLQQGASPNAATTSGY

TPLHLAAREGHEDVAAFLLDHGASLSITTKKGFTPLHVAAKYGKLEVASLLLQK

SASPDAAGKSGLTPLHVAAHYDNQKVALLLLDQGASPHAAAKNGYTPLHIAAK

KNQMDIATSLLEYGADANAVTRQGIASVHLAAQEGHVDMVSLLLSRNANVNLS

NKSGLTPLHLAAQEDRVNVAEVLVNQGAHVDAQTKMGYTPLHVGCHYGNIKIV

NFLLQHSAKVNAKTKNGYTALHQAAQQGHTHIINVLLQNNASPNELTVNGNTA

L 

 

AnkSB-motif (270-kDa AnkyrinG (801–1521aa)): 

AIARRLGYISVVDTLKVVTEEIMTTTTITEKHKMNVPETMNEVLDMSDDEVRKA

SAPEKLSDGEYISDGEEGEDAITGDTDKYLGPQDLKELGDDSLPAEGYVGFSLGA

RSASLRSFSSDRSYTLNRSSYARDSMMIEELLVPSKEQHLTFTREFDSDSLRHYSW

AADTLDNVNLVSSPVHSGFLVSFMVDARGGSMRGSRHHGMRIIIPPRKCTAPTRI

TCRLVKRHKLANPPPMVEGEGLASRLVEMGPAGAQFLGPVIVEIPHFGSMRGKE

RELIVLRSENGETWKEHQFDSKNEDLAELLNGMDEELDSPEELGTKRICRIITKDF

PQYFAVVSRIKQESNQIGPEGGILSSTTVPLVQASFPEGALTKRIRVGLQAQPVPEE

TVKKILGNKATFSPIVTVEPRRRKFHKPITMTIPVPPPSGEGVSNGYKGDATPNLR

LLCSITGGTSPAQWEDITGTTPLTFIKDCVSFTTNVSARFWLADCHQVLETVGLAS

QLYRELICVPYMAKFVVFAKTNDPVESSLRCFCMTDDRVDKTLEQQENFEEVAR

SKDIEVLEGKPIYVDCYGNLAPLTKGGQQLVFNFYSFKENRLPFSIKIRDTSQEPC

GRLSFLKEPKTTKGLPQTAVCNLNITLPAHKKETESDQDDAEKADRRQSFASLAL

RKRYSYLTEPSMKTVERSSGTARSLPTTYSHKPFFSTRPYQSWTTAPITVPGPAKS
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GSLSSSPSNTPSA 

 

AnkCt-motif (270-kDa AnkyrinG (2334–2622aa)) 

RTDIRMAIVADHLGLSWTELARELNFSVDEINQIRVENPNSLISQSFMLLKKWVT

RDGKNATTDALTSVLTKINRIDIVTLLEGPIFDYGNISGTRSFADENNVFHDPVDG

WQNETPSGSLESPAQARRLTGGLLDRLDDSSDQARDSITSYLTGEPGKIEANGNH

TAEVIPEAKAKPYFPESQNDIGKQSIKENLKPKTHGCGRTEEPVSPLTAYQKSLEE

TSKLVIEDAPKPCVPVGMKKMTRTTADGKARLNLQEEEGSTRSEPKQGEGYKV

KTKKEIRNVEKKTH 

 

AnkSR-motif (270-kDa AnkyrinG (1534–1933aa)) 

SPLKSIWSVSTPSPIKSTLGASTTSSVKSISDVASPIRSFRTVSSPIKTVVSPSPYNPQ

VASGTLGRVPTITEATPIKGLAPNSTFSSRTSPVTTAGSLLERSSITMTPPASPKSNI

TMYSSSLPFKSIITSATPLISSPLKSVVSPTKSAADVISTAKATMASSLSSPLKQMSG

HAEVALVNGSVSPLKYPSSSALINGCKATATLQDKISTATNAVSSVVSAASDTVE

KALSTTTAMPFSPLRSYVSAAPSAFQSLRTPSASALYTSLGSSIAATTSSVTSSIITV

PVYSVVNVLPEPALKKLPDSNSFTKSAAALLSPIKTLTTETRPQPHFNRTSSPVKSS

LFLASSALKPSVPSSLSSSQEILKDVAEMKEDLMRMTAILQTDVPEEKPFQTDLP 

 

AnkTail-motif (270-kDa AnkyrinG (1934–2333aa)):  

REGRIDDEEPFKIVEKVKEDLVKVSEILKKDVCVESKGPPKSPKSDKGHSPEDDW

TEFSSEEIREARQAAASHAPSLPERVHGKANLTRVIDYLTNDIGSSSLTNLKYKFE
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EAKKDGEERQKRILKPAMALQEHKLKMPPASMRPSTSEKELCKMADSFFGADAI

LESPDDFSQHDQDKSPLSDSGFETRSEKTPSAPQSAESTGPKPLFHEVPIPPVITETR

TEVVHVIRSYEPSSGEIPQSQPEDPVSPKPSPTFMELEPKPTTSSIKEKVKAFQMKA

SSEEEDHSRVLSKGMRVKEETHITTTTRMVYHSPPGGECASERIEETMSVHDIMK

AFQSGRDPSKELAGLFEHKSAMSPDVAKSAAETSAQHAEKDSQMKPKLERIIEV

HIEKGPQSPCE 

 

3.14.2  Neuronal culture and transfection 

All mouse procedures were performed in accordance with the National Institute of Health 

Guide for Laboratory Animals and approved by the Massachusetts Institute of Technology 

Institutional Animal Care and Use and Biosafety Committees. For dissociated hippocampal 

mouse neuron culture preparation, postnatal day 0 or 1 Swiss Webster mice without regard 

to sex (Taconic Biosciences Inc., Albany, NY) were used as previously described183. 

Briefly, dissected hippocampal tissue was digested with 50 units of papain (Worthington 

Biochemical Corporation) for 6-8 min at 37 °C, and the digestion was stopped by 

incubating with ovomucoid trypsin inhibitor (Worthington Biochemical Corporation) for 

4 min at 37 °C. Tissue was then gently dissociated with Pasteur pipettes, and dissociated 

neurons were plated at a density of 20,000–30,000 per glass coverslip coated with Matrigel 

(BD Biosciences). Neurons were seeded in 100 µL plating medium containing MEM (Life 

Technologies Corp.), glucose (33 mM, Sigma), transferrin (0.01%, Sigma), Hepes (10mM, 

Sigma), Glutagro (2 mM, Corning), Insulin (0.13%, Millipore), B27 supplement (2%, 

Gibco), and heat inactivated FBS (7.5%, Corning). After cell adhesion, additional plating 
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medium was added. AraC (0.002 mM, Sigma) was added when glia density was 50–70% 

of confluence. Neurons were grown at 37°C and 5% CO2 in a humidified atmosphere.  

 

For in vitro screening of candidate soma-localized Archon1 sensors, primary hippocampal 

neuron cultures were transfected with 500 ng of plasmid DNA per well with a commercial 

calcium phosphate transfection kit (Life Technologies Corp.) after 4 days in vitro (DIV), 

as previously described. After 30–60 min of DNA-calcium phosphate precipitate 

incubation with cultured neurons at 37°C, neurons were washed twice with acidic MEM 

buffer (pH 6.7–6.8) to remove residual calcium phosphate particles and returned to the 

original plating media. All measurements on cultured neurons were taken between days in 

vitro (DIV) 14 and DIV 18 (~9–14 d post transfection) to allow for sodium channel 

maturation (and thus spiking). No all-trans-retinal was supplemented for any cultured 

neuron recordings. 

 

3.14.3  Electrophysiology and fluorescence microscopy in cultured primary hippocampal 

neurons 

Whole-cell patch clamp recordings of cultured neurons for Table 6.13 were acquired via 

an Axopatch 700B amplifier (Molecular Devices LLC) and Digidata 1440 digitizer 

(Molecular Devices LLC). Neurons were patched between DIV14 and DIV18 and were 

bathed in Tyrode’s solution (125mM NaCl, 2mM KCl, 3mM CaCl2, 1mM MgCl2, 10mM 

HEPES, 30mM glucose, pH 7.3 (NaOH adjusted)) at 32 °C during measurements. Synaptic 

blockers (NBQX, 10µM; d(–)-2-amino-5-phosphonovaleric acid, 25 µM; gabazine, 20µM; 
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Tocris) were added to the extracellular solution for single-cell electrophysiology. 

Borosilicate glass pipettes with an outer diameter of 1mm and a wall thickness of 0.2mm 

were pulled to produce electrodes with resistance of 3–10 MΩ and were filled with an 

internal solution containing 135mM potassium gluconate, 8mM NaCl, 10mM HEPES, 

4mM Mg-ATP, 0.4mM Na-GTP, 0.6mM MgCl2, 0.1mM CaCl2, pH 7.25 (KOH adjusted) 

at 295mOsm. Measurements from primary neuron cultures were performed on the 

electrophysiology setup described above. Patch-clamp data was acquired only if the resting 

potential was below -45mV and access resistance was <25 MΩ. Access resistance was 

compensated at 30–70%. Fluorescence imaging was performed on an inverted fluorescence 

microscope (Nikon Ti), equipped with a red laser (637 nm, 100 mW, Coherent, OBIS 

637LX, Pigtailed) expanded by a beam expander (Thorlabs Inc) and focused onto the back 

focal plane of a 40×NA 1.15 objective lens (Nikon Corp.).  

 

Two-photon imaging of SomArchon expressing neurons was performed using an Olympus 

FVMPE-RS equipped with two lasers for fluorescence excitation. An InSight X3 laser 

(Spectra-Physics) tuned to 1150 nm at 50% transmissivity was used to excite SomArchon, 

and a MaiTai HP Ti:Sapphire laser (Spectra-Physics) tuned to 920 nm at 15% 

transmissivity was used to excite EGFP. The laser beams were focused by a 25× 1.05 NA 

water-immersion objective lens (Olympus). SomArchon emission was separated using a 

590 nm dichroic mirror and imaged with 660–750 nm and 495–540 nm filters for near-

infrared and green fluorescence, respectively, and signals were collected onto separate 

photomultiplier tubes. Imaging was performed at 2.0 µs/pixel sampling speed with one-
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way galvano scanning.  

 

3.14.4  Phototoxicity and photobleaching measurements in cultured neurons 

For phototoxicity and photostability measurements, primary mouse neuron cultures, 

prepared as described above, were imaged using an inverted Eclipse Ti-E microscope 

(Nikon) equipped with a sCMOS camera (OrcaFlash4.2, Hamamatsu), LED light source 

(Spectra, Lumencor), a 637 nm Laser (637 LX, OBIS) focused on the back focal plane of 

a 40× NA 1.15 water immersion objective lens (Nikon), and a Polygon400 Multi-

wavelength Patterned Illuminator (Mightex) with a 470 nm LED (ThorLabs). To express 

SomArchon, neurons were infected with AAV2-CaMKII-SomArchon or AAV2-Syn-

SomArchon-P2A-CoChR-KV2.1motif at DIV 5. To express ASAP3-Kv and Voltron-ST, 

neurons were transfected with the pCAG-ASAP3-Kv-WPRE and pCAG-Voltron-ST-

WPRE plasmids, respectively, using the calcium phosphate method described above. For 

imaging of Voltron-expressing neurons, the cells were incubated with JF525 at final 

concentration 1.25 µM for 60 min at 37oC (application of higher concentration of JF525 

resulted in significant internalization of the dye with 40 min of incubation at 37oC thus 

completely preventing functional imaging due to high background fluorescence). After 

incubation, the cells were washed 3 times with fresh plating media for 3 h to removed 

unbound dye. The ROS measurements were performed using CellROX Orange dye 

(Invitrogen) according to the manufacturer’s protocol. Briefly, neurons were incubated 

with the CellROX Orange reagent at a final concentration of 5 μM for 30 minutes at 37°C 

in darkness, and then washed once with fresh plating media prior to imaging. Right before 
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imaging, cells were supplemented with the NucGreen Dead 488 reagent for detection of 

plasma membrane integrity, which we used to indicate cell death. Cells that showed >10 

times increase in green fluorescence in the nucleus over background fluorescence levels 

were considered dead. Neurons were imaged between DIV 14 and DIV 18 in the plating 

media at 22oC. CellROX Orange fluorescence was acquired using 510/25 nm excitation at 

0.8 mW/mm2 and 545/40 nm emission. NucGreen fluorescence was acquired using 475/36 

nm excitation at 3.5 mW/mm2 and 527/50 nm emission.  

 

3.14.5  In utero electroporation, AAV injection, and acute brain slice preparation 

For IUE, embryonic day (E) 15.5 timed-pregnant female Swiss Webster (Taconic 

Biosciences Inc., Albany, NY) mice were deeply anesthetized with 2% isoflurane. Uterine 

horns were exposed and periodically rinsed with warm sterile PBS. Plasmid DNA (1–2 μg 

total at a final concentration of ~2–3 μg/μL diluted in sterile PBS) was injected into the 

lateral ventricle of one cerebral hemisphere of an embryo. Five voltage pulses (50V, 50ms 

duration, 1Hz) were delivered using 5mm round plate electrodes (ECM™ 830 

electroporator, Harvard Apparatus), placing the anode or cathode on the top of the skull to 

target the cortex or hippocampus, respectively. Electroporated embryos were placed back 

into the dam, and allowed to mature to delivery. Brain slices were prepared from 

electroporated mice without regard to sex at P12-P22. 

 

The electroporated mice were anaesthetized by isoflurane inhalation, decapitated, and 

cerebral hemispheres were quickly removed and placed in cold choline-based cutting 
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solution consisting of (in mM): 110 choline chloride, 25 NaHCO3, 2.5 KCl, 7 MgCl2, 0.5 

CaCl2, 1.25 NaH2PO4, 25 glucose, 11.6 ascorbic acid, and 3.1 pyruvic acid (339-

341 mOsm/kg; pH 7.75 adjusted with NaOH) for 2 min, then blocked and transferred into 

a slicing chamber containing ice-cold choline-based cutting solution. For mice 

electroporated with Voltron-ST, 50 μL of JF525 dye (Janelia Farm; 12.5 nM of JF525 in 

10µL of DMSO mixed with 10 µL Pluronic F-127 (20% w/v in DMSO; Invitrogen) and 

30 µL of sterile PBS) was injected into the retro-orbital sinus one day before slicing. 

Coronal slices (300 μm thick) were cut with a Compresstome VF-300 slicing machine, then 

transferred to a holding chamber with artificial cerebrospinal fluid (ACSF) containing (in 

mM) 125 NaCl, 2.5 KCl, 25 NaHCO3, 2 CaCl2, 1 MgCl2, 1.25 NaH2PO4 and 11 glucose 

(300-310 mOsm/kg; pH 7.35 adjusted with NaOH), and recovered for 10 min at 34 °C, 

followed by another 30 min at room temperature. Slices were subsequently maintained at 

room temperature (22oC) until use. Both cutting solution and ACSF were constantly 

bubbled with 95% O2 and 5% CO2.  

 

For AAV injection, 21-day-old C57BL/6J mice were anesthetized with isoflurane and 

placed in a small animal stereotaxic apparatus (David Kopf Instruments, CA, USA). 

Animals were injected with a volume of 200 nl rAAV8-Syn-Archon1-KGC-EGFP-

Kv2.1motif-ER2 using a Nanoject (Drummond Scientific Co Inc, Broomall, PA) via glass 

pipettes with 20–30 µm diameter tips in the striatum: anteroposterior (AP) 1.2, mediolateral 

(ML) 2.1, dorsoventral (DV) 3.2. Brain slices were then prepared from these AAV-injected 

mice at postnatal day 30–35. Mice were deeply anesthetized with isoflurane and perfused 
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transcardially using cold saline containing (in mM): 194 sucrose, 30 NaCl, 4.5 KCl, 1.2 

NaH2PO4, 0.2 CaCl2, 2 MgCl2, 26 NaHCO3, and 10 D-(+)-glucose saturated with 95% O2 

and 5% CO2, pH=7.4 adjusted with NaOH, 320–340 mOsm/L. Coronal slices (250–300 

µm thick) were cut using a slicer (VT1200 S, Leica Microsystems, USA) and then 

incubated for 10-15 min in a holding chamber (BSK4, Scientific System Design Inc., USA) 

at 32°C with regular ACSF containing (in mM): 136 NaCl, 3.5 KCl, 1 MgCl2, 2.5 CaCl2, 

26 NaHCO3 and 11 glucose saturated with 95% O2 and 5% CO2, followed by at least one 

hour recovery at room temperature (21–25°C) before recording. 

 

3.14.6  Concurrent electrophysiology and fluorescence imaging in acute brain slice 

For recording in Figure 3.2 and Figure 3.4a–c, individual slices were transferred to a 

recording chamber mounted on an upright microscope (Olympus BX51WI, see below) and 

continuously superfused (2–3 mL/min) with carbogenated ACSF at room temperature. 

Whole cell patch-clamp recordings were performed with borosilicate glass pipettes (KG33, 

King Precision Glass Inc.) heat polished to obtain direct current resistances of ∼4–6 MΩ. 

For cortex recordings, pipettes were filled with an internal solution containing in mM: 120 

K-Gluconate, 2 MgCl2, 10 HEPES, 0.5 EGTA, 0.2 Na2ATP, and 0.2 Na3GTP. For 

hippocampus and striatum recordings, pipettes were filled with an internal solution 

containing in mM: 131 K-Gluconate, 17.5 KCl, 9 NaCl, 1 MgCl2, 10 HEPES, 1.1 EGTA, 

2 Na2ATP, and 0.2 Na3GTP. Voltage clamp recordings were made with a microelectrode 

amplifier (Multiclamp 700B, Molecular Devices LLC). Cell membrane potential was held 

at -60 mV, unless specified otherwise. Signals were low-pass filtered at 2 kHz and sampled 
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at 10–20 kHz with a Digidata 1440A (Molecular Devices LLC), and data were stored on a 

computer for subsequent off-line analysis. Cells in which the series resistance (Rs, typically 

8–12 MΩ) changed by >20% were excluded from subsequent data analysis. In addition, 

cells with Rs more than 25 MΩ at any time during the recordings were discarded. In some 

cases, conventional characterization of neurons was made in both voltage and current 

clamp configurations. Positive neurons were identified for recordings on the basis of EGFP 

expression visualized with a microscope equipped with a standard GFP filter (BX-51WI, 

Olympus Corp.). Optical voltage recordings were taken through a 40x water immersion 

objective (Olympus LUMFL N 40x/0.8W). Fluorescence was excited using a fiber-coupled 

637 nm red laser (140mW, Coherent Obis 637-140 LX), and the emission was filtered 

through a 664 long pass filter. Images were collected on an EMCCD camera (Andor iXON 

Ultra 888) or sCMOS camera (Andor Zyla4.2 Plus Andor) in a reduced pixel window to 

enable acquisition at ~1kHz. Each trial was about 30 seconds in duration. Of the 18 cortical 

neurons reported in Figure 3.2, four neurons were not analyzed for Figure 3.2e because 

the electrophysiology files were inadvertently not saved, owing to manual save process 

clunkiness. 

 

For optical recordings in Figure 3.2i,j, Figure 3.1a–g, Figure 3.3, and Figure 3.6, acute 

brain slices were transferred to a recording chamber mounted on an inverted Eclipse Ti-E 

(Nikon) equipped with a CMOS camera (Zyla5.5, Andor), LEDs (Spectra, Lumencor), a 

637nm Laser (637 LX, OBIS) focused on the back focal plane of a 40×NA 1.15 objective 

(Nikon), and a Polygon400 Multiwavelength Patterned Illuminator (Mightex) with 470 nm 
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LED (ThorLabs), and continuously superfused (2–3 mL/min) with carbogenated ACSF at 

room temperature. Positive cells were imaged under 0.8 or 1.5 W/mm2 (55 mW) excitation 

light power at 637 nm from the laser. 4-aminopyridine at a final concentration of 1 mM 

was added to induce neuronal activity for experiments in Figure 3.3c,d,g,h, and Figure 

3.6. For Figure 3.2i,j and Figure 3.6, cells were illuminated with 2 ms blue light pulses at 

light power in the range from 0.1 to 1.0 mW/mm2.  

 

3.14.7  Mouse surgery 

All in vivo mouse procedures were performed in accordance with the National Institute of 

Health Guide for Laboratory Animals and approved by the Boston University Institutional 

Animal Care and Use and Biosafety Committees.  

 

3.14.7.1 Viral injections 

All AAV was produced by the University of North Carolina Chapel Hill Vector Core. Adult 

female C57BL/6 mice (Charles River Laboratories, Inc.) or Chat-Cre mice (Chat-

cre;129S6-Chattm2(cre)Lowl/J, the Jackson Laboratory), 8-12 weeks at the time of 

surgery, were used for all experiments. AAV-Syn-SomArchon (5.9e12 genome copies 

(GC)/ml) or AAV-syn-SomArchon-P2A-CoChR-Kv2.1 (2.19e13 GC/ml) was injected 

into the motor cortex (AP: +1.5, ML: +/-1.5, DV: -0.3, 0.5uL virus), visual cortex (AP: -

3.6, ML: +/-2.5, DV: -0.3, 0.5uL virus), hippocampus (AP:-2.0, ML:+1.4, DV:-1.6, 1uL 

virus) or striatum (AP:+0.8, ML:-1.8, DV:-2.1, 1uL virus). Viral injections occurred at 50-
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100nL/min (ten minutes total) using a 10uL syringe (NANOFIL, World Precision 

Instruments LLC) fitted with a 33-gauge needle (World Precision Instruments LLC, 

NF33BL) and controlled by a microinfusion pump (World Precision Instruments LLC, 

UltraMicroPump3–4). The syringe was left in place for an additional 10 minutes following 

injection to facilitate viral spread. About one week following the viral injection, mice 

underwent a second surgery to implant the cranial window for in vivo imaging.  

 

3.14.7.2 Cortical image window implantation 

The imaging window consisted of a stainless-steel cannula (OD: 3.17mm, ID: 2.36mm, 

1mm height, AmazonSupply, B004TUE45E) fitted with a circular coverslip (#0, OD: 

3mm, Deckgläser Cover Glasses, Warner Instruments LLC, 64-0726 (CS-3R-0)) adhered 

using a UV curable glue (Norland Products Inc., Norland Optical Adhesive 60, P/N 6001). 

A craniotomy of ~3mm in diameter was created, with the dura left intact, over the motor 

cortex (centered at AP: +1.5, ML: +/-1.75) or visual cortex (AP: -3.6, ML: +/- 2.15). The 

imaging window was positioned over the cortex so that it was flush with the dura surface. 

Kwik sil adhesive (World Precision Instruments LLC, KWIK-SIL) was applied around the 

edges of the imaging window to hold the imaging window in place and to prevent any 

dental cement from touching the brain. Three small screws (J.I. Morris Co., F000CE094) 

were screwed into the skull to further anchor the imaging window to the skull. Dental 

cement was then gently applied to affix the imaging window to the exposed skull, and to 

mount an aluminum headbar posterior to the imaging window. See Figure 3.15a,b for 

window placement. 
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Figure 3.15. Fluorescence images of mouse brain sections prepared after in vivo imaging. 

Fluorescence images of brain slices expressing SomArchon in (a) motor cortex (a representative 

slice selected from n = 12 slices from 2 mice), (b) visual cortex (a representative slice selected from 

n = 12 slices from 2 mice), (c) hippocampus (a representative slice selected from n = 24 slices from 

4 mice), and (d) striatum (a representative slice selected from n =12 slices from 2 mice). Dotted 

line indicates the position of optical imaging window used for in vivo imaging. Scale bars, 1 mm. 

 

3.14.7.3 Subcortical image window implantation 

Hippocampal and striatal window surgeries were performed similar to those described 

previously59,254. For each imaging window, a virus/drug infusion cannula (26G, 

PlasticsOne Inc., C135GS-4/SPC) was attached to a stainless-steel imaging cannula (OD: 

3.17mm, ID: 2.36mm, 1 or 2mm height, AmazonSupply, B004TUE45E). The bottom of 

the infusion cannula was flush with the base of the stainless-steel cannula, and a circular 

coverslip (#0, OD: 3mm, Deckgläser Cover Glasses, Warner Instruments Inc., 64-0726 
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(CS-3R-0)) was adhered using a UV curable glue (Norland Products Inc., Norland Optical 

Adhesive 60, P/N 6001). An additional insulated stainless-steel wire (Diameter: 130µm, 

PlasticsOne Inc., 005SW-30S, 7N003736501F) was glued to the viral/drug infusion 

cannula with super glue (Henkel Corp., Loctite 414 and Loctite 713) and protruded from 

the bottom of the infusion cannula and imaging window by about 200µm for LFP 

recordings. 

 

A craniotomy ~3mm in diameter was made over the hippocampus CA1 region (AP: -2.0, 

ML: +2.0) or the striatum (AP: +0.8, ML: -1.8). A small notch was made on the posterior 

edge of the craniotomy to accommodate the infusion cannula and LFP recording electrode. 

The overlying cortex was gently aspirated using the corpus callosum as a landmark. The 

corpus callosum was then carefully thinned in order to expose the hippocampus CA1 region 

or the dorsal striatum. The imaging window was positioned in the craniotomy, and Kwik 

sil adhesive (World Precision Instruments LLC, KWIK-SIL) was applied around the edges 

of the imaging window to hold it in place and to prevent any dental cement from touching 

the brain. Three small screws (J.I. Morris Co., F000CE094) were screwed into the skull to 

further anchor the imaging window to the skull, and a small ground pin was inserted into 

the posterior part of the brain near the lambda suture as a ground reference for LFP 

recordings. Dental cement was then gently applied to affix the imaging window to the 

exposed skull, and to mount an aluminum headbar posterior to the imaging window. See 

Figure 3.15c,d for window placement. 
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In mice that did not receive a virus injection prior to window implantation, 1uL of AAV-

syn-SomArchon (5.9e12 GC/ml) or 1uL of AAV-syn-SomArchon-P2A-CoChR-Kv2.1 

(2.19e13 GC/ml), or 1µL of AAV-CAG-FLEX-SomArchon (6.3e12 GC/ml) was injected 

through the virus/drug infusion cannula at 100nL/min through an internal infusion cannula 

(33G, PlasticsOne Inc., C315IS-4/SPC) connected to a microinfusion pump (World 

Precision Instruments LLC, UltraMicroPump3-4), one week after the window implantation 

surgery. The internal infusion cannula was left in place for 10 minutes following injection 

to facilitate viral spread. Mice were awake and head-fixed throughout the injection period.  

 

All mice were treated with buprenex for 48 hours following surgery and single-housed to 

prevent any damage to the headbar or window implant. 

 

3.14.8  In vivo imaging in the live mouse brain 

All optical recordings were acquired on a conventional one-photon fluorescence 

microscope equipped with an ORCA Flash 4.0 V3 Digital CMOS camera (Hamamatsu 

Photonics K.K., C13440-20CU) or Hamamatsu ORCA Fusion Digital CMOS camera 

(Hamamatsu Photonics K.K., C14440-20UP), 10x NA0.25 LMPlanFI air objective 

(Olympus Corp.), 40x NA0.8 LUMPlanFI/IR water immersion objective (Olympus Corp.), 

20x NA1.0 XLUMPlanFL N water immersion objective (Olympus Corp.), 16x NA0.8 CFI 

LWD Plan Fluorite water immersion objective (Nikon), 470 nm LED (ThorLabs Inc., 

M470L3), 140 mW 637 nm red laser (Coherent Obis 637-140X), a green filter set with a 

470/25 nm bandpass excitation filter, a 495 nm dichroic, and a 525/50 nm bandpass 
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emission filter, and a near infrared filter set with a 635 nm laser dichroic filter and a 664 

nm long pass emission filter. The near-infrared laser illuminated a circular area of ~60–80 

µm, ~80–140 µm, and ~100–200 µm in diameter in brain tissue, with FOV height (limited 

by camera acquisition rate) 40–60 µm, 80–100 µm, and 100–120 µm under 40x, 20x, and 

16x objective lenses, respectively, and a mechanical shutter (Newport Corporation, model 

76995) was positioned in the laser path to control the timing of illumination over the 

imaging window. Optical recordings were acquired at 390-900 Hz with HCImage Live 

(Hamamatsu Photonics K.K.) or NIS Elements (Nikon) software. HC Image Live data were 

stored as DCAM image files (DCIMG), and further analyzed offline in Fiji/ImageJ and 

MATLAB (MathWorks Inc.). NIS Elements data were stored as .nd2 files and further 

analyzed offline using the NIS Elements software. 

 

The GFP signal of SomArchon was acquired in the green channel (λex=470 nm) at 

1024x1024 pixels with 2x2 binning to show cell structure and distribution. Optical voltage 

recordings were imaged in the near infrared channel (λex=637 nm) with 2x2 or 4x4 binning. 

OmniPlex system (PLEXON Inc.) was used to synchronize data acquisition from different 

systems. In all experiments, the OmniPlex system recorded the start of image acquisition 

from the sCMOS camera, the acquisition time of each frame, and other experiment-

dependent signals described below. 
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3.14.8.1 Optical imaging of spontaneous neural activity 

All in vivo optical imaging of spontaneous neural activity was performed when mice were 

awake and head fixed in a custom holder that allowed for attachment of the headplate at 

the anterior end. Animals were covered with an elastic wrap to prevent upward movement. 

Spontaneous neural activity recordings lasted continuously up to 30,000 frames (~36 

seconds).  

 

3.14.8.2 Eye puff  

During some in vivo hippocampal imaging recordings, an eye puff was applied to evoke 

high frequency local field potential responses in the hippocampus (Figure 3.13a–d). The 

mice were head fixed in a custom holder that allowed for attachment of the headplate at 

the anterior end, and they were covered with an elastic wrap to prevent upward movement. 

Each experimental session consisted of 20–30 trials, with each trial lasting for 5000 frames 

(~6 seconds). Three seconds after the start of image acquisition, the sCMOS camera sent a 

TTL pulse to a function generator (Agilent Technologies, model 33210A), which triggered 

a 100ms long air puff. The air puff was 5–10 psi, and administered via a 0.5mm cannula 

placed 2–3cm away from the mouse’s eye. The puff TTL pulses were also recorded with 

the OmniPlex system (PLEXON Inc.). Eye movement was monitored using a USB 

webcam (Logitech, Carl Zeiss Tessar 2.0/3.7 2MP Autofocus). 
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3.14.8.3 Optogenetic blue light stimulation 

All in vivo optopatch (i.e., optogenetics plus voltage imaging) experiments were performed 

when mice were awake and head fixed in a custom holder that allowed for attachment of 

the headplate at the anterior end. Animals were covered with an elastic wrap to prevent 

upward movement. A 470nm LED (ThorLabs Inc., M470L3) was coupled to a Polygon400 

Multiwavelength Patterned Illuminator (Mightex), and the blue light was focused through 

the objective lens to illuminate the center of the FOV. At the onset of imaging, the sCMOS 

camera sent a TTL pulse to trigger Axon CNS (Molecular Devices LLC, Digidata 1440A) 

which controlled the 470 nm LED (ThorLabs). Each trial lasted 1.1 second and consisted 

of a single 100 ms long blue light pulse, 500 ms after trial onset. Each recording session 

consisted of 10 trials with increasing blue light power from 0.1 to 1 mW/mm2, with a step 

of ~ 0.1 mW/mm2 per trial. The OmniPlex system (PLEXON Inc.) recorded the timing of 

TTL pulses used to trigger the Axon CNS. 

 

3.14.8.4 Head-fixed voluntary movement experiments 

All voluntary movement experiments were performed while awake, head-fixed mice were 

freely navigating a spherical treadmill. The spherical treadmill was constructed following 

the design of Dombeck et al. 2007255. Briefly, a 3D spherical Styrofoam ball was supported 

by air, and motion was tracked using two computer mouse sensors positioned roughly +/- 

45 degrees from center along the equator of the ball. All motion sensor displacement data 

was acquired at 100 Hz on a separate computer and synthesized using a custom Python 

script. Motion sensor displacement data were then sent to the image acquisition computer 
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to be accumulated using a modified ViRMEn MATLAB script. The timing of each motion 

sensor displacement data point was also recorded using the OmniPlex system (PLEXON 

Inc.) to synchronize movement data with optical voltage recordings. 

 

In order to determine the mouse movement speed, ball movement was first calibrated. The 

ball was pinned on the two sides and rotated vertically to calibrate sensor displacement. 

 

All mice were habituated on the spherical treadmill for at least three days, at least 20 

minutes per day, prior to image acquisition. During optical imaging, mice were imaged 

while freely navigating the spherical treadmill. Each FOV was recorded for at least 36 

seconds total. In some fields of view, we performed multiple trials, and each trial was at 

least 12 seconds in duration with an inter-trial interval of at least 30 seconds in duration. 

 

3.14.9  Local field potential recording 

Local field potentials were recorded using an OmniPlex system (PLEXON Inc.) at a 1 kHz 

sampling rate. To synchronize optical recordings with LFP recordings, the camera sent out 

a TTL pulse to the OmniPlex system at the onset of imaging and after each acquired frame.  

 

3.14.10 Motion correction 

In Figure 3.7, Figure 3.10, and Figure 3.11, motion correction was performed with a 

custom Python script. For each FOV, if multiple video imaging files were collected for the 
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same FOV, we started with the first imaging file to ensure speedy data processing (a single 

video file contains a series of images). We first generated the reference image by averaging 

across all images within the file. We then performed a series of image processing 

procedures to enhance the contrast of the reference image and every image in the file to 

facilitate motion correction. We first removed 10% of the pixels along all edges of an image 

to remove any camera induced artifact. We then applied a high-pass filter (Python scipy 

package, ndimage.gaussian_filter, sigma=50) to remove low frequency components within 

the images. To enhance the boundary of high intensity areas, we identified the boundary as 

the difference between two low pass filtered images (sigma=2 and 1). We then enhanced 

the boundary by adding 100 times the boundary back to the low pass filtered image 

(sigma=2). We then limited the intensity range of the processed images within one standard 

deviation above and below the average intensity of the image, by setting the pixels with 

intensity higher than mean+std as mean+std, and the pixels with intensity lower than mean-

std as zeroes. Finally, to counter any potential bleaching over time, we normalized the 

intensity of each image by shifting the mean intensity to zero and divided intensity values 

by the standard deviation of all pixel intensities in that image. After image processing, we 

calculated the displacement of each image, by identifying the max cross-correlation 

coefficient between each image and the reference image, and then corrected motion by 

shifting the displacement in the original, unenhanced image sequence. If the same FOV 

was imaged over an extended period of time, where multiple files were acquired, we 

motion-corrected subsequent files by aligning them to the first file, so that the same ROIs 

from the same FOV could be applied across the entire imaging session. Specifically, we 
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first refined the reference frame by generating the mean intensity projection image from 

the motion-corrected first imaging file. The refined reference image was then used to 

motion-correct all files of the same FOV, including the first file, using the same procedure 

described above. The motion-corrected, original, unenhanced image sequences, were then 

used for subsequent manual ROI segmentation, and further analysis. 

 

3.14.11 ROI identification 

We imported the image files (motion-corrected as above, if necessary) into Fiji/ImageJ or 

NIS Elements and manually segmented ROIs by examining the time-series images to 

identify the area with clear neuron outlines and/or intensity dynamics over time. The 

optically-recorded voltage traces for each ROI were generated from the motion-corrected 

image sequences using the “multiple measurement” function and were then used for 

analyses. 

 

The wide dynamic range (16 bit) of the raw images meant that to select dim as well as 

bright cells, we had to create max projection and standard deviation images of the entire 

raw video and stretched their LUTs (look up tables) to enhance visibility. For Figure 3.11 

and Figure 3.13e–h, cells were densely packed, so we identified and tracked ROIs semi-

manually across image sequences without performing motion correction. We first visually 

inspected all image sequences and identified those with minimal motion and with an SNR 

greater than ~2 for further analysis. We then performed an iterative ROI-selection 

procedure to identify ROIs that best fit each cell. Specifically, we started by manually 
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selecting ROIs from the max projection image of the entire image sequence. The image 

sequence was then visually inspected to identify frames whose cells exhibited shifts of 

more than three pixels from the defined ROI. We then used these frames to separate the 

image sequence into multiple time intervals, and obtained a new set of max projection 

images to identify new ROIs within these time intervals for these cells. This procedure was 

repeated iteratively until the ROI represented the cell across all image frames in their 

corresponding time intervals without the cell moving out of the ROI. Thus, with this 

procedure, we created multiple ROIs representing the same cell across different frames. 

For each cell, we extracted traces for every ROI during its corresponding time interval, and 

stitched the baseline-normalized traces for the same cell(s) in time. The fluorescence traces 

of each cell were then detrended for further analysis. See Figure 3.16 for an example of 

raw and processed traces for two cells in the same FOV. 
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Figure 3.16. Processing of raw optical voltage traces to remove motion artifacts and global 

trends. Raw voltage traces were processed to remove motion artifacts and global trends. Motion 

resulted in sharp coordinated changes in fluorescence intensity across all static regions of interest 

for a given field of view. In addition, global trends in baseline fluorescence were observed due to 

slow photobleaching or slight drift in focus. (b) Here, we present raw voltage traces for two cells 

imaged in the same field of view (as seen in a). Both traces demonstrate collateral shifts in 

fluorescence for both traces as well as common global trend in the baseline shift. (c) The motion 

artifacts in b were removed to yield corrected traces. 

 

3.14.12 Hippocampal spike detection 

Spikes were associated with a rapid increase in intensity, followed by a rapid decrease. In 

contrast, occasional motion artifacts were usually associated with a decrease in intensity as 

a neuron moved out of the ROI. To facilitate spike detection, we first removed motion 
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artifacts. For each time point of the fluorescence intensity trace for each ROI, we calculated 

the change in intensity from that of the prior time point (Ichange). We then defined noise as 

the time points where instantaneous Ichange were three standard deviations below the mean 

value of Ichange across the entire trace. We excluded any time points where the Ichange of the 

previous time point was more than one standard deviation above the average Ichange, because 

this might have indicated a spike. These noise time points and their following three time 

points (since we found that motion artifacts are typically >4ms) were then considered 

motion artifacts, and removed from further analysis. We then recalculated the standard 

deviation of the Ichange, excluding the data points of motion artifact. The peaks of spikes 

were then identified as time points with the following two criteria: 1) the intensity change 

of the time point combined with that of its preceding time point was more than three 

standard deviations above the average Ichange, and 2) the intensity change over the next two 

time points was less than two standard deviations below the average Ichange. 

 

3.14.13 Hippocampal spike phase calculation 

Hippocampal spike-phase analysis was performed on 16 neurons from 7 FOVs from 4 

mice. For each FOV, we analyzed data collected over 10 trials (~60 seconds total), where 

animals experienced an eye puff in each trial as described above in Section 3.14.8.2. To 

calculate the phase of spikes at theta frequency (4–10 Hz), we first band-pass filtered both 

the optical voltage trace and the simultaneously recorded LFP at theta frequency (eegfilt, 

EEGLAB toolbox). The peaks of theta oscillation power were then identified with the 

findspike function in MATLAB. For each spike, we obtained the phase of the spike by 
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calculating the timing of each spike relative to the period of that oscillation cycle in 

degrees. We averaged the phases of all spikes from the same neuron as the average phase 

of a given neuron. 

 

3.14.14 Analysis for pair-wise coherence between hippocampal neurons and LFPs 

The coherence analysis was performed on 9 FOVs that contained multiple neurons from 4 

mice. Each FOV contained imaging data over a period of 6–36 seconds. For each FOV, we 

first re-sampled the LFP at the acquisition rate of the optical imaging. We then divided the 

optical voltage traces and LFPs into segments of 1000 data points. We then calculated the 

averaged coherence, at theta frequency (4–10 Hz), with the functions in the Chronux 

toolbox (optical voltage trace to optical voltage trace or LFP: coherencyc, and spike to 

spike: coherencypt) with tapers=[10 19], fpass=[4 10] and trialave=1. To compare Vmo-

Vmo coherence vs. Vmo-LFP coherence across nine FOVs, we averaged the coherence of 

neurons in the same FOV to obtain the mean coherence of that FOV, and then performed 

statistical tests across FOVs using the individual FOV’s mean coherences. To understand 

the relationships between pairs of coherence, we used the MATLAB function, fitlm, to 

perform a linear regression between coherent pairs and obtain the p-value and r2 value.  

 

To estimate background fluorescence crosstalk, we calculated pair-wise coherence and 

correlation between background donut areas surrounding a neuron. To select background 

donut areas, we excluded the edges (5%) of each FOV, since the edge may be missing for 

a particular image frame when image frames were shifted during motion correction. The 
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background donut of a neuron was determined as the area 3–10um from the neuron 

boundary, excluding any pixels within 10 um of the boundary of another neuron. One 

neuron was excluded from this analysis due to dense labelling where we could not identify 

its donut area. Fluorescence traces of the background donut area were then processed as 

that for neurons, and their pair-wise coherence and Pearson correlations were calculated. 

 

3.14.15 Striatum, motor cortex, and visual cortex spike detection 

After motion correction, we first identified large fluorescence increases using a threshold 

of 4 standard deviations above the baseline. The baseline was manually selected as a period 

of >500ms without spiking or drifting due to z-plane shifting or photobleaching. From 

these large fluorescence increases, we selected those with shorter than 4 ms rise times and 

4 ms decay times as spikes. 

 

3.14.16 Firing rate comparison of striatal neurons during high versus low speed movement 

Animals’ movement data was first interpolated to the voltage imaging frame rate with 

MATLAB function interp1, and then smoothed using a 1.5Hz low pass Butterworth filter 

to remove any motion sensor artifact. We calculated the average movement speed at 0.5-

second intervals and defined low speed periods as intervals where the average speed was 

≤5cm/s and high speed periods as intervals where the average speed was ≥10cm/s. The 

firing rates during these high and low motion periods were compared, and a two-sided 

Wilcoxon rank sum test was used to determine significance between these periods. 
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3.14.17 Signal to noise ratio (SNR) calculation for in vivo photostability evaluation over 

imaging duration in striatum and hippocampus 

We defined noise as the standard deviation of the fluorescence intensity across the entire 

trial period. For each neuron, we first calculated the SNR for each action potential by 

dividing the intensity change observed during an action potential by the noise, and then 

calculated the average SNRs across all spikes detected in a trial as the corresponding SNR 

for the trial. For the striatum dataset, only neurons imaged over at least 5 consecutive trials 

were analyzed. For the hippocampus dataset, all neurons were analyzed. 

 

3.14.18 Detrending 

All optically-recorded SomArchon traces reported in the manuscript (except those in 

Figure 3.11a,b) were corrected for photobleaching or focus shift by subtracting baseline 

fluorescence traces that were low-pass filtered and fit to a double or single exponential 

function. 

 

3.14.19 Histology 

Mice were transcardially perfused with PBS followed by 4% paraformaldehyde. The brain 

was gently extracted from the skull and post-fixed in 4% paraformaldehyde for 1–4 hours 

at room temperature or overnight at +4oC. Fixed brains were transferred to a 30% sucrose-

PBS solution and rotated 24–48 hours at 4C for cryoprotection. Cryoprotected brains were 

frozen in OCT in a dry ice bath and sliced (coronal) to 50µm thickness using a cryostat. 
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Glial and microglial antibody staining were performed with anti-GFAP254 (1:250, Clone 

N206/A8, Neuromab) and anti-Iba1256 (1:500, 019-19741, Wako Chemicals) primary 

antibodies, followed by Alexa Fluor 568 (1:1000, Goat anti-Mouse IgG (H+L) Cross-

Adsorbed Secondary Antibody, A11004, InVitrogen) and 633 secondary antibodies 

(1:1000, Goat anti-Rabbit IgG (H+L) Cross-Adsorbed Secondary Antibody, A21070, 

InVitrogen). All antibodies were used according to the protocols that have been validated 

by suppliers. Slice imaging was performed using an inverted Nikon Eclipse Ti microscope 

equipped with a spinning disk sCSUW1 confocal scanner unit (Yokogawa, Tokyo, Japan), 

488, 561, and 642 nm solid state lasers, 525/25 nm, 579/34 nm, and 664LP emission filters, 

a 20× NA0.75 air objective lens (Nikon), and a 4.2 PLUS Zyla camera (Andor), controlled 

by NIS-Elements AR software. Acquired images were contrast-enhanced to improve 

visualization. 

 

3.14.20 Brain temperature measurements 

Under general anesthesia, a craniotomy ~3mm in diameter was made to expose the brain 

surface, with a small notch on the posterior edge to accommodate the insertion of a 

temperature probe (Physitemp, IT-1E) coupled to a Thermocouple DAQ (DATAQ 

Instruments, Model DI-245). An imaging window, identical to those used in all imaging 

experiments, was positioned on the craniotomy. Kwik sil adhesive was applied around the 

edges of the imaging window to hold it in place, but not around the craniotomy notch to 

allow insertion of the temperature probe. Dental cement was then gently applied to affix 

the imaging window to the skull and to mount an aluminum headbar. Once recovered from 
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anesthesia, mice were head fixed awake and the temperature probe was inserted under the 

imaging window above the brain surface, through the craniotomy notch. The 637 nm laser 

was directed through the 40x objective under identical conditions to those used while 

imaging (75–95mW laser power), and brain temperature was recorded. We noted a 

temperature increase of 1.88±0.80°C (mean±standard deviation, n = 3 mice) over the 12 

second illumination period commonly used in our experiments. These changes are similar 

to, or smaller than, changes commonly seen with two-photon imaging, optogenetics, and 

the making of craniotomies for neural imaging257-261. 

 

3.14.21 Sample size 

No statistical methods were used to estimate sample size for animal studies throughout this 

study. We did not perform a power analysis, since our goal was to create a new technology; 

in the reference Dell et. al. 2002262, as recommended by the NIH, “In experiments based 

on the success or failure of a desired goal, the number of animals required is difficult to 

estimate...”. As noted in the aforementioned paper, “The number of animals required is 

usually estimated by experience instead of by any formal statistical calculation, although 

the procedures will be terminated [when the goal is achieved].” These numbers reflect our 

past experience in developing neurotechnologies. 
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3.14.22 Data exclusions 

Voltage imaging datasets with significant motion or where no spikes were detected were 

excluded from analysis. Significant motion was defined as a shift of more than 20 μm in 

any direction. In Figure 3.1i,j,k data points that corresponded to overlapping neurites were 

excluded. Data exclusion criteria were not pre-established. 

 

3.14.23 Replication 

All attempts at replication were successful. 

 

3.14.24 Randomization and blinding 

There were no treatment conditions to compare in this study. All recording sessions were 

randomly performed with different voltage sensors or in different brain regions. On 

recording days, cultured cells or brain slices expressing specific sensors were known. On 

in vivo recording days, mouse conditions were known. Voltage trace extraction and 

subsequent analysis were performed with the investigators unaware of specific mouse 

conditions. For analysis of movement modulation of striatal neuron spiking, a computer 

algorithm was used to identify periods with different movement parameters. For analysis 

of spike-phase relationships, or subthreshold membrane voltage relationships, a computer 

algorithm was used across all conditions. For histology, sections were selected and images 

were taken from slides by a researcher not aware of the conditions or antibody used. Cells 
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were also counted and quantified from these sections by a researcher blinded to the 

experimental conditions or antibody used. 

 

3.14.25 Code availability 

Computer codes used to generate results for this study are available at 

https://github.com/HanLabBU/somarchon-imaging. 

 

3.14.26 Data availability 

The data that support the findings of this study are available from the corresponding author 

upon reasonable request; raw data essential to the work is available online at nature.com202. 

Sequences of the reported proteins are available at Genbank at the following accession 

codes: SomArchon, MN091368; SomArchon-P2A-CoChR-KV2.1motif, MN091369. 

 

https://github.com/HanLabBU/somarchon-imaging
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4 MEMBRANE VOLTAGE DELTA OSCILLATIONS ORGANIZE STRIATAL 

NEURON SPIKE TIMING AND NEURAL SYNCHRONY DURING 

LOCOMOTION  

 

4.1 Summary 

Oscillatory activities in local field potentials (LFPs) capture synchronized 

population neural dynamics. In the cortical-basal ganglia circuit, LFP oscillations at delta 

(~1–4Hz) and beta (~10–30Hz) frequency bands have been linked to specific aspects of 

movement, and pathological exaggeration of oscillations at beta frequencies in particular 

is considered a biomarker for Parkinson’s disease. However, it remains unclear how the 

striatum, a major nucleated basal ganglion structure, supports network oscillations. We 

performed simultaneous optical membrane voltage imaging of individual neurons and 

conventional LFP recordings in the dorsal striatum of mice during locomotion. We report 

prominent delta oscillations in striatal LFPs and in the subthreshold membrane potentials 

(Vm) of  a large fraction of neurons, particularly in striatal cholinergic interneurons. These 

Vm delta oscillations organize spike timing and Vm and LFP beta oscillations. 

Furthermore, we found that delta-rhythmic neurons were selectively modulated by 

movement speed and movement transitions, and that delta-rhythmic cholinergic neurons in 

particular were associated with LFP delta and gamma oscillations during high movement. 

Thus, subthreshold voltage dynamics in individual striatal neurons support delta 

oscillations across the cortical-basal ganglia motor circuits and play a critical role in 

temporal patterning during locomotion. 
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4.2 Introduction 

Oscillatory activities in local field potentials (LFPs) capture synchronized 

extracellular current. In the cortical-basal ganglia-thalamic circuit, LFP oscillations at delta 

(~1–4Hz) and beta (~10–35Hz) frequency are broadly linked to locomotor behavior, and 

exaggerated beta oscillations in particular are considered a functional biomarker for 

Parkinson’s disease48,66,68-74,76-79,263-267. While prominent in layered cortical structures, LFP 

oscillations in the striatum, the largest input nucleus of the basal ganglia, are generally 

weak due to the lack of apparent spatial dipole configurations in this nucleated 

structure79,268,269. Nonetheless, transient fluctuations in striatal LFP beta oscillation power 

have been related to different aspects of motor behavior48,76-79 and pathological 

exaggeration of beta oscillations is generally thought to interfere with the execution of 

movement plans66,68-74. While beta oscillations are generally thought to arise from local 

neuron interactions, they are coordinated throughout cortical-basal ganglia-thalamic motor 

circuits by cortical and thalamic delta oscillations263-267. Recently, basal ganglia delta 

oscillations were shown to be augmented upon dopamine depletion, further highlighting 

the link between delta and beta oscillations54,267,270-274. Additionally, striatal LFP delta 

oscillations have been shown to organize striatal gamma (50-80Hz) and high frequency 

(150Hz+) oscillations in freely moving rats263. 

 

To understand how LFP oscillations influence neural circuit functions, in vivo studies have 

largely focused on examining the temporal relationships of spikes relative to LFP features. 

Spiny projection neurons (SPNs), the principal striatal neuron subtype, exhibit very low, 
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near zero firing rates and little rhythmicity during resting brain states, but can support high 

firing rates47,48 and be driven to spike at specific phases of LFP oscillations in more excited 

states53,54. These distinct excitability states observed in SPNs are generally attributed to a 

variation in resting membrane potentials, with the “up” state corresponding to a more 

depolarized condition, and the “down” state to a more hyperpolarized condition. These 

“up” and “down” states have been broadly observed in brain slices and in anesthetized 

animals, with state transitions often coupled to slow-wave delta oscillations (~1Hz) 

originating from cortico-thalamic coordination49-54,267. For example, intracellular studies in 

anesthetized animals demonstrated that SPN spiking is directly phase-locked to cortical 

delta53,70,275 and beta53,70,276 oscillations. Under dopamine depleted conditions, these 

relationships, however, become even more complex, with some studies reporting a 

diminished SPN spike-phase relationships with LFP beta oscillations277, while others 

report the opposite in specific GPe-projecting SPN subtypes70,275,278. Overall, these studies 

demonstrate that cortical-basal ganglia-thalamic LFP delta and beta oscillations modulate 

SPN spike timing, even though the exact relationship varies across studies, likely due to 

the intrinsic noisy nature of spike generation subject to modulation by different network 

states. 

 

Interneurons, despite composing a small proportion of striatal neurons, are important 

regulators of local neural networks. Among various striatal interneuron subtypes, 

cholinergic interneurons (ChIs) have been better characterized due to their unique tonic 

firing rate and broad spike waveforms, which allow for relative ease of identification using 
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extracellular recording techniques58,61. While ChIs in the ventral striatum exhibit 

stereotypic pauses in firing in response to reward31,58, ChIs in the dorsal striatum have been 

found to modulate their activities during movement59,62-64. In addition, ChIs have been 

suggested to promote coordination between SPNs, and transient elevation of striatal 

cholinergic tone increases LFP beta and gamma oscillations leading to movement 

inhibition59,65-67. ChI spiking has also been shown to be phase-locked to cortical delta and 

gamma oscillations under normal conditions53,276, and striatal beta oscillations in 

Parkinsonian monkey models277. These studies, along with pharmacological studies 

directly activating acetylcholine receptors66,67 and computational modeling279 support a 

prominent role of ChIs in regulating striatal network dynamics and in contributing to 

striatal LFP oscillations.  

 

Because action potentials are comparatively transient and sparse, synaptic currents are 

theorized to dominate LFP signals. Under this framework, synchronized synaptic inputs 

could thus produce subthreshold membrane potential (Vm) oscillations in individual 

neurons and influence spike timing80-83. Detailed characterization in brain slices has 

demonstrated that the Vm of individual striatal neurons supports a range of oscillations that 

organize spike timing, and some neuron subtypes tend to oscillate at specific frequency 

ranges, a phenomenon known as resonance92-94. ChIs, for example, exhibit delta frequency 

resonance, with ChI spiking phase-locked to delta oscillations, whereas low-threshold 

spiking interneurons and fast-spiking interneurons exhibit resonance at beta and gamma 

frequencies respectively92-94. On the other hand, SPNs do not have a frequency preference 
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or resonance, but instead tune Vm dynamics to inputs92. Given that action potential 

generation critically depends on membrane potential, Vm thus provides an important 

measure for understanding spike timing, and how network level LFP oscillations organize 

individual neuron spiking. However, until recently, analysis of intracellular Vm has been 

difficult in behaving mice, and it remains largely unclear how different neuron subtypes 

with distinct biophysical properties support oscillation dynamics that promote circuit 

interactions during behavior.  

 

To understand how network oscillations organize spike timing via subthreshold Vm, we 

performed simultaneous voltage imaging of individual striatal neurons and striatal LFPs in 

mice during locomotion. Optical membrane voltage imaging was performed on ChIs and 

putative SPNs using the genetically-encoded voltage indicator, SomArchon202. We 

detected prominent Vm delta oscillations in both cell types, with most ChIs and a subset 

of SPNs exhibiting spiking activity coupled to these Vm delta rhythms. Spikes in these 

neurons, which we termed “delta-rhythmic” neurons were phase-locked to both Vm and 

LFP delta oscillations, and were also accompanied by increased Vm and LFP beta power. 

Furthermore, delta-rhythmic neurons fired preferentially during high-speed movement and 

around movement transitions. Interestingly, during high-speed movement, while delta-

rhythmic ChI spiking was associated with increased LFP delta and gamma oscillations, 

delta-rhythmic SPN spiking was accompanied by decreased LFP beta and gamma power. 

Together, these results demonstrate that the Vm delta oscillations in individual striatal 

neurons support cortical-basal ganglion-thalamic circuit level delta oscillations, and delta 
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oscillations in different striatal subtypes differentially organize spike timing and higher 

frequency oscillations during locomotion. 

 

4.3 Optical voltage imaging captures distinct spike timing in striatal 

projection neurons and cholinergic interneurons during locomotion 

To measure membrane voltage from individual striatal neurons and local field 

potentials (LFPs) during locomotion (Figure 4.2A), we implanted custom imaging 

windows coupled with an infusion cannula and an LFP electrode over the dorsal striatum 

(see Section 4.10.1.1), and virally transduced spiny projection neurons (SPNs) and 

cholinergic interneurons (ChIs) with the genetically encoded voltage indicator 

SomArchon202 (Figure 4.2B). Since a majority of striatal neurons are SPNs280,281, we 

infused AAV-syn-SomArchon-GFP into the striatum to transduce neurons non-selectively 

(n = 7 mice). Histological quantification confirmed that 84.5 ± 7.2% (n = 34 FOVs from 

17 brain slices in 4 mice) of transduced neurons were positive for DARPP-32, a protein 

specific to SPNs (Figure 4.1). SomArchon voltage imaging of ChIs was performed by 

either infusing Cre-dependent AAV-FLEX-SomArchon-GFP into Chat-Cre mice to 

selectively express SomArchon in ChIs (n = 5 mice) or using tdTomato fluorescence to 

identify ChIs in ChAT-tdT mice infused with AAV-syn-SomArchon-GFP (n = 3 mice).  
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Figure 4.1. Neurons expressing syn-SomArchon can be classified as putative SPNs. (A) GFP 

fluorescence (λex=488nm) from brain slice of mouse injected with AAV-syn-SomArchon. (B) 

AlexaFluor568 fluorescence (λex=561nm) from same brain slice as A after staining with SPN-

specific anti-DARPP-32 primary antibody and AlexaFluor568 secondary antibody. (C) Overlay of 

A and B demonstrating significant overlap between SomArchon-labeled population and antibody-

labeled SPN+ population. Scale bar is 50μm. 

 

SPN and ChI membrane voltage traces and LFPs were obtained as mice ran spontaneously 

on a spherical treadmill (Figure 4.2A). Although striatal ChIs are thought to be tonically 

active neurons (TANs)56,282-284, we noticed that many ChIs instead exhibited delta-

rhythmic (1–4Hz) spike bursting accompanied by large subthreshold Vm modulations 

(Figure 4.2C,D, Figure 4.3A,B). To illustrate this, we calculated the inter-spike interval 

(ISI) distribution and return map for an example ChI (Figure 4.2D). The neuron had a first 

ISI peak at about 5–50ms and a second peak at about 400–700ms, which is in the delta 

frequency range (1–4Hz). In contrast, spiking patterns in SPNs were more mixed, 

containing delta-rhythmic bursting cells (Figure 4.3C–D) as well as non-delta regular 

spiking neurons (Figure 4.2E,F). The ISI distribution and return map of a more regularly-

firing SPN neuron (Figure 4.2F) exhibited a unimodal distribution peaking in the range of 

40–70ms (near-normal distribution on a log-scale).  
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Figure 4.2. Membrane voltage imaging of ChIs and putative SPNs in behaving mice. (A) 

Illustration of the SomArchon voltage imaging setup in awake behaving mice. (B) Illustration of 

the animal preparation depicting the striatal window access, infusion cannula, electrode and ground 

pin, and headplate. (C) An example SomArchon fluorescence recording at 826Hz is shown from a 

striatal neuron using the Cre-dependent FLEX promoter in ChAT-Cre animals (ChI). Left, the 

schematic genomic sequence is shown of CAG-FLEX-SomArchon. Below, the SomArchon time-

averaged field of view is shown. Right, a 6 seconds long SomArchon trace is shown of the example 

ChI. The dashed green box indicates the zoom-in version below. The green line in the left zoom-in 

version indicates the second zoom-in to the right. (D) Above, the inter-spike interval (ISI) 

distribution of the example ChI is shown (log scale). Below, the return map (ISI n vs ISI n+1) of 

the example ChI is shown (log scale). (E) Same as C, but for an example neuron recorded with 

SomArchon using the syn promotor, which are putative SPNs, with the example neuron indicated 

by an arrow. (F) Same as D, but for the example SPN recorded in E. Scale bars are 15μm. 
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Figure 4.3. Example of regularly spiking ChI and delta rhythmic SPN. (A) An example 

SomArchon fluorescence recording at 826Hz is shown from a striatal neuron using the Cre-

dependent FLEX-promotor in ChAT-Cre animals (ChI). Left, the SomArchon time-averaged field 

of view is shown with the example neuron indicated by an arrow. Right, a 6 seconds long 

SomArchon trace is shown of the example ChI. The dashed green box indicates the zoom-in version 

below. The green line in the left zoom-in version indicates the second zoom-in to the right. (B) 

Above, the inter spike interval (ISI) distribution of the example ChI is shown (log scale). Below, 

the return map (ISI n vs ISI n+1) of the example ChI is shown (log scale). (C) Same as A, but for 

an example neuron recorded with SomArchon using the syn promotor (putative SPN). (D) Same as 

B, but for the example neuron shown in C. Scale bars are 15μm. 
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4.4 Most ChIs and a subset of SPNs exhibit prominent subthreshold 

membrane potential delta oscillations that coordinate spike timing 

To quantify the different ISI profiles from ChIs and putative SPNs as a population, 

we plotted each neuron’s ISI as a function of two ISI ratios. The first ISI ratio captures the 

delta rhythmicity (ISI300–700ms normalized to ISI80–200ms) and the second ISI ratio captures 

the burstiness (ISI10–40ms normalized to ISI80–200ms). We found that manually characterized 

ISI delta-rhythmic neurons could be well separated by the first ISI ratio (Figure 4.4A). 

Using ISI-based thresholding, we grouped ChIs and SPNs either as being delta-rhythmic 

or non-delta-rhythmic (‘non-delta’). Delta-rhythmic neurons were very common in the ChI 

population (Figure 4.4B,C) with 81% probability of a ChI being identified as a member 

of this group. In contrast, delta-rhythmic neurons were less common in the SPN population 

with only 36% probability. Similar ISI analysis as in Figure 4.2D,F performed across 

neuron populations, revealed a similar structure in the ISI distribution and return map with 

a secondary peak around delta frequency (2–3Hz) in delta bursting neurons (Figure 

4.4E,F). In contrast, non-delta neurons exhibited unimodal distributions (Figure 4.4G,H). 

 

Spike timing critically depends on subthreshold membrane voltage dynamics. To 

understand how the subthreshold dynamics of individual neurons relate to spike timing, we 

calculated the Vm of each neuron by removing identified spikes from the recorded 

SomArchon voltage trace. Interestingly, the most prominent Vm dynamics we observed 

were slow delta oscillations (1–4Hz), which often occurred concurrently with spikes in 

delta-rhythmic spiking neurons (Figure 4.4I,J), which were not observed in other neurons 
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(Figure 4.4K,L). To quantify this, we computed the time-averaged Vm wavelet power of 

delta-bursting neurons versus non-delta neurons. We found that delta-rhythmic neurons 

have significantly higher Vm delta power than non-delta neurons (Figure 4.4M), for both 

ChI and SPN populations (Figure 4.4N; Figure 4.5). 

 

Figure 4.4. A subset of striatal neurons, particularly ChIs, exhibit strong delta-rhythmic Vm 

and spiking. (A) ISI ratio map with x-axis as the ISI ratio between 300–700ms and 80–200ms and 

y-axis as the ISI ratio between 10–40ms and 80–200ms. Blue are the ISI identified “non-delta” 

neurons and red are the ISI identified “delta-rhythmic” neurons. (B) ISI ratio map as in A, but color 

labeling SPN (blue) and ChI (green). (C). Pie chart reflecting the probability of a ChI being 

identified as delta-rhythmic or non-delta rhythmic. (D) Pie chart reflecting the probability of an 

SPN being identified as delta-rhythmic or non-delta rhythmic. (E) The inter spike interval (ISI) 

distribution of all delta-rhythmic neurons (log scale).  (F) The ISI return map (ISI n vs ISI n+1) of 

all delta- rhythmic neurons (log scale). (G) The ISI distribution of all non-delta neurons (log scale). 

(H) The ISI return map (ISI n vs ISI n+1) of all non-delta neurons (log scale). (I) Illustrative 
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SomArchon trace and smoothed Vm (orange) of a delta rhythmic spiking neuron. (J) Population 

spike-triggered averaged Vm for neurons with delta-rhythmic spiking. (K) Illustrative SomArchon 

trace and smoothed Vm (orange) of a non-delta spiking neuron. (L) Population spike-triggered 

averaged Vm for neurons with non-delta spiking. (M) Vm spectral power for all delta-identified 

neurons (red) and non-delta neurons (blue). (N) Quantification of delta power (1-4Hz) for delta-

rhythmic and non-delta ChIs and SPNs (all independent t-test, ChI D vs ND: p=0.047, df=25, SPN 

D vs ND: p=0.006, df=23). (O) Mean firing rate quantification for delta-rhythmic and non-delta 

ChIs and SPNs (all independent t-test, ChI D vs ND: p=0.29, df=25, SPN D vs ND: p=0.046, df= 

23). (P) Mean delta inter-burst firing frequency for delta-rhythmic ChIs and SPNs (independent t-

test, ChI D vs SPN D: p=0.57, df=29). (Q) Mean delta intra-burst firing frequency for delta-

rhythmic ChIs and SPNs (independent t-test, ChI D vs SPN D: p=0.007, df=29). 

 

The firing rate of ChIs and SPNs as a population were not significantly different (Figure 

4.6). However, delta-rhythmic ChIs and SPNs had significantly lower firing rates than non-

delta neurons (Figure 4.6), with non-delta rhythmic neurons having firing rates around 

~4.5–5Hz, while delta-rhythmic neurons had firing rates of ~3.5Hz (Figure 4.4O). For 

both ChIs and SPNs, delta-bursting neurons had inter-burst firing rates at delta frequency 

(ChIs: 2.28 ± 0.034 Hz, SPNs: 2.27 ± 0.039 Hz; Figure 4.4P) as expected, and intra-burst 

firing rates around beta frequency (ChIs: 21 ± 1.5 Hz, SPNs: 27.3 ± 3.57 Hz; Figure 4.4Q). 

 

Taken together, these results demonstrate that striatal neurons, including most ChIs and a 

subset of SPNs, exhibit prominent Vm delta oscillations, suggesting that delta oscillations 

are a prominent feature of the basal ganglia neural circuit. 
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Figure 4.5. Subthreshold Vm power of delta-rhythmic and non-delta-rhythmic neurons for 

ChI and SPN populations. (A) Vm spectral power for all ChI delta-rhythmic neurons (red, n=22) 

and ChI non-delta rhythmic neurons (blue, n=5). (B) Vm spectral power for all SPN delta-rhythmic 

neurons (red, n=9) and SPN non-delta rhythmic neurons (blue, n=16). 

 

 

Figure 4.6. Firing rate comparison as a function of cell type and delta rhythmicity. Population 

mean firing rate between ChIs and SPNs (left) were not significantly different (independent t-test, 

p=0.16, df=50). Population mean firing rate between delta rhythmic neurons and non-delta 

rhythmic neurons (right) were significantly different (independent t-test, p=0.007, df=50). 
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4.5 Vm delta oscillations organize spike timing and Vm oscillations at beta-

gamma frequencies 

To further investigate how the delta oscillations we observed relate to spiking 

output and higher frequency oscillations, we first aligned spiking events to Vm and LFP 

traces, respectively (Figure 4.7A,D) and calculated the strength of spike-phase locking 

relative to Vm (Figure 4.7B) and LFP (Figure 4.7E). For both ChIs and SPNs, the strength 

of spike-Vm and spike-LFP phase locking at delta frequency was significantly higher for 

delta-rhythmic neurons than for non-delta-rhythmic neurons (Figure 4.7C,F). 

 

We then performed wavelet power analysis relative to spike times (Figure 4.7G) and found 

that spikes were coupled to Vm beta-band power in delta-rhythmic neurons for both ChI 

and SPN populations (Figure 4.7H,I,K; Figure 4.8A,B) but not in non-delta rhythmic 

neurons (Figure 4.7J,K; Figure 4.8C). Most strikingly, we found that spikes in delta-

rhythmic neurons, but not non-delta rhythmic neurons (Figure 4.7M), were coupled to 

increases in LFP beta power (Figure 4.7L) for both ChIs and SPNs (Figure 4.7N; Figure 

4.8D–F). These results demonstrate that Vm delta frequency oscillations organize beta 

frequency spike synchronization at the single neuron Vm level and among a sufficient 

neuron population that produce detectable changes in the LFP. 
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Figure 4.7. Subthreshold delta rhythms structure spike output and beta-gamma power. (A) 

Example SomArchon trace of a striatal neuron with spike times indicated by red ticks. Orange is 

the Vm trace. (B) Phase-locking strength (PLS) of spikes to Vm across frequencies for either delta-

rhythmic (red) or non-delta neurons (blue). Shaded regions are SEM. (C) Quantification of the 

spike-Vm PLS in the delta range (2–4Hz) between delta-identified neurons (red) and regular-

identified neurons (blue) for ChIs (left) and SPNs (right) separately (all independent t-test, ChI D 

vs ND: p=0.01, df=25, SPN D vs ND: p=9.06e-7, df= 23). (D) Example SomArchon trace of a 

striatal neuron with spike times indicated by red ticks. Orange is the LFP trace. (E) PLS of spikes 

to LFP across frequencies for either delta-rhythmic neuron (red) or non-delta (blue). Shaded regions 

are SEM. (F) Quantification of the spike-LFP PLS in the delta range between delta-rhythmic (red) 
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and non-delta neurons (blue) for ChIs (left) and SPNs (right) separately (all independent t-test, ChI 

D vs ND: p=0.039, df=25, SPN D vs ND: p=6.39e-5, df= 23). (G) Example SomArchon trace of a 

delta-rhythmic striatal neuron with the corresponding Vm wavelet power spectrum shown above. 

(H) Spike-triggered averaged Vm wavelet spectral power ratio of the example neuron in G. Vm 

power is normalized relative to pre-spike period (-200 to -100ms). (I,J) Population spike-triggered 

averaged Vm wavelet spectral power ratio for (I) delta-rhythmic (n=29) and (J) non-delta rhythmic 

neurons (n = 16). (K) Quantification of the spike-triggered Vm wavelet power ratio in the beta-

gamma range (20–40Hz) between delta-rhythmic neurons (red) and non-delta neurons (blue) for 

ChI (left) and SPN (right) neurons separately (all one-sample t-test, ChI D: p=5.08e-5, df=20, SPN 

D: p=1.91e-4, df= 8; SPN ND: p=0.006, df=15). (L,M) Population spike-triggered averaged LFP 

wavelet spectral power ratio for delta-rhythmic (n=31) and (M) non-delta-rhythmic neurons 

(n=21). (N) Quantification of the spike-triggered LFP wavelet power ratio in the beta-gamma range 

(20–40Hz) between delta-rhythmic neurons (red) and non-delta-rhythmic neurons (blue) for ChI 

(left) and SPN (right) neurons separately (all one-sample t-test, ChI D: p=1.5e-4, df=20, SPN D: 

p=0.0142, df=8; SPN ND: p=0.04, df=15). 

 

 

Figure 4.8. Spike-triggered Vm and LFP power as a function of cell type and delta 

rhythmicity. (A–C) Spike-triggered Vm power (relative to pre-spike period -200 to -100ms) 

separated as a function of cell type and delta rhythmicity. (A) ChI delta-rhythmic neurons (n=21). 

(B) SPN delta-rhythmic neurons (n=9). (C) SPN non-delta-rhythmic neurons (n=16). (D–F) Spike-

triggered LFP power (relative to pre-spike period -200ms to -100ms) separated as a function of cell 

type and delta rhythmicity. (D) ChI delta-rhythmic spiking neurons (n=21). (E) SPN delta-rhythmic 

spiking neurons (n=9). (F) SPN non-delta-rhythmic neurons (n=16). 
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4.6 Delta-rhythmic striatal neurons drive locomotion-related spiking 

Finally, we investigated how animal movement, as a state change, drives striatal 

neuron spiking activity and LFP dynamics. We segregated recording periods into high-

speed movement bouts (defined as mouse speed ≥ 5 cm/s; green) and low-speed movement 

bouts (mouse speed < 5cm/s; pink), with movement onset and offset points (light blue) 

defined as transitions between these periods (Figure 4.10A). We first assessed separately 

ChI and SPN firing rate modulations with locomotion. We found that a significant 

proportion of SPNs (12/25) increased their firing rate during high-speed bouts compared 

to low speed bouts, while 7/25 decreased their firing rate, and another 6/25 remained 

unchanged, consistent with previous electrophysiology studies of individual striatal 

neurons227,228,242 and calcium imaging analysis59 (Figure 4.9B) . In contrast, about half of 

ChIs (14/27) were insensitive to movement speed, while 11/27 ChIs increased their firing 

during high-speed bouts compared to low-speed bouts, and only 2/27 decreased their firing 

rate (Figure 4.9A). As populations, ChIs, but not SPNs increased their firing rates with 

movement (Figure 4.9; p = 0.0042 and p = 0.091 for ChIs and SPNs, respectively). We 

then compared the average spike rate of individual delta-rhythmic vs. non-delta rhythmic 

across ChIs and SPNs during low versus high-speed movement bouts. We found that nearly 

half of delta-rhythmic neurons (14/31) had higher firing rates during high-speed bouts than 

low-speed bouts, while another 14/31 were insensitive to movement speed, and only 3/31 

decreased their firing rate with movement (Figure 4.10B). Non-delta rhythmic spiking 

neurons, on the other hand, had a more even distribution, with 43% of neurons increasing 

their firing rate during high-speed movement (9/21) while 29% decreased their firing rate 
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or remained unmodulated with movement speed (n = 6/21 for each group; Figure 4.10C). 

As populations, both delta-rhythmic neurons and non-delta rhythmic neurons generally 

increased their firing rate with movement (Figure 4.10B–D; p = 0.019 and p = 0.042 for 

delt-rhythmic and non-delta rhythmic neurons, respectively). 

 

Figure 4.9. ChIs but not SPNs increase their mean firing rate between low and high 

locomotion periods. (A) Mean firing rates for low and high locomotion periods for ChI neurons. 

Red are neurons with significantly increasing firing rates from low to high locomotion, whereas 

blue have significantly decreasing firing rates, and gray neurons’ firing rates remained unchanged. 

Overall, the population of ChIs significantly increased their firing rate with locomotion (n = 27; 

p=0.0042, df =26). (B) Same as A, but for SPNs. Overall, the SPN population did not modulate its 

firing rate with locomotion (n = 25; p=0.091, df =24). 

 

As previous calcium imaging studies have suggested that ChIs and SPNs respond 

differently during different phase of locomotion59,64, we next investigated the subsets of 

delta-rhythmic and non-delta-rhythmic populations pertaining to SPNs and ChIs 

specifically at movement onset versus offset. Due to the low number of non-delta rhythmic 

ChIs and limited number of motion transitions, this group is not analyzed separately. We 

found that delta-rhythmic neurons as a population (Figure 4.10F), and when divided by 
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ChIs (Figure 4.11A) and SPNs (Figure 4.11B), significantly increased their firing rates 

about 50–200ms after movement onset, with slight timing differences between the three 

groups (all delta-rhythmic: increased 50–150ms post onset, delta-rhythmic ChIs: increased 

50–100 ms post onset, delta-rhythmic SPNs: increased 50–200ms post onset). An example 

delta-rhythmic ChI responsive to movement onset is shown in Figure 4.10E. Non-delta-

rhythmic neurons, in contrast, showed only a small increase in firing rate prior to 

movement onset (Figure 4.10G) and non-delta-rhythmic SPNs, in particular, did not show 

major locomotion onset-related firing rate modulations (Figure 4.11C). Neither ChI nor 

SPN firing rates changed significantly around movement offset (Figure 4.11D–F). These 

results provide direct evidence that delta-rhythmic neurons, both ChIs and SPNs, contribute 

more to locomotion-dependent state transitions than do non-delta rhythmic neurons. 
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Figure 4.10. Locomotion-dependent firing rate and beta-gamma modulations are specifically 

related to delta-rhythmic striatal neurons. (A) Example trial showing locomotion speed while 

animal is running on a pinned ball (black line). The dashed blue line reflects the threshold (5cm/s) 

used to classify periods of low (pink) and high (green) animal locomotion. Periods had to be at least 

500ms long. Light blue dots represent the onset or offset time points of high locomotion periods. 

(B) Mean firing rates for low and high locomotion periods for delta-rhythmic neurons. Red are 

neurons with significantly increasing firing rates from low to high locomotion, whereas blue have 

significantly decreasing firing rates, and gray neurons’ firing rates remained unchanged. Overall, 

delta rhythmic neurons significantly increased their firing rate with locomotion (p=0.019, df=30). 

(C) Same as B, but for non-delta-rhythmic neurons. As a population, non-delta rhythmic neurons 

also significantly changed their firing rate with locomotion (p=0.042, df=20). (D) Quantification 

of low vs high locomotion firing rates for delta-rhythmic and non-delta-rhythmic neurons separated 
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by ChIs and SPNs. ChI non-delta neurons are not shown due to the low number of neurons and 

motion onsets (all one-sample t-test, ChI D: p=0.019, df=21, SPN D: p=0.048, df=8; SPN ND: 

p=0.56, df=15). (E) Motion onset-triggered firing raster plot (onset of low-to-high locomotion 

period) of an example ChI neuron. Black points are spike times. Red line is the firing rate averaged 

over all triggered time windows. (F,G) Population motion onset-triggered firing rate plot for (F) 

delta-rhythmic neurons and (G) non-delta neurons. Shaded area is SEM. (H) Quantification of 

motion onset related firing rate ratio comparing post-onset (20 to 150ms) vs pre-onset (-150 to -

20ms) for delta-rhythmic and non-delta neurons separated by ChIs and SPNs (all one-sample t-test, 

ChI D: p=0.022, df=20, SPN D: p=0.046, df=8; SPN ND: p=0.79, df=15). (I) LFP power separated 

by low (pink) and high (green) locomotion. (J) Spike-LFP phase locking strength (PLS) separated 

by low (pink) and high (green) locomotion periods for delta-rhythmic neurons. Yellow lines reflect 

significance (p < 0.05) estimated based on shuffling procedure. (K) Same as J, but for non-delta-

rhythmic neurons. (L) Quantification of the spike-Vm PLS difference in the delta range (2-4Hz) 

between low and high locomotion periods for delta-rhythmic neurons (red) and non-delta neurons 

(blue); separated by ChIs and SPNs (all one-sample t-test, ChI D: p=0.01, df=20, SPN D: p=0.0756, 

df=8; SPN ND: p=0.19, df=15). (M–O) Population spike-triggered averaged LFP wavelet spectral 

power ratio difference between low and high locomotion periods for (M) ChI delta-rhythmic 

neurons, (N) SPN delta-rhythmic neurons, and (O) SPN non-delta-rhythmic neurons. (P) 

Quantification of the difference in spike-triggered LFP power ratio between low and high 

locomotion periods for delta-rhythmic neurons (red) and non-delta-rhythmic neurons (blue) 

separated by ChIs and SPNs. Left, quantifications for power ratio at spike time and pre-spike period 

(-200 to -100ms) in the beta-gamma range (20-40Hz, all one-sample t-test, ChI D: p=0.9, df=20, 

SPN D: p=0.009, df=8; SPN ND: p=0.65, df=15) and right, in the high gamma range (70-100Hz, 

all one-sample t-test, ChI D: p=0.012, df=20, SPN D: p=0.054, df=8; SPN ND: p=0.51, df=15). 

 

4.7 Delta-rhythmic spike-LFP locking increases with locomotion 

Given that we have found delta-rhythmic spiking neurons exhibit stronger phase 

locking strength (PLS) to Vm and LFP delta oscillations (Figure 4.7B,E), we studied 

whether the spike-LFP delta PLS exhibited locomotion-dependent effects. We did not 

analyze spike-Vm PLS or Vm power during high movement periods, due to the concern 

that subthreshold Vm measurements could be affected by micromotion-induced small 

fluctuations in optically-acquired fluorescence. We found that overall striatal LFP power 

at delta frequency (1–4Hz) was elevated during low movement conditions, while a narrow 

theta band (6–8Hz) and 10–11Hz oscillation was elevated during high movement (Figure 
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4.10I). There was not an obvious 2–3Hz delta peak in the LFP during either low or high 

locomotion periods, as one would expect based on the overall Vm power spectra from delta 

rhythmic spiking neurons discussed previously (Figure 4.4M). Despite the dominant peak 

in the theta range of LFP power during high movement, the spike-LFP PLS at delta, not 

theta, frequency was significantly increased during high movement for delta-rhythmic 

neurons (Figure 4.10J) and for delta-rhythmic ChIs specifically (Figure 4.10L). However, 

non-delta rhythmic SPN neurons exhibited no significant increase in spike-LFP delta PLS 

during high motion periods (Figure 4.10K,L). This implies that Vm delta oscillations, 

specifically in ChI neurons, may be driving delta oscillations in LFP, which is consistent 

with the extensive arborization networks of ChIs that may support synchronized synaptic 

currents within the striatum during ChI spiking, leading to prominent striatal LFP 

oscillations. 
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Figure 4.11. Locomotion onset- and offset-triggered firing rates by cell type and delta 

rhythmicity. (A–C) Population motion onset-triggered firing rate plot for (A) delta-rhythmic ChIs 

(n=21), (B) delta-rhythmic SPNs (n = 9), and (C) non-delta-rhythmic SPNs (n = 16). (D–F) 

Population motion offset-triggered firing rate plot for (D) delta-rhythmic ChIs (n = 21), (E) delta-

rhythmic SPNs (n = 9), and (F) non-delta-rhythmic SPNs (n = 16). Shaded area is SEM.  

 

4.8 Delta-rhythmic neurons exhibit locomotion-dependent spike-triggered 

LFP beta-gamma power modulations 

Next, we investigated the spike-triggered LFP power during low and high 

locomotion periods separately. When aligned to delta-rhythmic ChI spikes, there was a 

significant increase in LFP high gamma power (70–100Hz), but not beta power, during 

high movement, as compared to low movement (Figure 4.10M,P; Figure 4.12A,D). In 

contrast, around delta-rhythmic SPN spikes, we observed a significant decrease in both 

beta (20–40Hz) and high gamma power (70–100Hz), which started 100ms before the spike 

and lasted up to 200ms after (Figure 4.10N,P; Figure 4.12B,E). This is consistent with 
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previous studies that have shown decreases in LFP beta power during high movement 

conditions or linked to SPN spiking66,69,285,286. No significant locomotion-modulated 

differences in LFP oscillations were detected around spikes of non-delta SPNs (Figure 

4.10O,P; Figure 4.12C,F). 

 

In total, these results highlight a prominent role of Vm delta oscillations, specifically in 

ChIs, to coordinate cortical-basal ganglia circuits during locomotion. In particular, these 

delta-rhythmic neurons’ spiking dynamics are associated with movement transitions, and 

uniquely drive movement-associated differences in Vm and LFP power. These results 

corroborate the hypothesis that LFP oscillations are driven by coordinated synaptic input 

via Vm dynamics, rather than by just spiking activity and reveals a key mechanism for 

oscillatory behavior in the nucleated striatum. 
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Figure 4.12. Spike-triggered LFP power modulations during low and high locomotion 

periods. (A–C) Population spike-triggered averaged LFP wavelet spectral power ratio during low 

locomotion periods (<5cm/s) for (A) ChI delta-rhythmic neurons (n = 21), (B) SPN delta-rhythmic 

neurons (n = 9), and (C) SPN non-delta-rhythmic neurons (n = 16). (D–F) Population spike-

triggered averaged LFP wavelet spectral power ratio during high locomotion period (>5cm/s) for 

(D) ChI delta-rhythmic neurons (n = 21), (E) SPN delta-rhythmic neurons (n = 9), and (F) SPN 

non-delta-rhythmic neurons (n = 16). 

 

4.9 Discussion 

Local field potential (LFP) oscillations at delta and beta frequencies across the 

cortical-basal ganglia circuits have been broadly linked to motor behavior and 

pathology48,66,68-74,76-79. However, it remains largely unclear how the striatum, the largest 

basal ganglia nucleus, supports circuit coordination via oscillations. Here, we performed 

voltage imaging of individual putative spiny projection neurons (SPNs) and cholinergic 

interneurons (ChIs), recording both spikes and subthreshold membrane voltage (Vm), 
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simultaneously with striatal LFP during voluntary movement. 

 

We found that a majority of ChIs and a subset of SPNs exhibit prominent Vm delta 

oscillations (1-4Hz) that organize spike timing. Spikes in these delta-rhythmic neurons 

displayed beta rhythmicity (~10–35Hz), and the occurrence of spikes was associated with 

increases in both Vm and LFP beta oscillation power, in addition to spike-phase locking to 

Vm and LFP delta frequencies. In the context of movement, delta-rhythmic neurons fired 

preferentially during high-speed movement and around movement transitions, while the 

remaining non-delta-rhythmic neurons did not modulate their spike rate. During high-

speed movement, spikes in delta-rhythmic ChIs in particular showed increased phase 

locking to LFP delta and gamma oscillations. As increases in LFP gamma power are 

typically associated with increased neural activity, the LFP beta-gamma oscillations 

associated with ChI spiking are consistent with the idea that ChIs can drive striatal neuron 

synchronization through their extensive arborizations59. In contrast, spikes in delta-

rhythmic SPNs during locomotion were associated with decreases in LFP beta and gamma 

power, consistent with the general role of beta oscillations in inhibiting movement65-67,69-

71,287. Together, our results demonstrate that subthreshold membrane voltage delta 

oscillations in individual striatal neurons organize spike timing and higher frequency beta 

and gamma oscillations, and play a critical role in temporal patterning during locomotion. 

 

In both delta-rhythmic SPNs and ChIs, we found that Vm delta oscillations organize Vm 

beta oscillations and spike timing. While SPNs have been broadly shown to have intrinsic 
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up and down states in brain slices and in anesthetized animals, ChIs, are not known to 

exhibit these dynamics, instead known for their tonic firing rates58,61,288. The delta 

oscillations we observed in individual SPNs during locomotion may share some of the 

same biophysical mechanisms as the up and down states observed in brain slices and in 

anesthetized animals49-54,267. However, the coupling of these oscillations to movement 

suggests that the SPN delta oscillations observed here are distinct from those observed in 

brain slices or under anesthesia, and capture a unique striatal network state during 

locomotion. The fact that ChI Vm delta oscillations are also tightly linked to movement 

provides further support that delta oscillations are a general network feature shared across 

multiple striatal cell types during locomotion. 

 

ChIs are thought to be tonically active neurons that exhibit pacemaker behavior in the 

absence of synaptic inputs and receive substantia nigra dopaminergic, and cortical and 

thalamic glutamatergic inputs289-293. We found prominent ChI Vm oscillations at delta 

frequencies, which organize Vm beta oscillations and spiking. Additionally, we found that 

ChI spikes were associated with Vm and LFP gamma oscillations during movement. As 

gamma oscillations are thought to be driven by increased neural activity, rhythmic ChI 

spiking could drive synchronized cholinergic activation of striatal neurons that express 

various cholinergic receptors. For example, striatal parvalbumin neurons express nicotinic 

acetylcholine receptors (AchRs)294-296, while SPNs differentially express muscarinic 

AchRs58,297,298. In addition, previous studies have demonstrated that ChI activation 

promotes SPN synchronization and movement completion59. In total, these studies are 
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consistent with prominent LFP beta-gamma oscillations we found associated with ChI 

spiking. In contrast to ChIs, SPNs primarily project out of the striatum, consistent with the 

observation that their activation is not associated with any prominent LFP gamma 

oscillations. Instead, delta-rhythmic SPN spiking was accompanied with a reduction in 

LFP beta oscillations during movement, corroborating existing relationships between LFP 

beta and movement inhibition65,66,299-301. 

 

Our results highlight the unique contribution of ChIs to organize striatal circuit dynamics, 

particularly in delta and beta-gamma frequencies, which support cortical-basal ganglia 

circuit interactions. Furthermore, this study demonstrates the prominent role of 

subthreshold delta oscillations to organize neural synchronization and support striatal 

participation during locomotion. 

 

4.10 Methods 

4.10.1 Mouse surgery 

All animal experiments were performed in accordance with the National Institute of Health 

Guide for Laboratory Animals and approved by the Boston University Institutional Animal 

Care and Use and Biosafety Committees. Adult male and female C57BL/6 mice (Charles 

River Laboratories, Inc.) or ChAT-Cre mice (ChAT-cre; Tg(Chat-cre)GM24Gsat/Mmucd, 

MMRRC_017269-UCD, NIH MMRRC), or ChAT-tdT mice (crossed between ChAT-Cre 

and the tdT mouse line: B6.Cg-Gt(ROSA)26Sortm14(CAG-tdTomato)Hze/J from The Jackson 

Laboratory), 10–22 weeks at the start of the study, were used for all experiments. 
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4.10.1.1 Striatum imaging window implantation 

Striatal window surgeries were performed similar to those described previously11,29. 

Custom imaging windows consisted of a stainless-steel cannula (OD: 3.17mm, ID: 

2.36mm, 1 or 2mm height, AmazonSupply, B004TUE45E) with a circular coverslip (#0, 

OD: 3mm, Deckgläser Cover Glasses, Warner Instruments Inc., 64-0726 (CS-3R-0)) 

adhered to the bottom using a UV curable glue (Norland Products Inc., Norland Optical 

Adhesive 60, P/N 6001). We glued a virus infusion cannula (26G, PlasticsOne Inc., 

C135GS-4/SPC), and an LFP electrode made of stainless-steel wire (Diameter: 130µm, 

PlasticsOne Inc., 005SW-30S, 7N003736501F) to the side of the imaging window using 

super glue (Henkel Corp., Loctite 414 and Loctite 713). The LFP electrode protruded from 

the bottom of the imaging window by about 200µm. 

 

A craniotomy ~3mm in diameter was made over the striatum (AP: +0.5, ML: -1.8). A small 

notch was made on the posterior edge of the craniotomy to accommodate the infusion 

cannula and LFP recording electrode. The overlying cortex was gently aspirated using the 

corpus callosum as a depth landmark. The corpus callosum was then carefully thinned to 

expose the dorsal striatum. The imaging window was positioned in the craniotomy, and 

Kwik sil adhesive (World Precision Instruments LLC, KWIK-SIL) was applied around the 

edges of the imaging window to hold it in place and to prevent any dental cement from 

touching the brain. Three small screws (J.I. Morris Co., F000CE094) were screwed into 

the skull to further anchor the imaging window to the skull, and a small ground pin was 

inserted into the posterior part of the brain near the lambda suture as a ground reference for 
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LFP recordings. Dental cement was then gently applied to affix the imaging window to the 

exposed skull, and to mount an aluminum headbar posterior to the imaging window. See 

Figure 4.2B for diagram of window placement. 

 

AAV virus injection occurred either one week prior to window implantation surgery, or 

through the virus infusion cannula after window implantation surgery. All AAV was 

produced by the University of North Carolina Chapel Hill Vector Core. AAV-Syn-

SomArchon (5.9e12 genome copies (GC)/ml) or AAV-CAG-FLEX-SomArchon (6.3e12 

GC/ml) was injected into the dorsal striatum (AP:+0.5, ML:-1.8, DV:-2.2, 1uL virus). Viral 

injection occurred at 50–100nL/min. In mice where AAV was injected during surgery, 

AAVs were infused with a 10uL syringe (NANOFIL, World Precision Instruments LLC) 

fitted with a 33-gauge needle (World Precision Instruments LLC, NF33BL) and controlled 

by a microinfusion pump (World Precision Instruments LLC, UltraMicroPump3–4). Other 

mice were infused with AAVs through an internal infusion cannula (33G, PlasticsOne Inc., 

C315IS-4/SPC) connected to a microinfusion pump (World Precision Instruments LLC, 

UltraMicroPump3–4) approximately one week after the window implantation surgery. In 

both cases, the internal infusion cannula or syringe was left in place for 10 minutes 

following injection to facilitate viral spread. Mice were awake and head-fixed throughout 

the injection period. 

 

All mice were treated with buprenex for 48 hours following surgery or with sustained 

release (SR) buprenorphine at the beginning of surgery and single-housed to prevent any 
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damage to the headbar or window implant. 

 

4.10.2 SomArchon voltage imaging 

All optical recordings were acquired on a custom widefield fluorescence microscope 

equipped with a Hamamatsu ORCA Fusion Digital CMOS camera (Hamamatsu Photonics 

K.K., C14440-20UP), 10x NA0.25 LMPlanFI air objective (Olympus Corp.), 40x NA0.8 

LUMPlanFI/IR water immersion objective (Olympus Corp.), 470 nm LED (ThorLabs Inc., 

M470L3), a 140 mW near-infrared 637 nm laser (Coherent Obis 637-140X), a green filter 

set with a 470/25 nm bandpass excitation filter, a 495 nm dichroic, and a 525/50 nm 

bandpass emission filter, and a near infrared filter set with a 635 nm laser dichroic filter, 

and a 664 nm long pass emission filter. The near-infrared laser illuminated a circular area 

of ~60–80 µm in diameter, with an FOV size of 40–60 µm x 60–80 µm under the 40x 

objective. A mechanical shutter (Newport Corporation, model 76995) was positioned in 

the laser path to control the timing of illumination over the imaging window. The GFP 

fluorescence of the SomArchon-GFP fusion protein was first acquired in the green channel 

(λex=470 nm) at 1024x1024 pixels with 2x2 binning to capture cell morphology. 

SomArchon optical voltage recordings were then performed in the near infrared channel 

(λex=637 nm) with 2x2 binning. Optical recordings were acquired at ~826 Hz with 

HCImage Live (Hamamatsu Photonics K.K.). HC Image Live data were stored as DCAM 

image files (DCIMG), and analyzed offline in Fiji/ImageJ and MATLAB (MathWorks 

Inc.). To synchronize optical recordings with LFP recordings, the camera sent out a TTL 

pulse to the OmniPlex system (PLEXON Inc.) at the onset of imaging and after each 
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acquired frame. 

 

4.10.2.1 Head-fixed voluntary movement experiments 

All voluntary movement experiments were performed while awake, head-fixed mice were 

freely navigating a spherical pinned treadmill. The spherical treadmill was constructed 

following Dombeck et al. 2007255. Briefly, a 3D spherical Styrofoam ball was supported 

by a 2mm metal rod to restrict free movement to forward or backward motion only (no 

rotational movement). Movement was tracked using two computer mouse sensors 

positioned roughly ± 75 degrees from center along the equator of the ball. In order to 

determine the mouse movement speed, the pinned ball was rotated vertically to calibrate 

sensor displacement. All motion sensor displacement data was acquired at 20 Hz on an 

Arduino Teensy board and synthesized using a custom Matlab script. The timing of each 

motion sensor displacement data point was also recorded using the OmniPlex system 

(PLEXON Inc.) for offline synchronization with optical voltage recordings. 

 

All mice were habituated on the pinned spherical treadmill for at least three days, at least 

20 minutes per day, prior to image acquisition. During optical imaging, mice were imaged 

while freely navigating the spherical treadmill. Each FOV was recorded for at least 24 

seconds total, with most FOVs being recorded for 120 seconds. In all FOVs, we performed 

multiple imaging sessions (“trials”). Each trial was 12 seconds in duration with an inter-

trial interval of at least 30 seconds in duration to avoid photobleaching. 

 



 

 151 

4.10.3 Local field potential recording 

LFPs were recorded using OmniPlex (PLEXON Inc.) at a 1 kHz sampling rate. To 

synchronize voltage imaging and LFP recordings during offline data analysis, the 

OmniPlex system also recorded TTL pulses that were sent by the sCMOS camera at the 

onset of each image frame. 

 

4.10.4 Voltage imaging data motion correction & ROI identification 

Motion correction was performed with a custom MATLAB script. SomArchon 

fluorescence images were first motion corrected using a pairwise rigid motion correction 

algorithm as described previously302. Briefly, the displacement of each image was 

computed by identifying the max cross-correlation coefficient between each image and the 

reference image. Our recordings consisted of multiple 12-second-long trials. Each video 

file corresponding to one trial was first concatenated into a multi-trial data matrix, after 

which the motion correction algorithm was applied. Since the laser illumination area was 

about 60–80µm in diameter, a rectangular window large enough to cover the entire neuron 

across all frames was selected manually for motion correction. The window selection was 

chosen to avoid dark regions of the image and to include regions that had distinguishable 

cell-like contrasts to facilitate comparison with the reference image. Each trial was first 

motion corrected individually. We then corrected image shifts across trials by referencing 

all trials to the first trial. The motion-corrected image sequences were then used for 

subsequent manual ROI neuron identification using the drawPolygon function in 

MATLAB. SomArchon fluorescence traces for each ROI were then extracted from the 
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motion-corrected image sequences. The optically-recorded voltage traces for each ROI 

were generated from these motion-corrected image sequences and were used for 

subsequent analyses. 

 

4.10.5 SomArchon fluorescence detrending and spike detection 

All optically-recorded SomArchon traces reported in the manuscript were corrected for 

photobleaching by subtracting the smoothed trace using the MATLAB function 

fastsmooth(). Spike detection was performed similar to described previously in Xiao et al32. 

To estimate baseline fluorescence, we first averaged the fluorescence trace using a moving 

window of ±100 frames to obtain the “Smoothed Trace” (SmT). We then removed potential 

spike contributions to the baseline by replacing fluorescence values above the SmT with 

the corresponding SmT values, which resulted in a spike-removed trace including only the 

subthreshold baseline fluctuation. To identify spikes, SomArchon fluorescence traces were 

high-pass filtered (>120Hz), and spikes were identified as fluorescence increases greater 

than 4 standard deviations above baseline subthreshold fluctuations. 

 

4.10.6 Subthreshold membrane voltage (Vm) traces 

To obtain subthreshold membrane voltage (Vm) traces, we removed three data points 

around the peak of each detected spike from the non-filtered SomArchon dF/F trace and 

interpolated the missing data points using the surrounding data points (n = +/-3 points). 

 



 

 153 

4.10.7 Signal to baseline ratio (SBR) 

To calculate SBR, we first determined the spike amplitude by calculating the difference 

between the lowest and peak spike fluorescence value within three data points prior to the 

spike. We then divided the spike amplitude by the standard deviation of the Vm across the 

entire recording duration.  

 

4.10.8 SomArchon voltage imaging, LFP, and animal locomotion data alignment 

Voltage imaging data, LFP data, and animal locomotion data were aligned to the camera 

start trigger (first frame) of each trial and interpolated to a frame rate of 1kHz to match that 

of the LFP recordings. Subsequent analyses were performed on these aligned and 

interpolated data. 

 

4.10.9 Definition of movement periods and transition points 

Animals’ movement data was first smoothed using a 1.5Hz low pass Butterworth filter to 

remove any motion sensor artifact. We defined low movement periods as intervals where 

the speed was continuously ≤5cm/s for at least 500ms and high movement periods as 

intervals where the speed was continuously ≥5cm/s for at least 500ms. A movement 

transition was defined as the point at which a pre-defined low movement period and high 

movement period intersect, where a low-to-high transition (or “onset”) was identified by a 

high-speed period directly following a low-speed period, and vice versa for a high-to-low 

transition (or “offset”) where a low-speed period directly followed a high-speed period. 
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See Figure 4.10A for an example movement trace with movement periods and transition 

points identified. In Figure 4.9 and Figure 4.10B,C, the firing rates during these low and 

high movement periods were compared. For each neuron, we calculated the average spike 

rate per second in low-speed periods (total spikes/number of low-speed frames x1000) and 

the average spike rate per second in high speed periods across trials. The difference 

between the average spike rates in low and high-speed periods was used as the metric. To 

determine if the neuron was responsive to sustained periods of locomotion, we built a basal 

distribution of the differences using shuffling. We randomly chose the same number of 

frames as the total low-speed frames in each trial and calculated the spike rate across these 

randomly selected frames and finally took an average across trials for every neuron. This 

was repeated to calculate the average spike rate in random high-speed periods as well. The 

difference between these random spike rates was calculated and this procedure was 

repeated 1000 times. If the observed difference for a neuron was beyond 97.5th percentile 

of the distribution, then the neuron exhibits a significantly increased response to sustained 

periods of locomotion. On the other hand, if the observed difference was less than 2.5th 

percentile of the distribution, the neuron shows significantly decreased response to high-

speed periods compared to low speed periods. 

 

4.10.10 Inter-spike interval calculation 

Inter-spike intervals (ISIs) were calculated as the time between identified spikes in ms. For 

a given spike, we computed the time difference between the previous spike (ISI n) and with 

the following spike (ISI n+1). The two-dimensional space of ISI n and ISI+1 represent the 
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so called ISI return map. Plotting the ISI return map, on a logarithmic scale, helped to 

visualize the bursty and delta-rhythmic spiking patterns of many neurons, particularly 

striatal ChI neurons. 

 

4.10.11 Neuron classification based on ISI profile 

We observed neurons had distinct ISI structures. Particularly, a subset of neurons exhibited 

strong delta-rhythmic (2–3Hz) spiking patterns. Other neurons had more regular spiking 

patterns. We also observed other spiking patterns, including theta bursting neurons (5–

8Hz) and fast-spiking neurons, but due to their low number, they were not analyzed 

separately. All neurons that did not exhibit a clear delta-rhythmic spiking component 

constituted the non-delta group. To capture the different types of single neuron ISI curves 

systematically, we computed two ISI ratios (A-B/A+B) defined as: the number of spikes 

with ISIs of 300–700ms divided by the number of spikes with ISIs of 80–200ms (ISI ratio 

1), or the number of spikes with ISIs of 10–40ms divided by the number of spikes with 

ISIs of 80–200ms (ISI ratio 2). The first ratio captured neurons with prominent ISI delta 

peaks, whereas the second ratio is a measure of burstiness. We found that neurons that were 

manually classified as having delta rhythmic ISIs could be well separated from other 

neurons using the ISI ratio 1. We thus defined neurons as delta-rhythmic spiking patterns 

which had a ISI ratio 1 of at least 0 or more. Most delta-rhythmic neurons spiked several 

times per cycle, however a few neurons only had one spike per cycle.  
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4.10.12 Spike-phase locking strength (PLS) 

To quantify how consistent spikes occurred relative to the oscillation phase, we calculated 

the phase-locking value (PLV303) defined as: 

 

where f is frequency and N is the total number of spikes. The phase ϕ was obtained from 

the complex wavelet spectrum. 

 

Since PLV is not independent of the number of spikes considered and tends to inflate with 

low numbers of spikes, we only included neurons that had at least 10 spikes for spike-PLV 

analysis. Further, we adjusted the PLV value using the following equation304 to account for 

any potential differences in the number of spikes between groups of neurons, which we 

term here as phase locking strength (PLS): 

 

where N is the number of spike occurrences and f is frequency.  

 

4.10.13 Spike-triggered Vm and LFP spectrograms 

All spectrograms were calculated with the FieldTrip toolbox 

(https://www.fieldtriptoolbox.org/) for MATLAB using the wavelet method (morlet 

wavelets). Spectrograms for each neuron were aligned to each spike and the time window 

250ms before and after each spike was averaged to create a spike-triggered spectrogram 

per neuron (as in Figure 4.7H). Population spectrograms shown in Figure 4.7I,J,L,M, 
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Figure 4.8, Figure 4.10M–O, and Figure 4.12 were created by averaging across the spike-

triggered spectrograms for delta-rhythmic neurons, non-delta rhythmic neurons, SPN or 

ChI populations, respectively. For Figure 4.12, spectrograms were aligned only to spikes 

present in low movement or high movement periods, respectively and these spectrograms 

were subtracted to create those in Figure 4.10M–O. Spectrograms were normalized 

compared to the averaged pre-spike power between -200 to -100ms before the spike. The 

spectrogram in Figure 4.7G was created using the wavelet method on the corresponding 

spike Vm trace shown. Figure 4.7K,N display the power ratio between the time point of 

spike occurrence and the pre-spike period (-200ms to -100ms before the spike) at beta 

frequency (20-40Hz). Only neurons with a minimum number of 20 triggered windows were 

included in the analysis. 

 

4.10.14 Statistics 

Unless otherwise specified, all between-group statistics in bar plots (Figure 4.4N,O, 

Figure 4.7C,F) were conducted using a two-sample independent student t-test. For within 

group statistics (Figure 4.7K,N and Figure 4.10D,H,L,P), a one-sample student t-test was 

used. A p-value threshold of p ≤ 0.05 was used to determine significance. Figure 4.7K,N 

and Figure 4.10P are compared to the pre-spike condition -200 to -100ms before the spike. 

Statistics in Figure 4.10D,H are between the low movement and high movement periods 

or the pre- and post-transition periods, respectively. Neurons that did not meet criteria for 

sufficient numbers of spikes, low vs. high movement periods, or movement transitions 

were excluded from relevant statistical analyses. 
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4.10.15 Spike raster plot 

For an example neuron in Figure 4.10E, the spike timing was plotted per trial as compared 

to movement onset. The average spike rate was then calculated across all onsets for the 

neuron. 

 

4.10.16 Movement onset and offset triggered spike rate 

Movement onset and offset transition points were defined as above. For each neuron, 

average spike rate across one second time windows (500ms before and after each 

transition) was calculated in 100ms intervals and averaged across all onset or offset 

transitions per neuron, respectively. Population spike rate plots shown in Figure 4.10F,G 

and Figure 4.11 were created by averaging across spike rates for the delta-rhythmic, non-

delta rhythmic, SPN and ChI populations, respectively. To determine the statistical 

significance of these movement-triggered spike rates compared to chance, shuffling was 

used. For each neuron, the same number of points as the number of onset transition points 

were randomly selected. One second time windows (500ms before and after each 

transition) around these random transition points were concatenated across all transitions. 

The windows across neurons were concatenated and an average across these windows was 

calculated. Then, the average spike rate was calculated as the moving mean over a sliding 

window of 100 ms. This shuffling was done 1000 times to build a basal distribution of 

average spike rates. The actual metric from observation was also calculated in the same 

manner using the identified onset transition points. If the calculated movement triggered 

spike rate exceeded the 97.5th percentile or was lower than the 2.5th percentile (equivalent 
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to being beyond 2 standard deviations), then the spike rate was deemed to be significant 

and the p value was calculated. Significance was determined if a spike rate exceeded ± 2 

standard deviations above or below the shuffled chance value. 

 

4.10.17 Data exclusions 

Voltage imaging datasets with significant image motion, with no spikes detected, or a 

median spike SBR of less than 5.5 were excluded from analysis. Significant motion was 

defined by thresholding the combined rectified X-Y derivative of the image motion. Any 

motion crossing the threshold of 0.2µm/ms was classified as motion-affected data. Data 

exclusion criteria were not pre-established. 

 

4.10.18 Histology 

Mice were transcardially perfused with PBS followed by 4% paraformaldehyde. The brain 

was gently extracted from the skull and post-fixed in 4% paraformaldehyde for 1-4 hours 

at room temperature or overnight at +4oC. Fixed brains were transferred to a 1% 

polyvinylpyrrolidone (PVP-40), 30% sucrose, 30% ethylene glycol PBS-based solution 

and stored at 4C305. Before slicing, brains were moved to 30% sucrose-PBS solution and 

rotated 24-48 hours at 4C to allow cryoprotectant solution to diffuse out. Brains were sliced 

(coronally) to a 50µm thickness using a freezing microtome. Staining of SPNs was 

performed with primary antibody rabbit anti-DARPP-32 (1:500, Abcam ab40801 

[EP720Y]), followed by the secondary antibody AlexaFluor568 (1:500, goat anti-rabbit 
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IgG, Invitrogen A11011). All antibodies were used according to protocols that have been 

validated by suppliers. Slice imaging was performed using an Olympus FV3000 scanning 

confocal microscope equipped with 405, 488, 561, and 640nm solid state diode lasers and 

a 20× NA0.45 air objective lens (LUCPLFN20X; Olympus), controlled by Fluoview 

FV31-SW software. Acquired images were analyzed in Fiji/ImageJ. 
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5 CONCLUSION 

5.1 Summary & Significance 

In this dissertation, we optimized a high-performance, genetically-encoded voltage 

sensor in multiple electrically active systems to enable in vivo population voltage imaging 

with single cell-, single spike precision. We also applied this optimized sensor to the 

striatum to investigate circuits underlying motor behavior and oscillatory activity.  

 

In Chapter 2, we demonstrate that Archon1 can monitor cardiac action potentials in iPSC-

derived cardiomyocytes in 2D monolayers and engineered 3D tissues. Our results highlight 

that Archon1 is capable of robustly reporting action potential dynamics under a variety of 

conditions, including when exposed to electrical pacing and ion channel inhibitors, and has 

comparable sensitivity and time resolution to patch-clamp electrophysiology, the current 

gold standard in the field, while outperforming commonly used voltage-sensitive dyes. The 

genetically-encoded nature of Archon1 and compatibility with a Cre-recombinase system 

allowed us to image the same cells weeks post-infection and enabled optical isolation of 

CMs within a complex 3D tissue environment, which could be translatable to imaging of 

whole heart slices or cardiac tissue in Cre-transgenic animals. Finally, we were able to 

measure the membrane potential of multiple cells simultaneously in both 2D culture and 

3D tissue environments, highlighting the possibility of population studies while retaining 

single-cell precision, such as for measurement of conduction velocity and AP propagation, 

as well as intercellular phase-locking or phase delay. 
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In Chapter 3, we achieved a longstanding goal in neuroscience: to image membrane voltage 

across a population of individual neurons in an awake, behaving mammal. Using the 

somatically-localized variant of Archon1, SomArchon, we could detect both spiking and 

subthreshold dynamics in multiple brain regions of awake, behaving animals as well as 

routinely record populations of 15 neurons simultaneously with high spatiotemporal 

precision. In addition, by genetically fusing SomArchon to the high-performance 

channelrhodopsin, CoChR, we could perform all-optical electrophysiology, with 

simultaneous monitoring and control of membrane dynamics. Furthermore, SomArchon 

outperformed many of the other available next-generation sensors, while being fully 

genetically encoded and compatible with conventional one-photon microscopy, making it 

an easily adaptable tool to diverse contexts in neuroscience. 

 

In Chapter 4, we deployed the newly-developed SomArchon to the dorsal striatum and 

revealed a relationship between subthreshold delta frequency oscillations and their 

associated spiking, bulk LFP dynamics, and movement. We found that a majority of ChIs 

and a subset of SPNs demonstrated spike bursting behavior aligned to subthreshold delta 

frequency oscillations. These delta-rhythmic neurons’ spiking was coupled to LFP delta 

oscillations, as well as higher frequency Vm and LFP beta oscillations, indicating the 

ability of these neurons to synchronize striatal networks, measurable by LFP dynamics. 

Finally, we demonstrated that delta-rhythmic neuron spiking is uniquely linked to high 

movement periods and movement transitions. During high movement, delta-rhythmic 

ChIs’ spiking activity in particular was more locked to LFP delta and gamma rhythms, 
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suggesting that ChIs may be synchronizing large striatal networks. In total, these results 

highlight a prominent role of subthreshold delta oscillations to organize spike output and 

larger-scale LFP dynamics and the unique contribution of ChIs to movement-related 

oscillation features, unlocking a greater understanding of basal ganglia neural circuitry. 

 

5.2 Future Directions 

Through this dissertation, we have demonstrated voltage imaging as a powerful tool 

for investigating membrane voltage dynamics of electrically active systems. While 

Archon1 and SomArchon both outperformed many of the leading competitors in the field, 

there is still room for genetic engineering techniques to improve features such as 

brightness, SNR, and photostability. As further evolution of GEVIs continues alongside 

improvements in camera performance, we anticipate that the voltage dynamics of dozens 

to hundreds of cells will be imageable with simple one-photon optics in the near future. 

 

The genetically encoded nature of these GEVIs additionally make them useful tools for 

longer duration studies of disease mechanisms, such as detecting arrhythmias or tracking 

pathological regression of spiking or oscillatory dynamics. In addition, while these studies 

used AAV-mediated delivery, lentiviral particles could be developed to create stable cell 

or mouse lines expressing SomArchon for a variety of applications. 

 

Although we did not take advantage of this utility here, as far-red indicators, Archon1 and 

SomArchon are compatible with green calcium indicators such as GCaMP. These two 
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molecules could be used together for simultaneous, multicolor imaging of voltage and 

calcium dynamics, which could answer important questions about the relationship between 

calcium transients and spiking, as well as enable studies of diseases like Timothy syndrome 

or heart failure where both voltage dynamics and calcium handling are affected220-223. In 

addition, as we demonstrated, SomArchon can be used in conjunction with blue light-

driven optogenetics. Using this feature to further investigate the relationship between 

striatal neurons, one could precisely control the voltage dynamics of ChIs and monitor the 

effect on surrounding SPNs, as well as on LFP oscillations and downstream movement. 

 

Furthermore, while we focused on ChIs and SPNs in this work, several other important 

interneurons exist in the striatum, such as parvalbumin (PV) interneurons or somatostatin 

(SST) neurons, which may play a role in shaping striatal dynamics. As mentioned in 

Chapter 1, SPNs are often characterized into two groups (D1s and D2s), which may have 

different relationships to downstream movement. Future work could also investigate 

differences between D1- and D2-SPNs and their relationship with ChIs and other 

interneurons during behavior. Finally, similar voltage imaging analysis could be performed 

in disease models, such as the 6-OHDA mediated Parkinsonian model, to monitor the 

dynamics of neurons during different stages of disease progression, as has been previously 

done in calcium studies285. Such work could provide strategies for disease intervention and 

therapy, as well as open the door for future voltage imaging analysis of a variety of 

electrical circuits involved in behavioral and pathological paradigms. 
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6 APPENDIX: SUPPLEMENTARY TABLES FOR CHAPTER 3 

 

6.1 Statistical Tables 

Table 6.1. Two-sample Kolmogorov-Smirnov (K-S) tests comparing fluorescence intensity of 

Archon1 vs. SomArchon at different positions along neurites in cortex, hippocampus, and 

striatum. Related to Figure 3.1. 

Distance along neurite 

from soma (𝜇m) 

Cortex 

p-value 

Hippocampus 

p-value 

Striatum 

p-value 

5 0.0006 0.1543 0.1103 

10 0.1451 1.54E-05 0.1672 

15 0.0973 0.0007 0.5598 

20 1.43E-05 5.83E-05 0.1542 

25 3.81E-08 3.74E-06 0.0011 

30 1.54E-09 2.53E-07 8.34E-05 

35 1.22E-13 6.37E-08 5.48E-07 

40 5.06E-15 6.37E-08 5.48E-07 

45 3.14E-16 1.16E-08 1.65E-09 

50 7.69E-16 1.73E-08 5.48E-07 

55 4.91E-18 2.97E-09 1.27E-08 

60 6.44E-17 5.89E-11 1.65E-09 

65 8.50E-18 1.26E-11 1.65E-09 

70 3.83E-17 2.59E-12 8.12E-07 

75 3.83E-17 2.59E-12 1.96E-07 

80 2.38E-17 2.59E-12 3.80E-08 

85 3.30E-16 2.78E-11 6.90E-08 

90 1.08E-15 2.78E-11 1.08E-08 

95 1.19E-13 1.42E-11 1.30E-07 

100 2.75E-12 4.42E-11 4.56E-08 
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Table 6.2. Two-sided Wilcoxon Rank Sum test for Figure 3.2e between electrical and optical 

FWHM (full width, half maximum) of SomArchon-expressing neurons in mouse brain slices 

FWHM Cortex 

p-value 0.0010 

Wilcoxon rank sum statistic 131 

 

FWHM Hippocampus 

p-value 0.0019 

Wilcoxon rank sum statistic 40 

 

FWHM Striatum 

p-value 0.0411 

Wilcoxon rank sum statistic 26 

 

 

Table 6.3. Two-sided Wilcoxon Rank Sum test for membrane resistance of SomArchon- vs. 

Archon1-expressing or non-expressing neurons in mouse brain slices for Figure 3.4a–c 

Membrane Resistance Cortex 

p-value 0.8026 

Wilcoxon rank sum statistic 103 

 

Membrane Resistance Hippocampus 

p-value 0.6294 

Wilcoxon rank sum statistic 68.5 

 

Membrane Resistance Striatum 

p-value 0.7308 

Wilcoxon rank sum statistic 52 
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Table 6.4. Two-sided Wilcoxon Rank Sum test for the membrane capacitance of SomArchon- 

vs. Archon-expressing or non-expressing neurons in mouse brain slices for Figure 3.4a–c 

Membrane Capacitance Cortex 

p-value 0.8895 

Wilcoxon rank sum statistic 111 

 

Membrane Capacitance Hippocampus 

p-value 0.9720 

Wilcoxon rank sum statistic 52 

 

Membrane Capacitance Striatum 

p-value 0.8357 

Wilcoxon rank sum statistic 51 

 

Table 6.5. Two-sided Wilcoxon Rank Sum test for the resting potential of  SomArchon- vs. 

Archon-expressing or non-expressing neurons in mouse brain slices for Figure 3.4a–c 

Resting Potential Cortex 

p-value 0.8236 

Wilcoxon rank sum statistic 103.5 

 

Resting Potential Hippocampus 

p-value 0.8880 

Wilcoxon rank sum statistic 65.5 

 

Resting Potential Striatum 

p-value 0.7751 

Wilcoxon rank sum statistic 39.5 
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Table 6.6. Two-sided Wilcoxon Rank Sum test for the full width half maximum (FWHM) per 

action potential of SomArchon-expressing vs. non-expressing neurons in mouse brain slices 

for Figure 3.4b,c. 

FWHM Hippocampus 

p-value 0.0037 

Wilcoxon rank sum statistic 32 

FWHM Striatum 

p-value 0.0931 

Wilcoxon rank sum statistic 28 

 

Table 6.7. Two-sided Wilcoxon Rank Sum test for Figure 3.6c, ΔF/F of SomArchon vs. 

ASAP3-Kv, Voltron-ST, QuasAr3-s, and paQuasAr3-s in mouse brain slices 

ΔF/F ASAP3-Kv 

p-value 6.75x10−6 

Wilcoxon rank sum statistic 178 

 

ΔF/F Voltron-ST 

p-value 9.25x10−6 

Wilcoxon rank sum statistic 106 

 

ΔF/F QuasAr3-s 

p-value 0.0022 

Wilcoxon rank sum statistic 59 

 

ΔF/F paQuasAr3-s 

p-value 0.0045 

Wilcoxon rank sum statistic 123 
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Table 6.8. Two-sided Wilcoxon Rank Sum test for Figure 3.6d, SNR tested in mouse brain 

slices, between SomArchon ASAP3-Kv, Voltron-ST, QuasAr3-s, and paQuasAr3-s 

SNR ASAP3-Kv 

p-value 0.0029 

Wilcoxon rank sum statistic 218 

 

SNR Voltron-ST 

p-value 0.1753 

Wilcoxon rank sum statistic 173 

 

SNR QuasAr3-s 

p-value 1.07x10−4 

Wilcoxon rank sum statistic 46 

 

SNR paQuasAr3-s 

p-value 0.1667 

Wilcoxon rank sum statistic 153 

 

Table 6.9. Two-sided Wilcoxon Rank Sum test for Figure 3.10f comparing striatal neurons’ 

firing rate during periods of low speed movement vs. high speed movement  

Cell p-value 
Wilcoxon rank 

sum statistic 
zval 

1 0.583 698.5 0.5497 

2 0.072 451 -1.7989 

3 0.043 417.5 -2.0238 

4 2.27E-07 3303 -5.176 

5 7.23E-05 2359 3.9684 

6 0.525 1071 -0.6359 

7 0.655 1086 -0.4468 

8 0.0012 865.5 -3.228 

9 0.815 1084.5 0.2336 

10 0.219 1418.5 1.228 

11 0.144 1075 -1.4617 

12 0.0015 7239 3.1753 

13 0.782 1296.5 -0.2768 

14 1.32E-04 -3.8227 920.5 
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Table 6.10. 𝛘2 test for neurons included in Figure 3.11a–d testing against the null hypothesis 

of a uniform distribution. DOF is degrees of freedom. 

  LFP Vmo 

Cell # p-value 

𝛘2 test 

statistic DOF p-value 

𝛘2 test 

statistic DOF 

1 1.58E-07 64.925 17 1.10E-07 65.849 17 

2 0.0557 27.168 17 6.23E-40 232.946 17 

3 0.619 14.670 17 2.23E-29 180.564 17 

4 0.00117 40.308 17 4.14E-171 856.475 17 

5 0.12 23.983 17 1.67E-49 279.756 17 

6 0.51 16.190 17 1.72E-31 191.132 17 

7 0.271 20.064 17 3.66E-20 133.677 17 

8 0.618 14.688 17 1.11E-04 47.280 17 

9 0.643 14.340 17 7.73E-13 94.909 17 

10 0.718 13.263 17 3.92E-02 28.526 17 

11 0.0263 30.000 17 1.14E-08 71.596 17 

12 4.54E-06 56.109 17 1.00E-10 83.263 17 

13 2.23E-34 205.508 17 2.40E-165 829.457 17 

14 0.0636 26.641 17 5.47E-02 27.237 17 

15 2.87E-05 51.073 17 1.46E-22 146.035 17 

16 0.891 10.283 17 4.57E-04 43.146 17 
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Tables 6.11. Repeated measures ANOVA for Figure 3.12. 

Striatum Intensity 

p-value 0.023217 

F 3.5861 

 

post hoc Tukey’s HSD test 

Trial 1 2 3 4 5 

1  0.979088 0.600956 0.515978 0.36467 

2 0.979088  0.440704 0.401273 0.214062 

3 0.600956 0.440704  0.901844 0.003871 

4 0.515978 0.401273 0.901844  0.1066 

5 0.36467 0.214062 0.003871 0.1066  

 

 

Striatum SNR 

p-value 0.63726 

F 0.64431 

post hoc Tukey’s HSD test 

Trial 1 2 3 4 5 

1  0.907207 0.958312 0.999869 0.982537 

2 0.907207  0.576767 0.705478 0.617842 

3 0.958312 0.576767  0.831883 0.997305 

4 0.999869 0.705478 0.831883  0.931505 

5 0.982537 0.617842 0.997305 0.931505  

 

Striatum Firing Rate 

p-value 0.83742 

F 0.35511 

 

post hoc Tukey’s HSD test 

Trial 1 2 3 4 5 

1  0.055919 0.882805 1 0.98906 

2 0.055919  0.999996 0.991153 0.944225 

3 0.882805 0.999996  0.996383 0.95811 

4 1 0.991153 0.996383  0.804642 

5 0.98906 0.944225 0.95811 0.804642  
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Hippocampus Intensity 

p-value 3.44E-22 

F 21.491 

 

post hoc Tukey’s HSD test 

Trial 1 2 3 4 5 6 7 8 9 10 

1  0.001593 0.04591 0.574795 0.688343 0.999087 1 1 0.93142 0.580117 

2 0.001593  0.012262 2.57E-06 9.58E-05 9.54E-05 1.50E-05 0.000104 0.000122 0.000486 

3 0.04591 0.012262  0.061443 0.000648 0.001063 8.37E-06 0.000308 0.000151 0.000585 

4 0.574795 2.57E-06 0.061443  0.999964 0.923573 0.144261 0.223195 0.053445 0.055324 

5 0.688343 9.58E-05 0.000648 0.999964  0.860278 0.004366 0.028524 0.004819 0.009799 

6 0.999087 9.54E-05 0.001063 0.923573 0.860278  0.556941 0.270504 0.017902 0.040012 

7 1 1.50E-05 8.37E-06 0.144261 0.004366 0.556941  0.95185 0.038815 0.102821 

8 1 0.000104 0.000308 0.223195 0.028524 0.270504 0.95185  0.007861 0.14383 

9 0.93142 0.000122 0.000151 0.053445 0.004819 0.017902 0.038815 0.007861  0.684809 

10 0.580117 0.000486 0.000585 0.055324 0.009799 0.040012 0.102821 0.14383 0.684809  

 

Hippocampus SNR 

p-value 2.74E-17 

F 15.65 

 

post hoc Tukey’s HSD test 

Trial 1 2 3 4 5 6 7 8 9 10 

1  0.000291 0.000278 0.002971 1.02E-05 0.002021 0.000753 0.000878 0.000441 0.000109 

2 0.000291  1 0.97404 0.999693 0.999988 0.999997 1 0.999996 0.947458 

3 0.000278 1  0.455752 0.999813 1 0.999999 1 0.999994 0.878177 

4 0.002971 0.97404 0.455752  0.343328 0.872355 0.453222 0.304404 0.176835 0.179375 

5 1.02E-05 0.999693 0.999813 0.343328  1 1 0.999487 1 0.762035 

6 0.002021 0.999988 1 0.872355 1  1 1 1 0.981192 



 

 

1
7
3

 

7 0.000753 0.999997 0.999999 0.453222 1 1  0.999909 1 0.936697 

8 0.000878 1 1 0.304404 0.999487 1 0.999909  0.99915 0.581095 

9 0.000441 0.999996 0.999994 0.176835 1 1 1 0.99915  0.584717 

10  0.000291 0.000278 0.002971 1.02E-05 0.002021 0.000753 0.000878 0.000441 0.000109 

 

Hippocampus firing rate 

p-value 0.38894 

F 1.07 

 

post hoc Tukey’s HSD test 

Trial 1 2 3 4 5 6 7 8 9 10 

1  0.921965 0.944598 0.996829 0.70055 0.907368 0.992801 0.944117 0.959096 0.999999 

2 0.921965  0.999999 1 0.994524 1 0.999985 1 1 0.973125 

3 0.944598 0.999999  0.999876 0.999961 1 0.995943 0.999998 0.999875 0.896394 

4 0.996829 1 0.999876  0.946252 0.99998 1 1 1 0.883532 

5 0.70055 0.994524 0.999961 0.946252  0.991271 0.883536 0.986476 0.874771 0.601617 

6 0.907368 1 1 0.99998 0.991271  0.995514 0.999999 0.999564 0.940647 

7 0.992801 0.999985 0.995943 1 0.883536 0.995514  0.999995 0.999999 0.995133 

8 0.944117 1 0.999998 1 0.986476 0.999999 0.999995  0.999999 0.951565 

9 0.959096 1 0.999875 1 0.874771 0.999564 0.999999 0.999999  0.936649 

10 0.999999 0.973125 0.896394 0.883532 0.601617 0.940647 0.995133 0.951565 0.936649  

 

Hippocampus spike amplitude 

p-value 9.9361e-07 

F 5.7382 
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post hoc Tukey’s HSD test 

Trial 1 2 3 4 5 6 7 8 9 10 

1  0.28304 0.68783 0.68004 0.99142 1 0.99999 0.99998 0.99643 0.99777 

2 0.28304  0.46636 0.99993 0.049266 0.020181 0.00056424 0.00079058 4.7664e-05 0.973 

3 0.68783 0.46636  0.98407 0.41356 0.071376 0.0015959 0.0010367 4.797e-05 0.99967 

4 0.68004 0.99993 0.98407  0.031141 0.022343 0.0013281 0.00019081 2.2154e-05 0.9435 

5 0.99142 0.049266 0.41356 0.031141  0.51441 0.019361 0.0057928 0.0012401 1 

6 1 0.020181 0.071376 0.022343 0.51441  0.11384 0.05668 0.061031 0.98715 

7 0.99999 0.00056424 0.0015959 0.0013281 0.019361 0.11384  1 0.87884 0.79075 

8 0.99998 0.00079058 0.0010367 0.00019081 0.0057928 0.05668 1  0.68336 0.63414 

9 0.99643 4.7664e-05 4.797e-05 2.2154e-05 0.0012401 0.061031 0.87884 0.68336  0.4607 

10 0.99777 0.973 0.99967 0.9435 1 0.98715 0.79075 0.63414 0.4607  

 

Hippocampus noise 

p-value 3.1718e-08 

F 6.9714 

 

post hoc Tukey’s HSD test 

Trial 1 2 3 4 5 6 7 8 9 10 

1  0.00035545 0.010149 0.0058873 0.0020157 0.022518 0.31433 0.10414 0.098306 0.011564 

2 0.00035545  0.46828 0.029797 0.2885 9.255e-05 0.9993 0.090932 0.030078 0.70542 

3 0.010149 0.46828  0.99018 0.99993 0.9636 1 0.95964 0.75254 0.39425 

4 0.0058873 0.029797 0.99018  0.99932 1 0.99893 1 0.99922 0.22413 

5 0.0020157 0.2885 0.99993 0.99932  0.99972 0.99983 0.99927 0.86987 0.18828 

6 0.022518 9.255e-05 0.9636 1 0.99972  0.99824 1 0.99486 0.28566 

7 0.31433 0.9993 1 0.99893 0.99983 0.99824  0.97896 0.89708 0.60837 

8 0.10414 0.090932 0.95964 1 0.99927 1 0.97896  0.99913 0.2488 

9 0.098306 0.030078 0.75254 0.99922 0.86987 0.99486 0.89708 0.99913  0.22088 

10 0.011564 0.70542 0.39425 0.22413 0.18828 0.28566 0.60837 0.2488 0.22088  
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Tables 6.12. One-way ANOVA for Figure 3.14 

Note: groups of 50–60 μm and 60–70 μm only contain one data point each and therefore were 

excluded. 

 

Neuron pairs coherence at theta frequency 

p-value 0.2638 

F 1.44 

 

post hoc Tukey’s HSD test   

Distance 1 (μm) Distance 2 (μm) p-value 

10–20  20–30  0.6252 

10–20  30–40  0.2059 

10–20  40–50  0.8327 

20–30  30–40  0.6801 

20–30  40–50  0.9960 

30–40  40–50  0.6801 

 

 

Neuron pairs coherence at gamma frequency 

p-value 0.1338 

F 2.1 

 

post hoc Tukey’s HSD test   

Distance 1 (μm) Distance 2 (μm) p-value 

10–20 20–30 0.9766 

10–20 30–40 0.2314 

10–20 40–50 0.9997 

20–30 30–40 0.2387 

20–30 40–50 0.9558 

30–40 40–50 0.1978 

 

 

Neuron pairs correlation 

p-value 0.4351 

F 1.00 

 

post hoc Tukey’s HSD test   

Distance 1 (μm) Distance 2 (μm) p-value 

10–20 20–30 0.7305 

10–20 30–40 0.4389 

10–20 40–50 0.4670 

20–30 30–40 0.8979 

20–30 40–50 0.8930 

30–40 40–50 0.9997 
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Donut pairs coherence at theta frequency 

p-value 0.592 

F 0.65 

 

post hoc Tukey’s HSD test   

Distance 1 (μm) Distance 2 (μm) p-value 

10–20 20–30 0.9777 

10–20 30–40 0.9855 

10–20 40–50 0.8993 

20–30 30–40 0.7781 

20–30 40–50 0.5735 

30–40 40–50 0.9706 

 

 

Donut pairs coherence at gamma frequency 

p-value 0.1632 

F 1.93 

 

post hoc Tukey’s HSD test   

Distance 1 (μm) Distance 2 (μm) p-value 

10–20 20–30 0.9834 

10–20 30–40 0.3051 

10–20 40–50 0.4829 

20–30 30–40 0.2604 

20–30 40–50 0.5048 

30–40 40–50 0.9942 

 

 

Donut pairs correlation 

p-value 0.4086 

F 1.02 

 

post hoc Tukey’s HSD test   

Distance 1 (μm) Distance 2 (μm) p-value 

10–20 20–30 0.9668 

10–20 30–40 0.9775 

10–20 40–50 0.7918 

20–30 30–40 0.6934 

20–30 40–50 0.3725 

30–40 40–50 0.9121 
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6.2 Comparison of screened variants and competing next-generation soma-

targeted voltage sensors 

 

Table 6.13. Characteristics of screened soma-localized Archon1 variants 

Full name of 

construct 
How far from the soma, 

approximately, was the 

fluorescence detected using 

visual inspection, in this 

study? 

Membrane/cytoplasmic 

localization detected using 

visual inspection in near-

infrared channel, in this study 

Voltage 

sensitivity* 
  

Archon1-linker- 
KA2(1-150)-EGFP 

50–100 μm Cytoplasmic with bright puncta 

in soma 
Non-

functional 

Archon1-linker- 
KA2(1-100)-EGFP 

50–100 μm Cytoplasmic with bright puncta 

in soma 
Non-

functional 

KA2(1-150)-linker- 
Archon1-EGFP 

50–100 μm Cytoplasmic with bright puncta 

in soma 
Non-

functional 

Archon1-KGC-

EGFP- 
NaV1.2(II-III)-ER2 

80–100 μm Membrane with significant 

aggregation in soma 
Not 

measured 

Archon1-KGC-

EGFP- 
NaV1.6(II-III)-ER2 

30–60 μm Membrane with no aggregation 12% of ΔF/F 

per 100 mV 

voltage step 

Archon1-KGC-

EGFP- 
KV2.1-motif-ER2 

(SomArchon) 

20–40 μm Membrane with no aggregation 30% of ΔF/F 

per 100 mV 

voltage step 

Archon1-KGC-

EGFP- 
AnkMB(270)-motif-

ER2 

>100 μm Cytoplasmic with bright puncta 

in soma 
Non-

functional 

Archon1-KGC-

EGFP- 
AnkMB(490)-motif-

ER2 

>100 μm Cytoplasmic with bright puncta 

in soma 
Non-

functional 

Archon1-KGC-

EGFP- 
AnkSB-motif-ER2 

>100 μm Cytoplasmic with bright puncta 

in soma 
Non-

functional 
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Archon1-KGC-

EGFP- 
AnkCt-motif-ER2 

50–70 μm Membrane with minor 

aggregation in soma 
15% of ΔF/F 

per 100 mV 

voltage step 

Archon1-KGC-

EGFP- 
AnkSR-motif-ER2 

40–60 μm Membrane with minor 

aggregation in soma 
15% of ΔF/F 

per 100 mV 

voltage step 

Archon1-KGC-

EGFP- 
AnkTail-motif-ER2 

>100 μm Cytoplasmic with bright puncta 

in soma 
Non-

functional 

*voltage sensitivity was quantified by whole-cell patch clamp in cultured neurons 
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Table 6.14. Performance of genetically encoded fluorescent voltage sensors in mouse brain tissues and live mice 

Sensor Ex 

(nm) 

Em 

(nm) 

ΔF/F per AP (%) SNR per AP On 

kineticsa 

(ms) 

Off 

kineticsa 

(ms) 

Max reported # 

of 

simultaneously 

imaged 

neurons in vivo 

Ref 

Slice In vivo Slice In vivo 

MacQ-

Citrine 

516 529 -2.5 in 

neocortical 

pyramidal 

neurons, 

-0.5 in PV 

interneurons 

-1.5 Purkinje 

neurons 

6 in neocortical 

pyramids, 2 in PV 

interneurons at 

30mW/mm2, 

440Hz camera 

frame rate 

5–10b Purkinje 

neurons at 

10mW/mm2, 

190Hz 

2.8 (74)/71 

measured in 

HEK cells 

at 22oC 

5.4 (77)/67 

measured in 

HEK cells 

at 22oC 

2 (Cerebellar 

Purkinje neuron 

dendrites only) 

207,306 

Ace2N-

4AA-mNeon 

506 517 -6.5 in cortex 

L2/3  

-3 in cortex 

L2/3 

ND  5–10b in visual 

cortex L2/3 at 

25mW/mm2, 

1kHz 

0.37 

(58)/5.5 

measured in 

HEK cells 

at 22oC  

0.5 (60)/5.9 

measured in 

HEK cells 

at 22oC 

2 (L2/3 primary 

visual cortex) 

188 

QuasAr2 637 700 15 in 

hippocampus 

nd 8.5 in 

hippocampal 

neurons at 

8W/mm2, 1kHz 

nd 0.3 (62)/3.2 

in HEK 

cells at 34 

oC 

0.3/(73) 4.0 

in HEK 

cells at 34 

oC 

nd 181,208 

QuasAr3 637 700 14 in cortex 

L2/3c 

nd 6.4 in cortical 

neurons at 

1.5W/mm2, 

500Hzc 

nd 1.2 (77)/10 

in HEK 

cells at 

34oC 

0.87 (91)/9 

in HEK 

cells at 

34oC 

nd 97 

paQuasAr3 637 700 23 in cortex 

L2/3c 

nd 28 in cortical 

neurons at 

1.5W/mm2, 

500Hzc 

nd 0.9 (57)/15 

in HEK 

cells at 

34oC 

0.93 (79)/15 

in HEK 

cells at 

34oC 

4 spiking, 6 

non-spiking 

(pyramidal cell 

layer 

hippocampus),  

97 
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ASAP3 900-

920 

(2P) 

 -10 in L2/3 

cortex under 1P 

at 500Hzc; 

-17 in 

hippocampus 

under 2P,  

-8.3 in cerebellar 

molecular layer 

interneurons, -

37.3 in striatum 

under 2P and 

1kHz 

-9 in cortex L1 

and L2/3 under 

2P 

2.6 in striatum 

under 2P and 

1kHz; 

19 in L2/3 cortex 

at 25mW/mm2 at 

500Hzc 

nd 0.94 

(72)/7.2 

measured in 

HEK cells 

at 33–35oC 

3.8 (76)/16 

measured in 

HEK cells 

at 33–35oC 

1 (primary 

visual cortex L1 

and L2/3), 3 

(primary visual 

cortex L5 apical 

dendrites) 

207 

Voltron525 525 549 -6.5 in L2/3 

cortexc 

~-5-10 in 

visual cortex 

and PV 

interneurons in 

hippocampusb, 

~-0.5-3 in layer 

1 visual cortex 

interneuron 

populationb 

27 in L2/3 of 

cortex at 

29mW/mm2 500 

Hzc 

4.4 at 3–
20mW/mm2 

400Hz 

0.64 

(61)/4.1 

neuronal 

culture 

temp not 

reported 

0.78 

(55)/3.9 

neuronal 

culture at 

34oC 

46 (primary 

visual cortex) 

 

206 

SomArchon 637 700 53 in cortex 

L2/3; 

37 in 

hippocampus; 

26 in striatum; 

nd 37 in cortex L2/3 

at 1.5W/mm2, 

500Hz; 20 in 

hippocampus at 

1.5W/mm2, 1kHz 

27 in striatum at 

1.5W/mm2 at 

1kHz 

7 in motor cortex 

at 1.6W/mm2, 7 

in visual cortex 

at 1.6W/mm2, 12 

in striatum at 

4W/mm2, 16 in 

hippocampus at 

4W/mm2 

0.61 

(88)/8.1d 

neuronal 

culture at 

34oC 

1.1 (88)/13d 

neuronal 

culture at 

34oC 

18 (CA1 

hippocampus) 

202 

Ex – excitation wavelength; 

Em – emission wavelength; 

nd – not determined; 
avoltage kinetics evaluated by bi-exponential fitting (in the format fast/slow), where the value in parentheses represents the % of current 

magnitude in the fast τ component; bestimated from traces presented in the indicated paper; cdata from this study measured for soma 

localized version of the sensors QuasAr3, paQuasAr3, Voltron525, ASAP3, see Figure 3.6 for details; ddata from ref183,202. Sensors with 

negative ΔF/F values are negative-going (fluorescence decreases with membrane voltage increases).
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6.3 Additional Tables 

Table 6.15. Number of manually selected neurons during in vivo population imaging in the 

hippocampus of awake mice 

FOV Neuron # 
Spiking Neuron 

# 

Session  

duration (s) 

Acquisition  

Freq. (Hz) 

Mouse1_FOV1 15 8 27 741 

Mouse1_FOV2 9 8 27 741 

Mouse1_FOV3 18 10 27 741 

Mouse1_FOV4 11 9 27 741 

Mouse1_FOV5 15 11 27 741 

Mouse1_FOV6 18 12 27 741 

Mouse1_FOV7 11 6 13.5 741 

Mouse2_FOV1 12 8 24.2 826 

Mouse2_FOV2 6 4 24.2 826 

Mouse2_FOV3 11 9 24.2 826 

Mouse2_FOV4 15 9 24.2 826 

Mouse2_FOV5 14 7 24.2 826 

Mouse2_FOV6 15 6 24.2 826 
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