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ESSAYS ON INFORMATION AND INNOVATION IN

HEALTH ECONOMICS

ALEXANDER HOAGLAND

Boston University, Graduate School of Arts and Sciences, 2022

Major Professor: Randall P. Ellis, PhD
Professor of Economics

ABSTRACT

This dissertation consists of three essays that study the role of information acqui-

sition and processing in health decision-making. Each chapter underscores the ways

in which new information shapes the choices of health providers and consumers. Un-

derstanding these responses sheds light on critical health policy problems, including

the potential overuse of low-value health services, gaps between medical evidence and

practice, and inequitable access to high-value health services.

The first essay studies the role of a consumer’s family network in the forma-

tion of their risk perceptions. I assess whether people correctly interpret new risk

information communicated through household health events and analyze how these

responses impact household welfare. Individuals respond to new diagnoses in ways

most consistent with individual reevaluations of health risk rather than other possible

explanations. To assess welfare implications, I estimate a structural model of health

choices in which individuals learn about risk after health events reveal information.

I find that consumers over-respond to recent, salient health events by over-weighting

their risks ex-post. This leads to individual and social welfare losses, and suggests

vi



that aiding consumers in interpreting health risk information should be an important

aim of health literacy policies.

The second essay explores how health providers respond to information about

innovations in mental health treatments, paying particular attention to the hetero-

geneous adoption costs of different practices. I compare the impact of continuing

education on takeup across innovations that incur learning costs (psychotherapy)

and those that do not (psychopharmacology). I use a novel extension of an estimator

proposed by Calvi et al. (2021) to estimate a dynamic treatment effect in the presence

of classification error. Therapists respond more to education when learning costs are

negligent, being about three percentage points more likely to write new prescriptions

following a conference.

The third essay assesses the tradeoff between adopting novel medical technologies

and achieving health equity. I study the adoption of transcatheter valve replace-

ment surgeries in Medicare patients; these surgeries disrupted the supply of medi-

cal interventions from cardiothoracic surgeons to interventional cardiologists. This

transition led providers to adjust practice styles along two margins: medium-risk

patients became more likely to receive surgery, and low-risk patients received fewer

medical interventions overall. I incorporate these findings into a model of physician

decision-making, showing that both the expansion of high-intensity intervention and

the crowd-out of low-intensity treatment can be rationalized by the presence of tech-

nological spillovers. The model further highlights that crowd-out may be inequitably

distributed across the patient population when treatment appropriateness is not di-

rectly observed. I validate these predictions in my setting, showing that technology

adoption resulted in disproportionately high barriers to care for low-income patients.
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1

Chapter 1

An Ounce of Prevention or a Pound of

Cure? The Value of Health Risk

Information

1.1 Introduction

Social networks provide important information for consumers making health care

choices. Through connections with family, friends, and neighbors, individuals form

expectations of their own health risks, learn about the value of specific medical prac-

tices, and identify how or from whom to receive care. Family relationships provide

particularly influential sources of health information due to their close proximity and

the high relevance of their health experiences, as both shared genetic profiles and

lifestyle choices influence expected health care consumption. Understanding how

individual health experiences shape family health behaviors is essential for policies

aiming to improve public health, such as those attempting to address high levels of

health care spending or the takeup of high-value health services.

One especially salient dimension of health information individuals may learn from

family health experiences is knowledge about health risks, including both current and

expected future health care needs. Individuals may choose to seek out high-value,

life-saving care after witnessing a family member’s health experience, particularly if

that experience reveals their own risk. For instance, some may choose to become
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vaccinated against COVID–19 once a family member becomes infected Chen (2021);

Giardinelli (2021); Salcedo (2021).

There exists evidence that family members react to the health events of their

loved ones (Fadlon and Nielsen, 2019; Hodor, 2021), but it remains unclear what in-

formation drives these reactions. Health events may lead individuals to reassess their

specific health risks, but individuals may also respond to other features of an event.

These include changes to the expected price of medical care, preferences for health

consumption, or knowledge about the availability of health services. Understanding

the role that social connections play in both the utilization of high-return medical

care and the propagation of low-value services relies on separating these competing

effects. In particular, assessing the welfare effects of transmitting new health infor-

mation requires both understanding whether individuals respond to information itself

and the extent to which they update their beliefs correctly.

In this paper, I examine how consumers who receive health risk signals through

witnessing a major health event within their household—such as a diagnosis with a

new chronic condition—modify their assessments of their own risks and alter their

choices accordingly. I study households with employer-sponsored insurance (ESI)

obtained through large employers between 2006 and 2018. Highly-detailed claims

data provides insight into how individuals respond to quasi-random health events

in their family, including overall responses in plan choices and health spending as

well as decisions about the use of specific services. Additionally, these data include

rich variation in coverage generosity and plan characteristics among enrollees, an

important fact I leverage to separate changes in household beliefs about risk from

other, potentially confounding, effects of health events.

I show that major health events generate strong informational spillovers among

non-diagnosed household members. Those exposed to new health information signif-
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icantly and persistently increase both their overall health care utilization and their

investments in preventive care, particularly for services that are specific to the con-

dition just diagnosed in their household. I show that these spillover effects are more

consistent with individual learning than other potential mechanisms. The magnitude

of these increases is constant across insurance plan designs—including plans without

deductibles—suggesting that moral hazard concerns are not driving changes.1 Addi-

tionally, chronic events induce stronger and more persistent behavior changes than

acute health events, suggesting that salience effects arising from a traumatic health

experience do not fully explain observed results (Dalton et al., 2020; Fadlon and

Nielsen, 2019). Finally, I show that even individuals who are most familiar with the

health care system—such as those taking regular preventive medications for cardio-

vascular health—are responsive to major health events, implying that learning about

health systems, rather than health risk, is not the main driver of observed results.2

In general, one would expect receiving new information about one’s risk to lead to

improvements in decision-making and welfare. Surprisingly, however, I demonstrate

that the welfare effects of new information are not obvious from reduced-form analysis

alone. Affected household members increase their use of “low-value” health services,

procedures that are generally agreed to be cost ineffective due either to their reach

(e.g., benefiting few patients) or their average returns (e.g., low levels of benefits

relative to costs) (Colla et al., 2015). Households responding to chronic diagnoses are

most likely to increase their utilization of low-value services that appear, from their

perspective, closely related to preventive care, including cardiac screenings before

low-risk surgeries or imaging services for lower back pain. In addition, households

1As is common in the health economics literature, I use the phrase “moral hazard” to denote
induced-demand effects arising from changes in the price an individual faces for care. For a more
in-depth discussion of this abuse of notation, see Einav et al. (2013).

2This general learning may include systematic learning about health care organizations, the
process of receiving insurance coverage for care, or building physician relationships (Sabety, 2020).
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do not alter their insurance plan choices even after large expected increases in health

costs from managing chronic conditions. Both of these findings cast doubt on the

extent to which health information improves choice quality.

These findings motivate a structural approach to model the evolution of house-

hold decisions following health events and quantify the associated welfare effects of

receiving health information. I write and estimate a model in which households form

beliefs about their health risks over time. In my model, households first make deci-

sions about their insurance coverage prior to receiving information about their health

state in a period; once this information is realized, households choose health spending

(Cardon and Hendel, 2001; Einav et al., 2013; Marone and Sabety, 2022). Novel to

my model, health shocks take two forms: major health events and non-chronic health

fluctuations. Major health events occurring in a household induce other members

to update beliefs about their health risks, but also affect consumer choices by poten-

tially lowering the conditional cost of non-chronic care and increasing risk aversion. A

structural approach allows me to separately identify these competing effects, yielding

clear estimation of the welfare effects from receiving health information.

A key challenge in my model is identifying changes in an individual’s beliefs about

their health risks separate from these alternative explanations. I use multiple sources

of variation in the data to decompose the effects of household health events. First,

I use a broad set of health events which vary in their expected treatment costs to

identify the effects of price changes on spending decisions. More expensive condi-

tions (e.g., cancers) are associated with stronger price effects than cheaper ones (e.g.,

asthma) and therefore are expected to induce stronger moral hazard responses. Sec-

ond, I exploit variation in the availability and generosity of plans offered to households

to separately identify changes in household risk aversion at the time of plan choice.

Here, the intuition is that individual beliefs about health determine optimal medi-
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cal spending and coverage levels, while household risk aversion also determines the

gradient of preferred coverage as the price or generosity of plans vary (Ericson et al.,

2020). I complement this approach with additional information about the circum-

stances of a diagnosis (e.g., whether a hospitalization occurred) to further model risk

preferences and risk beliefs separately. Finally, I use both acute and chronic health

events to assess the extent to which individuals learn more generally about the health

care system, rather than the causal effect of new information about health risks.

Counter to expected thought, the new information gained from health events is not

welfare-improving for many households. In fact, new health risk information lowers

expected household utility by an average of $2,788 per year. The central insight

of the model is that there is a tension between the seriousness of a major health

event and the appropriate level to which individuals should update their beliefs: new

diagnoses in a household spur overly large changes in an individual’s assessment of

their health risks, resulting in average posterior beliefs that are well above the average

in-sample risk of diagnosis. Counterfactual simulations suggest that bounding these

changes in risk beliefs substantially increases consumer welfare: 86% of the households

in my sample would find health information welfare-improving were their responses

mitigated. Finally, I demonstrate that the societal value of communicating health

information can be improved by selectively revealing it to specific groups, such as

those with higher ex-ante risk. This suggests that population health information

campaigns—including genetic testing programs and screening practices for important

conditions such as COVID-19—can benefit from targeting specific groups.

My analysis contributes to a burgeoning discussion on the causal spillover effects of

health information within social networks, particularly the family. The importance of

family relationships in economic decision-making has been well-documented in labor

supply and education choices (Browning et al., 2014; Altmejd et al., 2021), but the role
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of these relationships in forming health behaviors is not as well understood. Previous

work has suggested that an individual’s social network informs their decision-making

following acute health events (Bouckaert et al., 2020; Hodor, 2021; Song, 2021), health

trials (Archibong and Annan, 2021), and infectious disease outbreaks (Agüero and

Beleche, 2017).3

I contribute to this discussion in three ways. First, I highlight a new type of health

information to which individuals are highly responsive: household chronic conditions.

I provide evidence that individuals are even more responsive to these chronic diagnoses

than to household acute health events. Second, I explore the mechanisms behind these

responses, showing that changes to how individuals assess their health risks appear

to drive observed spending changes. Finally, I provide evidence that while health

events increase investments in high-value care, they are also associated with large

errors in risk assessments and the takeup of low-value care, resulting in welfare losses

for households on average.

I also contribute to a growing literature that incorporates learning and preferences

in structural models of health behavior (Barseghyan et al., 2018; Bundorf et al.,

2021a). I incorporate the findings of this literature into the first structural model

addressing the value of health information spillovers, and highlight the particular

behaviors—such as information misinterpretation—that dampen potential welfare

gains. My model incorporates a fully flexible specification for misinterpretation of

information (Hauser and Bohren, 2021), and encompasses previous work highlighting

the role major health events play in inducing demand responses by changing spot

prices for other care (Eichner, 1997; Kowalski, 2016). Additionally, I make use of

3A rich literature has highlighted how individuals respond to information about their own health
risks, including their own diagnosis. For an in-depth review of this literature, see Alalouf et al. (2019).
Some previous work has demonstrated that certain diagnoses can have dramatic impacts (Almond
et al., 2010); however, examinations of other diagnoses revealed a lack of noticeable responses (Dupas,
2011; Kim et al., 2019).
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previous identification results to simultaneously estimate weighted probabilities and

standard risk aversion parameters in a nonlinear framework (Ericson et al., 2020).4

Related to this, I also contribute to a literature on non-Bayesian learning, which

emphasizes the disproportionate weight put on recent, and particularly salient, events

(Kahneman and Tversky, 1973). This literature emphasizes the role of individual

over- and under-reactions to new signals, and how this affects the ultimate conver-

gence of individual beliefs (Epstein et al., 2010). Models that incorporate such ideas

include Holt and Smith (2009), who find in an experimental setting that individu-

als significantly overweight new evidence (relative to typical Bayesian predictions)

when it had a lower ex-ante probability of occurring. Other important models draw

attention to biased beliefs in models of consumer choices, including their role in ratio-

nalizing choices that would otherwise require unreasonably high levels of risk aversion

(Ortoleva, 2012; Paserman, 2008; Spinnewijn, 2015).

My model highlights that over- or under-reactions can be accommodated ex-ante

in a quasi-Bayesian framework by varying the timing of belief updating. In addi-

tion, I simultaneously estimate biased beliefs and risk preferences, providing a micro-

foundation of how individuals form beliefs in a setting of largely small-probability

events. My model provides additional insight into the development of subjective

health beliefs; in particular, I provide new evidence that explains why consumers

may be better at predicting their relative risk rather than their absolute risk (Bun-

dorf et al., 2021b), and how biases in assessing their own health risks may arise (Arni

et al., 2021).

Finally, my work is relevant to the well-established literature exploring subop-

timal health decisions made by most consumers (Abaluck and Gruber, 2011, 2016a;

Abaluck and Compiani, 2020; Baicker et al., 2015; Handel, 2013; Handel and Kolstad,

4See Barseghyan et al. (2013) and their later review paper Barseghyan et al. (2018) for a more
thorough discussion of the literature estimating models of probability weighting in other settings in
economics.
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2015; Iizuka et al., 2021; Ketcham et al., 2012). This literature includes an ongoing

discussion about the extent to which improving health information generally may

improve decision-making (Abaluck and Gruber, 2016b; Cutler and Zeckhauser, 2004;

Gruber et al., 2020). My analysis reveals that some health signals—such as major

health events—do little to align household choices with the value of medical care, and

may instead lead to an increase in the over-utilization of services that provide little or

no benefit to households. Hence, simply improving access to health information may

shift consumers only from one type of poor decision-making to another, while increas-

ing total health spending. Additionally, my paper underscores the role of behavioral

economics in structural models assessing the quality of consumer choices. I show

that including factors such as belief discounting may help to explain why overcoming

information frictions is not simply a matter of increased access to health information.

I present my empirical setting and data in Section 1.2. Following a discussion

of major health events, I provide evidence of their spillover effects and the potential

mechanisms driving them in Section 1.3. Then, to evaluate the welfare effects asso-

ciated with these responses, I present the details of my model in Section 1.4 and its

results in Section 1.5. The model output informs several counterfactual analyses as-

sessing the role of consumer responsiveness to information, which I present in Section

1.6. Finally, I discuss the relevance of my findings and directions for future work in

Section 1.7.

1.2 Empirical Setting & Data

My primary data on household plan choice, health utilization, and major medical

events come from the IBM/Truven Marketscan Commercial Claims and Encounters

Data. These data contain detailed inpatient, outpatient, and pharmaceutical claims

for a sample of households enrolled in ESI through large U.S. firms which contracted
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with participating payers. Each observation includes diagnostic, procedural, and

payment information, as well as household, firm, and insurance plan identifiers. I

obtained data from 2006 to 2018, with the exception of plan identifiers, which are

only available until 2013. Throughout, spending data has been normalized to 2020

USD using the Consumer Price Index for All Urban Consumers series.

My final sample includes households with two or more members observed for two

or more years and insured with one of eight large firms. I required that each house-

hold have full eligibility and continuous enrollment across their window of observa-

tion. My final sample consists of 353,403 households and 5,439,482 individual-year

observations.

Table 1.1 presents summary statistics for the full sample as well as the subset of

the sample with insurance plan identifiers. It is important to ensure that the two

samples are relatively balanced given that I use only the plan-identified sample in my

structural estimation (Section 1.4). In general, the two groups have similar demo-

graphics, spending trends, and health states. A notable exception is that households

in the plan-identified sample incur lower out-of-pocket (OOP) costs than the full

sample, suggesting that they possess more generous insurance coverage on average.

However, this is likely due to time trends arising from the fact that the plan-identified

sample runs only through 2013. Medical spending, as expected, is highly skewed, with

average annual household spending in the range of $2,500 compared to a median of

about $400. Observed switches in plan choices are low, consistent with prior work

(Handel, 2013).

1.2.1 Major medical events

I model the ways households respond to information about their health risk commu-

nicated through major health events within the family. I identify these events based

on observed diagnostic codes in the claims data, using a subset of the Department
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Table 1.1
Household Summary Statistics

Full Sample Plan-Identified Sample

Panel A: Household demographics
Family size 3.0 (0.00) 3.0 (0.00)
Employee age 45.0 (0.01) 44.4 (0.01)
Enrollee age 30.9 (0.01) 30.4 (0.01)
% female employees 41.6 (0.00) 42.4 (0.00)
% female enrollees 50.2 (0.00) 50.3 (0.00)

Panel B: Medical spending & plan choices
Total medical spending $2,504.41 [$679.75] (4.51) $2,454.88 [$624.16] (7.12)
OOP medical spending $443.07 [$109.66] (0.53) $337.98 [$80.33] (0.89)
% individuals w/ zero spending 15.4 (0.00) 16.6 (0.00)
% individuals w/ zero OOP 21.0 (0.00) 22.2 (0.00)
% switching plans – 5.3 (0.00)

Panel C: Major medical events
% experiencing chronic diagnosis 6.3 (0.00) 5.2 (0.00)
% experiencing acute event 1.0 (0.00) 0.6 (0.00)
Diagnosis OOP, chronic $1,082.05 [$464.69] (11.59) $854.62 [$329.90] (17.72)
Diagnosis OOP, acute $2,494.42 [$1,419.91] (68.05) $2,107.09 [$964.62] (122.50)
Recurring OOP, chronic $983.03 [$521.39] (17.32) $683.60 [$446.69] (19.20)
Years 2006–2018 2006–2013
Nfamilies 353,403 179,044
Nindividuals 1,087,353 555,733

Notes: Values based on Marketscan claims data, 2006–2018. Enrollees are employees plus their covered
dependents. Spending values are reported in 2020 USD. Standard errors are reported in parentheses
and sample medians (when reported) are in brackets.
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of Health and Human Services’ Hierarchical Condition Categories (HCCs). These

HCCs, which are typically used in risk adjustment models, identify a basic set of

chronic illnesses that may alter overall health utilization and spending. I limit my

classification of health events to non-pregnancy HCCs that occur with high frequency

as discussed in Appendix A.2.

To ensure that I identify new diagnoses, I require that relevant diagnosis codes

appear during or after an individual’s second observed year. Additionally, I drop

households for which the diagnosed individual is not present for at least a full year

after their medical event to exclude individuals who might have passed away during

or shortly after their event.

An important feature of my analysis is the separate treatment of health costs

for major medical events, including the costs associated with maintaining the health

of someone with a chronic condition. To measure these costs, I collaborated with

Rebecca Hughes, MD, to identify a set of disease-specific procedures and prescrip-

tions associated with each health condition in my sample.5 I then identify household

spending on these health events based on the claims for these procedures and pre-

scriptions, both in the year of diagnosis and following years. As reported in Table 1.1,

the average (median) household in my sample spends $683.60 ($446.69) out-of-pocket

on recurring costs needed to care for chronic conditions.

1.2.2 Plan characteristics

Heterogeneity in each household’s choice of plans provides a plausibly exogenous

source of variation in how major medical events and chronic health costs impact

household spending decisions. I exploit the claims data to estimate the characteristics

of each plan in my households’ choice sets, which will be important inputs in my

theoretical model.

5Appendix A.3 lists the relevant codes used for each diagnosis.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixA.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixA.pdf
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I define a household’s plan choice set at the firm-state-year level, and limit atten-

tion to plans covering at least five percent of all covered lives within a firm-year to

rule out executive plans.6 In reality, health plans are defined by a complicated set of

cost-sharing measures, including copayment and coinsurance rates that vary widely

across provider specializations, networks, and procedures. For tractability, my struc-

tural model takes in a simplified version of these measures: a family deductible, a

simplified non-specialist coinsurance rate, and a family OOP maximum. I construct

measures for each plan’s individual and family deductibles based on the empirical

distribution of payments in the claims data (Zhang et al., 2018). I then estimate the

other two cost-sharing parameters as those that minimize the sum of squared residuals

between predicted and observed OOP spending for households within each plan year

(Marone and Sabety, 2022). Appendix A.1 describes this methodology in more detail

and evaluates the quality of these inferences. I find that these simplified measures

capture a wide degree of variation in my data and harmonize well with measures from

earlier work. Finally, I estimate each plan-year’s family premium as the average cost

of all households enrolled in the plan over a year, and assume that employee premium

contributions are consistent with the national averages for household coverage (on

average about 28% of the household premium; KFF (2020)).

There is substantial variation across firms, regions, and years in the generosity of

coverage offered to employees, which I describe in Table 1.2. As I describe in Section

1.4.3, such variation provides an intuitively useful means of attributing household

behaviors to changes in risk preferences versus risk beliefs ; households who are more

risk averse tend to minimize their overall variation in ex-ante expenditures by choosing

6My data does not distinguish whether there exist plan “tiers” within firms (for example, a
university that offers one set of plans to its faculty and a different set to its graduate students).
These unobserved barriers may cause measurement error in the plan choice sets used in the structural
model in Section 1.4; however, such error would not affect any of my primary results, which focus
on how new health information alters spending choices conditional on the choice of plan.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixA.pdf
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more generous health plans, while households who are less risk averse but believe they

are at higher risk for major health events may choose less-generous plans overall that

instead provide more targeted coverage. The average household has between two and

four plans to choose from in a given year, with a wide degree of variation in the

average family deductible. This variation is comprised of both heterogeneity in the

frequency with which firms offer zero-deductible health plans as well as in the size of

nonzero deductibles. Similar variations exist in other plan characteristics, including

copayment rates and OOP maxima.

Table 1.2
Average Plan Characteristics, 2006–2013

Firm

A B C D E F G H

# of plans offered 3.5 2.5 3.0 2.0 2.0 2.6 2.8 3.0
Spending/Enrollee ($000s) 12.7 9.8 9.7 10.2 9.3 8.9 9.1 11.5
Family deductible ($000s) 0.4 0.4 2.1 1.0 1.0 0.7 0.9 0.5
% of 0-deductible plans 64.3 46.7 0.0 0.0 0.0 22.2 31.8 38.9
Family OOP max. ($000s) 3.5 4.6 5.1 5.9 4.3 4.1 5.2 3.9
HHI of all plans 0.4 0.6 0.4 0.6 0.9 0.6 0.7 0.4

Notes: Averages are pooled across all plans and years in a given firm.

1.3 Spillover Effects of Household Health Events

This section presents my main reduced-form empirical results. I first show that after

experiencing a chronic major health event, households increase their overall medical

utilization by about 10% annually, as well as increasing their investment in billed

spending on preventive care. I illustrate that the observed responses are consistent

with a reevaluation of one’s own risk by showing that households are more likely

to invest in preventive care that is specific to the illness their family member expe-

rienced. I then consider other potential mechanisms, including financial incentives,

salience effects, and general learning about the health care system. Finally, I show

that household members increase their utilization of “pseudo-preventive” low-value
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services—such as extraneous screenings and imaging services—showing that while

health events generate strong spending responses, these responses are not necessarily

targeted at high-return services.

1.3.1 Induced spending changes

To estimate the causal impact of health shocks on health choices, I first estimate

two-way fixed effects (TWFE) “event study” regressions of the following form:

sinh−1(yft) = αf + τt +
T∑

k=−T

γk1 {t− Eft = k}+ ϵft. (1.1)

The variable yft represents a spending outcome for a household f in year t; in my

main specification, this outcome is annual OOP payments made by all family mem-

bers except those who experience the major health event. I adjust for highly-skewed

distributions of spending variables by using the inverse hyperbolic sine transforma-

tion.7 An added advantage of this transformation is that the resulting regression

coefficients can be interpreted as approximate percentage changes in the outcome

variable, relative to the year prior to the shock. I include household and year fixed

effects, as well as dummy variables indicating when an observation occurred relative

to Eft, a household’s event year. The coefficients on these indicator variables, {γk},

are the objects of interest. I also adjust for potentially correlated responses within a

household by clustering standard errors at the household level.

This approach allows me to identify the potentially time-varying effects of health

shocks—which might have decaying influence on household choices over time—while

7I use the inverse hyperbolic sine transformation to accommodate the approximately 15% of
individual-years in my data with 0 spending (Harris and Stöcker, 1998). Bellemare and Wichman
(2020) show that for a model with continuous variables x and y and specification sinh−1(y) = βx+ε,

the elasticity of y with respect to x is (βx/y)
√
y2 + 1 ≈ βx whenever y ≥ 2. Bellemare and

Wichman (2020) also discuss the ways using this measure may refine estimates using the more
common log(y + 1) transformation. I show in Appendix B that my results are not substantively
altered when using the logarithm transformation.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
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simultaneously controlling for any unobserved household- or year-specific deviations

in behavior. However, recent work has highlighted that TWFE estimators can be

difficult to interpret without strong modeling assumptions (Callaway and Sant’Anna,

2018). In particular, coefficients estimated by TWFE models represent the weighted

average of many two-by-two comparisons. When treatment effects are heterogeneous

across groups—and hence, these comparisons—some comparisons may be assigned

negative weights (de Chaisemartin and D’Haultfoeuille, 2019; Goodman-Bacon, 2018).

This makes the interpretation of estimated treatment effects—static or dynamic—

difficult to interpret. Furthermore, when estimating dynamic treatment effects, re-

searchers must take care that dynamic parameters of interest (including both pre-

trends and estimated time-varying treatment effects) are separately identified from

time fixed-effects included in the regression (Borusyak and Jaravel, 2021; Sun and

Abraham, 2021). Without including a control group of observations which are never

treated, separate identification of time fixed effects and dynamic treatment effects is

impossible.

I demonstrate that my analysis is robust to both concerns. First, I show that my

coefficients of interest do not suffer from problems of negative weighting by considering

a number of additional specifications in Appendix B. These include both robust esti-

mators proposed by de Chaisemartin and D’Haultfoeuille (2019) and Sant’Anna and

Zhao (2020), as well as simple recentered time series graphs and standard difference-

in-differences coefficients.8 This provides evidence that my results are not idiosyn-

cratic to my estimation method; rather, my results appear even in the raw data.

Second, I utilize a large control group in my sample, allowing me to separately

identify the time-varying treatment effects from yearly fixed effects. Previous work

examining health spillovers within families has restricted the control group to only

8Using the Bacon decomposition reveals that the estimands in my primary specification are
not constructed using negative weights (Goodman-Bacon et al., 2019). However, I present these
additional robustness results for completeness.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
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those who experience a similar diagnosis in the future in order to utilize a control

group that more closely matches the treatment group on unobservable characteristics.

I include never-treated households in my sample in order to identify dynamic treat-

ment effects. The central tradeoff in doing so lies in the validity of the parallel trends

assumption: namely, that in the absence of major health events, the treated and

control groups would continue to have similar spending and utilization trajectories.

Given that my setting spans a large range of chronic conditions—many of which are

neither directly related to health behaviors or particularly life-threatening—concerns

about violations of the parallel trends assumption are less plausible in my setting.

Figure 1·1
Effect of Chronic Diagnoses on Non-Diagnosed Household Members’ Spending

(a) sinh−1(Total OOP Spending)

Pre-treatment median: $503
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(b) sinh−1(Billed Spending on Wellness Visits)

Pre-treatment median: $489
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Notes: These figures show estimated coefficients and 95% confidence intervals for the effect of
a new chronic diagnosis on medical spending. In both panels, the sample includes spending
for all household members without major health events. In panel (a), the dependent variable
is the inverse hyperbolic sine of total OOP spending; panel (b) estimates the effect on total
spending (insurer spending + OOP spending) on wellness visits only. Coefficients are presented
relative to the year prior to diagnosis. Spending is measured in 2020 USD. Standard errors are
clustered at the household level.

Figure 1·1 presents the time-varying causal effect of a health shock on household

OOP spending for all non-diagnosed individuals. The first panel illustrates that non-

diagnosed household members increase their annual OOP spending by about 10%

relative to the year prior to the event. For the median (average) household, this
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corresponds to an increase of about $50 ($115) annually. This effect begins in the

year of the health event and persists following the diagnosis. Additional results in

Appendix B corroborate this finding with other outcome variables including total

billed spending or visit frequencies.

Importantly, this increase in utilization encompasses an increased investment in

preventive care. The second panel of Figure 1·1 illustrates this by limiting the scope

of the analysis to household spending only on wellness visits. Wellness visits are

non-problem-based visits with a family or primary care physician that are generally

recommended about once a year; these visits include routine screenings for impor-

tant chronic conditions including cancers and mental health conditions. These visits

constitute an important jumping-off point for the use of other preventive services

(Jiang et al., 2018) and are therefore generally considered to be an important form

of high-value care (Tong et al., 2021). Here, too, I find that new diagnoses in a

household are associated with strong responses. Affected, non-diagnosed household

members increase their overall spending on wellness visits by about 10%, matching

the increase in overall utilization.9

1.3.2 Changes as responses to new health risk information

These results suggest a meaningful, persistent change in how non-diagnosed house-

hold members engage with the health care system. I first show that these responses

are indicative of household members updating their beliefs about their own health

risks following the receipt of health information from a major event. Such observed

9Even before the Affordable Care Act (ACA)’s cost-sharing exclusion took effect in 2010 (or
2012 for certain women’s health services), OOP costs for preventive care were steadily declining for
those with ESI (Hong et al., 2017). Once the ACA took effect, the majority of wellness visits should
be free to enrollees in my sample (Shafer et al., 2021), a feature I observe in the data. Although time
fixed effects in the regression specification should absorb these trends for both pre- and post-ACA
trends, I use billed spending rather than OOP spending as my outcome variable of interest. Note
that in my data set, billed spending represents the sum of individual OOP payments and insurer
payments to the provider; it does not reflect any price negotiations or other discounts that were
provided at the time of service, and therefore does not reflect the listed prices of services.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
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responses could also be driven by factors beyond changes in a household’s assessment

of their health risks, including changes in the price of care, salience effects, overall

exposure to the health care system, or improved physician relationships. I explore

these alternative mechanisms in Section 1.3.3.

To more explicitly explore the link between major health events and risk beliefs,

I estimate the causal effects of health shocks on preventive services that are specific

to an affected household’s diagnosis. Here, the intuition I rely on is that household

exposure to risk information is more targeted than other forms of health information;

hence, the extent to which I observe households selecting into preventive services that

are disease-specific rather than general provides evidence of responses specifically to

new risk information.

For example, individuals who have learned that they are at increased risk for de-

veloping diabetes may have a higher likelihood of seeking out screenings for abnormal

blood glucose levels than individuals who have learned that they are at increased risk

for another chronic condition. Figure 1·2 plots re-centered time series that depict

the associations between household diagnoses and the takeup of diabetes screenings

for adults within a household. The figure plots average utilization rates of diabetes

screenings for two groups: those who are exposed to a diabetes diagnosis in their

home and those who are exposed to a different chronic diagnosis. Individuals whose

family members are diagnosed with conditions other than diabetes do not appear to

significantly alter their screening behaviors from unaffected households (whose aver-

age is depicted in the horizontal, dotted green line). On the other hand, household

members of those diagnosed with diabetes increase screenings in the first three years

following the diagnosis, being about 36% more likely to be screened for diabetes than

unaffected individuals.
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Figure 1·2
Rate of Diabetes Screenings Around Time of Diagnoses

(a) Diabetes Screenings (Rate/1,000 Adults)
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Notes: Figure shows average utilization rates of diabetes screenings for non-diagnosed household
members 18 years of age and older, measured in rates per 1,000 adults. Point estimates and
95% confidence intervals are presented. The top (solid maroon) line indicates average rates for
households who experience a diabetes diagnosis, and the bottom (dashed navy) line indicates
rates for those affected by other chronic diagnoses. The horizontal, dotted green line indicates
the average utilization rate for all other households in the sample who do not experience a
diagnosis, about 59 screenings per 1,000 adults.

To assess the causal effect of multiple diagnoses simultaneously on the utilization

of disease-specific preventive care, I use a triple-differences approach. This approach

disentangles two competing effects: those arising from experiencing any chronic illness

(e.g., salience effects) and a disease-specific informational effect. I estimate the effect

of a new chronic diagnosis on a household f ’s decision to screen for a specific diagnosis
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d during time t, as summarized in Equation 1.2:

Pr(Screening)fdt =βDD(postt × chronf ) + βDDD(postt × chronf × 1 {chronf = d})

+ αf + τt + εfdt,

(1.2)

where chronf is a dummy variable indicating whether any chronic diagnosis oc-

curred within the household and postt indicates periods following a diagnosis. The

triple interaction variable includes an additional constraint that the chronic diagnosis

chronicf match the specific diagnosis d (e.g., a diabetes diagnosis when the outcome

variable is a diabetes screening). Hence, βDD identifies the effect of any chronic di-

agnosis on screening, while the triple interaction βDDD identifies the effect for the

specific diagnosis of interest relative to other diagnoses.10 For example, using this

approach I can estimate the impact of a diabetes diagnosis on diabetes screenings as

βDD + βDDD, where βDD indicates the impact of experiencing any chronic diagnosis

in the household on diabetes screenings and βDDD indicates the specific differential

effect of a new diabetes diagnosis occurring in the household.

The triple difference approach is advantageous because it allows me to compare the

causal effect of diagnoses on the use of preventive care across multiple control groups.

When the outcome variable of interest is a screening for a specific service (e.g., dia-

betes), this approach estimates the effect of a corresponding diagnosis relative to all

other diagnoses, for which the screening reveals no information. In this context, the

identifying assumption for the triple differences approach is the same as the identi-

fying assumption for the simpler difference-in-differences regressions: that spending

10The sum of the coefficients βDD + βDDD identifies the diagnosis-specific effect of receiving a
diagnosis, relative to all non-diagnosed households in my sample. Notice that, in Equation 1.2,
all requisite interaction terms for the triple differences are either subsumed in the fixed-effects or
colinear with the included variables given the unique structure of my treatment variables.
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differences between diagnosed and undiagnosed households would have evolved simi-

larly over time in the absence of treatment.11

I estimate several versions of this regression for various diagnosis-screening pairs.

I select diagnoses and screenings which are commonly utilized and for which there

are clear diagnostic codes available. I examine the impact of new diabetes and cancer

diagnoses on their respective screenings, as well as the effect of diabetes diagnoses

on cholesterol screenings. I also assess the impact of any new chronic diagnosis in

a household on the rate of new hypertension diagnoses, relative to all major health

events.12

Finally, to verify my results, I estimate this model for screenings for which health

events communicate little useful information, and hence are expected to change be-

havior little. This might be because a diagnosis doesn’t require a doctor’s visit to

diagnose (e.g., obesity) or doesn’t require preventive screening prior to seeking treat-

ment (e.g., mental health conditions, such as major depressive disorder). Hence,

observing a lack of response among these types of preventive services serves to un-

derscore the role that health information, specifically, plays in altering individual

behavior. I include “placebo” regressions for the effect of new diabetes diagnoses on

obesity diagnoses and the effect of new mental health disorder diagnoses on screenings

for depression.

Table 1.3 presents the estimation results from these six regressions in two panels.

First, I highlight that new chronic diagnoses alter specific preventive behaviors in

11When adding the triple interaction, the identifying assumption is modified only to include
the assumption that spending differences between households diagnosed with one condition and
households diagnosed with another would have evolved similarly in the absence of treatment, a
statement which is subsumed in the initial identifying assumption. Appendix B includes standard
difference-in-differences regression results that corroborate the findings reported here.

12Given that there is no procedure code for hypertension screenings, this approach proxies the
effect of the risk information associated with chronic diagnoses on new general wellness screenings,
relative to the other forms of health information accompanying acute events. Coding practices
reduce my ability to test this finding for each individual diagnosis in my sample; for example, there
are no diagnostic or procedure codes used exclusively for asthma screenings.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
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cases where they transmit important information about health risk. The occurrence

of any chronic diagnoses in a household is associated with a 19.4% increase in the rate

of hypertension diagnoses among other affected household members. Furthermore,

specific diagnoses such as cancer and diabetes increase the likelihood that a non-

diagnosed household member will seek out screening by 13.2% and 21.1%, respectively.

Finally, diabetes diagnoses are associated with an increase in cholesterol screenings

of 7.2%. Similar to previous work, I find evidence that new diagnoses reduce the

rate of other, unrelated screenings (Fadlon and Nielsen, 2019); for example, a non-

diabetes chronic diagnosis is associated with a 7.4% decline in the rate of diabetes

screenings among non-diagnosed household members. These effects, however, are

typically smaller than the estimated increases in disease-specific screenings, suggesting

that this crowding out is not necessarily one-to-one.

The second panel of Table 1.3 reports results for placebo regressions including

obesity diagnoses and depression screenings. Here, I find no strong evidence that

health events alter screenings. This is consistent with the notion that individuals

respond by altering their use of preventive care only when the major health event

communicates health risk information that necessitates preventive care utilization.

Other dimensions of a health event—such as learning about the role of preventive care

in medical maintenance overall—do not appear to drive individual behavior changes,

at least in the use of preventive services.

I report additional results in Appendix B. I find that in addition to selecting

screenings based on the health risk information they receive, households are selective

in which members they choose to screen. I utilize variation in intrafamilial relation-

ships and corresponding risk to show that households screen those who are most

affected by the new health information. When households are affected by a chronic

illness with a strong genetic component, such as type 1 diabetes, children and siblings

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
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Table 1.3
Effect of Chronic Diagnoses on Take-Up of Disease-Specific Preventive Care

Own Screening Household Pre-Diagnosis Effect of Any Effect of Specified
(Dependent Variable) Diagnosis Average Diagnosis (βDD) Diagnosis (βDDD)

Panel A: Main Effects
Hypertension1 Any Chronic2 2.01 -0.27∗∗ 0.39∗∗∗

(0.007) (0.102) (0.110)
Cancer Cancer 20.72 -0.01 2.74∗∗∗

(0.021) (0.113) (0.509)
Diabetes Diabetes 6.21 -0.46∗∗∗ 1.31∗∗∗

(0.012) (0.086) (0.279)
Cholesterol Diabetes 17.01 -0.22 1.23∗∗∗

(0.019) (0.126) (0.389)

Panel B: Placebo Regressions
Obesity1 Diabetes 1.04 0.02 0.10

(0.005) (0.035) (0.110)
Depression Depression 0.36 -0.01 -0.08

(0.003) (0.037) (0.077)

Notes: Table presents results from six triple-difference regressions highlighting the role of household
investments in disease-specific preventive care following adverse health events. Each regression uses
as its outcome variable a binary indicator for the screening listed in the first column, and a binary
indicator for the event in the second column as its treatment variable (see Equation 1.2 for the full
specification). Regression coefficients for the typical difference-in-difference effect (βDD) indicate the
effect of any chronic health event on screenings; the triple differences coefficients (βDDD) indicate the
effect of the specific diagnosis on screening choices. Robust standard errors clustered at the household
level shown in parentheses. 1 Due to unavailability/low-use of CPT-4 procedure codes for screenings,
these outcomes are measured as new ICD-9-CM/ICD-10-CM diagnosis codes. 2 Here, the reference
group is all acute major health events. ∗p < 0.05,∗∗ p < 0.01,∗∗∗ p < 0.001
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of the affected individual are more likely to be screened than other household mem-

bers. On the other hand, diagnoses such as type 2 diabetes—which has a stronger

lifestyle component than a genetic one—are associated with more frequent screenings

for spouses. Taken together, the observed ways in which major health events affect

the use of preventive care are all consistent with a model where households interpret

new diagnoses as signals of their own health risk, altering their behaviors accordingly.

1.3.3 Alternative explanations for spending changes

Although individuals appear highly responsive to new information about their own

risk, additional factors could separately cause or exacerbate observed changes in

health spending, including moral hazard effects, salience effects, and learning about

the health care system. In this section, I explore each of these potential competing

explanations and show that they are each insufficient to explain my observed results.

Moral hazard

A natural response to observing the phenomenon illustrated in Figure 1·1 is to con-

clude that the spending increase is driven by induced demand responses among the

non-diagnosed individuals. A chronic diagnosis—such as diabetes— implies consis-

tent, predictable costs on a household—such as through insulin prescriptions and

endocrinologist visits. These additional costs, which are largely fixed for the in-

dividual, shift the cost-sharing characteristics of a health plan for the rest of the

household, effectively lowering their spot price of future (non-chronic) health care.

These induced-demand responses have been studied within families experiencing sud-

den acute health shocks that unexpectedly meet their household deductible (Eichner,

1998; Kowalski, 2016).

Two features of the results suggest that these induced-demand responses are un-

likely to be the principal driver of the results. First, the costs of a chronic diagnosis
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are typically larger in the year of diagnosis than in future years, especially when a

hospitalization is required to diagnose the illness or there are acute complications

that must be dealt with. This would suggest that if other household members were

responding to changes in care prices alone, their responses would be much larger

closer to the diagnostic event, and more muted in following years. Figure 1·1 does

not show this to be true, either for overall utilization or the use of wellness visits

specifically. Second, Figure 1·3 illustrates that non-diagnosed individuals respond to

health shocks even when those shocks do little to change their spot price of medical

care. Were moral hazard responses the principal mechanism of response, households

in these plans would have much weaker incentives to adjust their choices.13

Figure 1·3
Effect of Chronic Diagnoses on Spending: Households Facing Zero Deductible

(a) sinh−1(Total OOP Spending)

Pre-treatment median: $192
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(b) sinh−1(Billed Spending on Wellness Visits)
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Notes: These figures show estimated coefficients and 95% confidence intervals for the effect of a
new chronic diagnosis on medical spending. This figure uses a limited sample of only households
enrolled in health insurance plans with zero deductible at the time of the event. In both panels,
the sample includes spending for all household members without major health events. In panel
(a), the dependent variable is the inverse hyperbolic sine of total OOP spending; panel (b)
estimates the effect on total spending (insurer spending + OOP spending) on wellness visits
only. Coefficients are presented relative to the year prior to diagnosis. Spending is measured
in 2020 USD. Standard errors are clustered at the household level.

13A corresponding result for the subset plans with nonzero deductibles is included in Appendix
B. Additional results in this Appendix show that families who are closer to meeting their deductibles
prior to a health event are not more likely to increase their spending than those for whom chronic
care costs may not meaningfully change family cost-sharing rates.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
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The effect of salience

It may also be that the intensity of major health events realigns household preferences

to prioritize medical care. Individuals who experience the hospitalization of a house-

hold member may (over-)respond to the trauma of the event itself, changing their

health consumption behaviors in order to avoid future hospitalizations. The critical

difference is that when individuals respond to this health trauma, health events alter

an household’s risk preferences by affecting their marginal utility of medical care,

rather than affecting risk beliefs.

To examine the impacts of these salience effects relative to risk reassessments, I

analyze the responses of individuals who experience acute, rather than chronic, health

events in their households. These include hospitalizations for family members who

experience severe viral infections or other serious conditions unrelated to chronic dis-

ease. I use health events that are still assigned HCCs to capture health events of a

similar level of seriousness to new chronic diagnoses; however, these events do not

communicate any information to household members about health risks. Comparing

observed household responses to these acute events against responses to chronic di-

agnoses allows me to assess the extent to which new health risk information alters

behavior beyond salience.
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Figure 1·4
Effect of Acute Health Events on Non-Diagnosed Household Members’ Spending

(a) sinh−1(Total OOP Spending)

Pre-treatment mean: $1,128
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(b) sinh−1(Billed Spending on Wellness Visits)
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Notes: These figures show estimated coefficients and 95% confidence intervals for the effect of
a new acute hospitalization on medical spending. The solid maroon line indicates estimates
from an acute event; the dashed navy line presents estimated results from Figure 1·1 as a
reference. In both panels, the sample includes spending for all household members without
major health events. In panel (a), the dependent variable is the inverse hyperbolic sine of
total OOP spending; panel (b) estimates the effect on total spending (insurer spending +
OOP spending) on wellness visits only. Coefficients are presented relative to the year prior to
diagnosis. Spending is measured in 2020 USD. Standard errors are clustered at the household
level.

Figure 1·4 presents the results. I find that, unlike new chronic diagnoses, acute

hospitalizations spur few changes in health behaviors among other household mem-

bers. Acute hospitalizations are associated with a short-term increase in spending

of about five percent (from a baseline of about $1,100) in the year of the diagnosis,

but these effects do not persist across time. Acute health events are also not asso-

ciated with increased investments in preventive care for other household members.

In particular, Figure 1·4 compares these regression coefficients to those estimated in

response to new chronic diagnoses (Figure 1·1). I find that chronic health events are

associated with overall spending responses almost twice as large as for acute hospi-

talizations, differences which are significant at the 95% confidence level for the first
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three years following diagnosis. Furthermore, chronic diagnoses induce significantly

more investment in preventive services for the first five years following a diagnosis.

Given that acute hospitalizations make health care at least as salient—if not more

so—than chronic diagnoses, these findings suggest that changes in risk preferences

arising from a “health scare” are insufficient to entirely explain changes in behavior.

Rather, new health risk information, such as about one’s inherent genetic risk for a

chronic condition, appear to drive observed changes.

Health information

New diagnoses may also alter spending patterns by providing families with more

general health information, such as information about the value of medical care,

the process of obtaining covered care through an insurer, or how to establish strong

provider relationships. Generally, learning about health risks and this more system-

atic learning imply similar responses among affected individuals, making their effects

difficult to disentangle.

I focus on a particular case where new diagnoses provide risk information without

more systematic information: non-diagnosed household members who were taking

medications to prevent cardiovascular disease prior to the diagnosis within their fam-

ily. Cardiovascular preventive drugs, including statins and other cholesterol-lowering

drugs, are an extremely common class of medications and are known to be effective

in preventing future health problems when used appropriately (O’Connor, 2006).14

In this analysis, I limit my sample to those who have filled a prescription for these

medications at least once per year during their first two years in the sample. I then

measure the effects of chronic diagnoses on utilization and adherence among refills of

these prescriptions.

14Appendix Table A.5 contains a detailed list of the therapeutic classes used in my sample.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixA.pdf
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This setting provides a unique environment in which to disentangle the effects of

general learning about health systems and learning about one’s own health risk. Indi-

viduals with existing prescriptions already have sufficient knowledge about the health

care system to receive this care from their provider and insurer. Hence, while major

health events provide them with information about the potential value of adherence

to their medication (along with the potential consequences for not doing so), these

events are unlikely to provide new knowledge about how to obtain this medication.

Figure 1·5
Effect of Chronic Diagnoses On Adherence to Existing Preventive Medications

(a) Pr(Refill Old Prescription)

Pre-treatment mean: 66%
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(b) Proportion of Days Covered
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Notes: These figures show estimated coefficients and 95% confidence intervals for the effect of
a new diagnosis on adherence to preventive medications whose prescriptions were first written
prior to the major health event. The sample is limited to all non-diagnosed individuals who
filled preventive cardiovascular medications at least once per year during their first two years
in the sample. In the first panel, the dependent variables is a binary indicator for whether
the prescription was refilled at all. The second panel uses the proportion of days covered by
any preventive cardiovascular medication as the outcome variable (Choudhry et al., 2009).
Coefficients are presented relative to the year prior to diagnosis. Standard errors are clustered
at the household level.

I show, however, that new diagnoses alter adherence to these prescriptions. I

estimate the effect of a chronic diagnosis on both the likelihood of any medication

use and overall adherence, measured as the proportion of days covered in a year

(Choudhry et al., 2009). This measure is standard in the literature on adherence,

and corresponds to the fraction of the year after a patient’s first prescription fill for
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which the patient has a supply of the medication. One concern in identifying the

effect of new diagnoses on adherence is that prescription adherence may decay over

time in response to barriers such as financial concerns or apathy (Slejko et al., 2014).

Importantly, this may occur at different rates for different individuals both within

and across households, meaning that these trends would not be accounted for using

only household and year fixed effects. I therefore add a variable controlling for the

number of years an individual has been in the sample to Equation 3.23.

Figure 1·5 presents the estimated dynamic treatment effect of a new chronic diag-

nosis on adherence to existing preventive prescriptions. As expected, in the absence

of new health information, individuals become less adherent to prescriptions over

time. However, diagnoses in the household spur a resurgence in both the likelihood

that individuals will fill their prescriptions at all and the proportion of days covered:

affected individuals are around ten percentage points more likely to refill their pre-

scription in the year of a major medical event than in the year before, translating to

an additional eight percentage point increase in the average proportion of the year for

which they are covered by the prescription. The fact that new diagnoses change indi-

vidual adherence to prescriptions even among a population which has access to and

knowledge of specific preventive care illustrates that individuals are learning about

more than just how to obtain care. The estimated causal “re-adherence” to prescrip-

tions is consistent with individuals reevaluating the value of their medication given

new information about their health risks.15

1.3.4 Quality of induced spending changes

Major health events generate strong spillover effects within a household on both over-

all utilization patterns and preventive care investments. It is natural, therefore, to

15These effects are likewise observed in the sample of households with zero deductible, suggesting
that this re-adherence is also not exclusively driven by moral hazard responses.
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ask how these responses are distributed within a larger framework of health spend-

ing. Do major health events contribute to more informed decisions about the type of

care consumers choose to utilize? Or does the salience associated with health trauma

lead to further over-utilization of low-return services? I address these questions by

examining household use of services typically deemed as “low-value” by medical pro-

fessionals and health officials (Chua et al., 2016; Colla et al., 2015).16 Low-value

services include both services whose cost typically outweighs any benefits to an av-

erage patient (e.g., unnecessary surgeries such as arthroscopies) as well as services

which are chronically over utilized in ways that dramatically lower their return (e.g.,

imaging services such as MRI services for chronic migraines). Avoiding the use of

these services can result in an overall higher quality of health care through both cost

reductions and the avoidance of unnecessary risks.

I find that new chronic diagnoses are associated with an increase in overall low-

value spending of about 5 percent (Appendix B). However, these results mask sig-

nificant heterogeneity across different types of low-value services. Low-value services

may differ in their perceived value to an affected household depending on the ways

in which health events induce behavior changes. For example, if a chronic diagnosis

communicates new risk information to a household, they may find low-value screen-

ing services—such as imaging services and preoperative visits—to be more attractive.

On the other hand, households that respond to the price effects induced by a major

health event may be more likely to seek out high-cost, low-return services such as

elective surgeries. To explore these differences in-depth, I separate my sample of low-

value services into five categories: pediatric services, including imaging services and

the early use of medications such as antibiotics; adult prescription drugs, such as the

16These health services are based on recommendations made with the Choosing Wisely initiative,
directed by the American Board of Internal Medicine Foundation and other physician specialty
organizations (Bhatia et al., 2015; Wolfson et al., 2014). Appendix A.5 contains more detail about
the specific services included in each measure.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixA.pdf
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use of opiates to treat migraines; unnecessary imaging services for adults, including

for lower-back pain; extraneous screening services for adults, including cardiac testing

before low-risk surgeries; and adult surgical procedures, such as arthroscopy for knee

pain.

Table 1.4
Estimated Effects of Chronic Illness on Low-Value Care Utilization

Population Pediatric Adult Services

Service Category All Services Prescriptions Imaging Screening Surgery

Postt× Diagnosisf 0.051* -0.004 0.029*** 0.103*** -0.096***
(0.017) (0.000) (0.013) (0.014) (0.012)

R2 0.349 0.309 0.293 0.326 0.379

Notes: Table shows estimated difference-in-difference regression coefficients for the effect
of a new chronic diagnosis (N=1,538,161). Outcome variables are the inverse hyperbolic
sine of billed spending in each category. See Appendix A for service definitions. Spending
is measured in 2020 USD. Standard errors clustered at the household level are reported in
parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Table 1.4 presents results estimating the effect of a new chronic diagnosis in each of

the five categories using a standard difference-in-differences framework (event study

regressions are included in Appendix B). New chronic diagnoses shift households

spending and utilization into low-value service categories comprised of screening ser-

vices, pediatric care, and imaging services. The effect sizes range from an increase as

large as ten percent for low-value screenings to three percent for imaging services.17

I find no effect on the misuse of prescription drugs among adults.

These results suggest that households seek out care that they see as useful in

preventing or identifying future illness, even if those services are generally understood

by health professionals as being low return. Although I observe households utilizing

more of these services—such as preoperative screenings or imaging services—it is

17The results also provide preliminary evidence that major health events provide a deterrent
from low-value elective surgeries. However, Appendix Table B.3 highlights the strong presence of
pre-trends in these models, which obfuscates the true causal effect of the diagnosis.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixA.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
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unclear whether these are decisions made at the household level or by a physician

who knows the family history and hence deems these services as appropriate. This

provides new suggestive evidence that the utilization of low-value care may be tied

more to risk beliefs rather than ignorance about the actual returns of a service. This

is in keeping with recent work (Finkelstein et al., 2021).

In addition to the utilization of low-value care, I explore other ways health events

alter the quality of consumers’ health care decisions, including their plan choices (Ap-

pendix B). In general, I do not find that major health events prompt households to

switch their health insurance plans. While new diagnoses in a household are associ-

ated with marked differences in observed spending behavior, it is still unclear whether

these choices are ex-post more optimal for affected households. This motivates a more

structural approach to quantify the welfare effects of health information.

1.4 Empirical Model of Belief Formation

In this section, I estimate the impact of health risk information on consumer choices

as well as its implied welfare effects in a structural model of health utilization. I

build on a canonical two-stage model of health spending (Cardon and Hendel, 2001).

In the first stage, households choose an insurance plan to maximize their ex-ante

expected utility, based on their available information about the distributions of future

shocks. In the second stage, individuals within the household choose their spending

and utilization based on realized health shocks and their chosen health plan’s features.

I extend the existing model in two important ways. First, I allow consumers’

types to be adaptive in response to health experiences. In my model, individuals

learn about their probability of adverse health events; in addition, health events may

alter household risk aversion to capture potential salience effects. Second, I explicitly

model the differences between acute and chronic health shocks, as chronic health

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixB.pdf
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shocks impose recurring costs on a family, thereby altering conditional OOP prices

for non-chronic care and inducing moral hazard effects within a household.

1.4.1 Model primitives

Consider a household f comprised of individuals i ∈ If . Individuals belong to one of

two types—those without chronic illnesses and those with at least one chronic con-

dition. I assume state-dependent preferences, so that the utility of receiving medical

care differs across these types. Time is discrete and indexed by t; I am thus ab-

stracting away from the timing of health spending within a year. Households and

individuals are characterized by three main variables: individual beliefs about health

risks (pift), household risk aversion (ψft), and the distributions of their health shocks

(discussed below). New health events—including both new chronic diagnoses and

acute hospitalizations—cause all household members to update their beliefs about

their health risks, as well as potentially altering household risk aversion and OOP

prices.

In each period, two types of shocks are realized. Following typical convention,

each individual has an acute health realization λift drawn from an individual-specific

distribution Fλift(·). Acute health realizations model the uncertain aspect of demand

for healthcare, with individuals with higher λift being sicker and hence demanding

greater healthcare consumption.18 Second, households in each period receive a chronic

health shock, mCH
ft . This shock represents the disruptions in health spending affecting

the household that arise from any new chronic diagnoses affecting an individual in

the family; for households without a new diagnosis, this amounts to the expected

cost of a new diagnosis. For households with pre-existing chronic conditions, these

18Rather than simply having families draw their health expenditure mi following a plan choice
(Handel, 2013; Layton, 2017), I explicitly model these health shocks in order to separately identify
how spending choices are reflective of beliefs about major health events, as well as to estimate the
effects financial distortions caused by health events contribute to moral hazard in spending.
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shocks are the health costs associated with maintaining health for those affected by

the conditions.19

1.4.2 Model stages

Families make two choices during each period. First, families choose their insurance

coverage; then, acute and chronic health shocks are realized; finally, individuals choose

their yearly health spending. These choices are static, in the sense that both house-

holds choose plans and individuals make spending decisions on the basis of the current

period’s utility and type parameters only (including their beliefs about health risks).

The model is static, in the sense that household decisions in period t do not affect

outcomes in period t+1. I can therefore ignore forward-looking behavior.20 However,

individual and household type parameters—including beliefs and risk aversion—are

responsive to exogenous shocks, including major health events. These parameters

adjust at the end of each model period, following individual utilization choices. I

model the evolutions of these parameters using a Bayesian framework.

In the following sections, I outline the stages of the model in reverse—that is,

I first present details of the individual spending choices in Section 1.4.2, followed

by a discussion of household plan choices in Section 1.4.2. I then discuss how type

parameters respond to exogenous health shocks in Section 1.4.2.

Utilization choice

After choosing a health plan j ∈ J and realizing the vector of acute and chronic

health shocks (λ⃗ift,m
CH
ft ), each individual in the household chooses their medical

19Many related models incorporate heterogeneity in individual demand elasticities in order to ac-
commodate heterogeneity in moral hazard effects (Einav et al., 2013; Marone and Sabety, 2022). As
my model is concerned with disentangling only moral hazard events induced by major health events,
I restrict the demand elasticity parameter ω in my model to be homogeneous across individuals and
periods.

20Households are, however, forward-looking within a period, as they anticipate second-stage out-
comes as part of their first-stage choices. See equation 1.9.
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spending on non-chronic medical care, m∗
ift. In this stage, individuals make decisions

independently to maximize their personal welfare; in the first (plan choice) stage,

households make a collective decision. Given the flexibility in health states, which

vary across individuals, households will ultimately distribute health spending so that

the least healthy members receive the most care, as would be expected. Hence,

this assumption makes the model more tractable without imposing restrictions on

household behavior.

As is typical for these models, individuals trade off health production and wealth.

In my extension of the model, individuals face residual uncertainty as to the likelihood

of their own major medical events, which they believe occur with probability pift.
21

Individuals then choose mift in order to maximize their expected utility over states:

m∗
ift ≡ argmaxmift

EU(mift; pift) = piftuift,C + (1− pift)uift,H, (1.3)

where uit,C and uit,H represent individual utilities when diagnosed with a chronic

illness and when not diagnosed, respectively. Note that Equation 1.3 nests the case

where an individual has already been diagnosed with a chronic illness, in which case

pift = 1. I assume that each individual’s utility function is separable in health and

wealth for both chronic and healthy individuals:

uift,H(mift;λift,m
CH
ft ) = h1(mift;λift,m

CH
ft ) + yift(mift;m

CH
ft ) + ε1 (1.4)

uift,C(mift;λift,m
CH
ft ) = h2(mift;λift,m

CH
ft ) + g(mCH

ft ;λift) + yift(mift;m
CH
ft ) + ε2.

(1.5)

21Although the value of chronic care costs are assumed to be made known to a household before
they choose their non-chronic spending, the model abstracts away from the specific timing of indi-
vidual costs within a year. Hence, even within a period, individuals have not learned whether they
have a chronic illness, and hence maximize an expected utility across both states of the world. It is
not until the end of the period that individuals know their true state and update their beliefs pift.



37

The returns to medical spending h1(·), h2(·), and g(·) are assumed to be concave,

so that within-year health fluctuations λift alter the optimal level of utilization m∗
ift.

Remaining annual income is denoted by yift(mift;m
CH
ft ). ε1(·) and ε2(·) are preference

shocks to capture unobserved changes in preferences due to major medical events.

I parameterize these utility functions as quadratic loss functions in the difference

between medical spending and acute health status, in keeping with past work, but

allow for a potentially state-dependent utility function in which health status poten-

tially alters the marginal utility of medical spending.22 Individuals without chronic

conditions face the typical utility function:

uift,H(mift;λift,m
CH
ft , j) = (mift − λift)−

1

2ω
(mift − λift)

2 − cj(mift). (1.6)

Here, cj(mift) represents the OOP costs associated with spending mift, conditional

on the choice of plan j. Hence, individuals choose medical spending to approximately

match their acute health realization λift, accommodating the associated OOP costs

of that spending.

On the other hand, individuals in the state of chronic illness face a utility function

that depends on both acute and chronic health shocks, with potentially differing

preference parameters. Their utility, which depends on the same model primitives as

Equation 1.6, is given by:

uift,C = (α1mift + α2m
CH
ft − λift)−

1

2ω
(α1mift + α2m

CH
ft − λift)

2 − cj(mift). (1.7)

In this state, utility is derived from both chronic and non-chronic medical spend-

ing, each of which is potentially valued at a different rate than non-chronic medical

spending for healthy individuals as indicated by the parameters (α1, α2).

22Previous work discuss and provide evidence for state-dependence in the utility of non-medical
consumption (Finkelstein et al., 2013, 2009); this model introduces suggestive evidence for the state-
dependence of non-chronic medical consumption as well.
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Solving the expected-utility maximization problem is straightforward; however, as

the marginal OOP cost changes based on where it is evaluated, the solution depends

on which “region” of OOP costs an individual finds themselves in conditional on

their health shocks (see Appendix C for details). If the realized acute health shock is

negative (or sufficiently small relative to the shift parameter), individuals will choose

m∗
ift = 0 as spending is required to be non-negative; otherwise, optimal spending

follows the condition:

m∗
ift =

1

1 + pift(α1 − 1)

(
λift + ω(1 + pift(α1 − 1)− c′j(mift;m

CH
ft ))− piftα2m

CH
ft

)
.

(1.8)

The interpretation of Equation 1.8 elucidates the key insights associated with this

state-dependent utility framework with separate chronic care costs. In this expansion

of the model, individuals choose to consume less non-chronic health care as chronic

care costs increase in value, either by increases in magnitude, marginal utility, or

likelihood. As discussed in Bleichrodt and Eeckhoudt (2006), the extent to which

households mismeasure pift may artificially alter optimal spending decisions based

on both the level of actual risks and the extent of the measurement error. Under

the assumptions that households begin with pi0 close to zero, major health events

could be associated with large (relative) increases in pift, potentially explaining the

dramatic and persistent shifts observed in Section 1.3.

Equation 1.8 also highlights the ways that chronic care costs affect spending de-

cisions through prices. The OOP cost function cj(mift;m
CH
ft ) is assumed to account

for the price of chronic care first in the timing of health spending, before any other

non-chronic spending. This anticipation of chronic care costs shifts the boundaries

between optimal spending solutions by depressing the rate at which discretionary

medical spending translates into OOP costs. This is the method by which moral

hazard effects arise from major health events.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixC.pdf
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Plan choice

In the first stage of the model, households choose an insurance plan to maximize their

ex-ante expected utilities without knowing their realization of individual health shocks

λift or major health costs mCH
ft . This expected utility depends on the distributions

of both health shocks as well as a household risk aversion parameter, which depends

flexibly on household demographics and is allowed to evolve over time to capture

the salience effects associated with health events, as discussed in Section 1.4.3. The

household expected utility function for a given plan j is therefore:

Ufjt = −
∑
i∈If

[∫ ∫
1

ψft(xft)
exp{−ψft(xft)u∗ift} dFλidGmCH

]
−cj(mCH

ft )−πfj−η1fj,t−1,

(1.9)

where u∗ift represents the optimal payoff to individual i in period t given the realization

of acute and chronic health states.23 In addition to each individual’s realized OOP

costs for non-chronic medical spending, households face OOP costs for chronic care

represented by cj(m
CH
ft ). Households also face plan premiums πj and a perceived

monetary cost η for switching plans (1fj,t−1 is an indicator for whether the family

chose plan j in year t− 1).24

23One concern with a utilitarian index here is that households may have little incentive to diversify
their medical spending across household members. However, the choice of the utility function used
in the second (spending) stage of the model makes it optimal for families to allocate care according
to each individual’s realization of λift; hence, this modeling choice does not give rise to families
allocating all of their care to a single individual. An alternative approach is to use a CES function
for utilities; however, this introduces more nuisance parameters into the estimation framework.
Finally, I assume that the von Neumann Morgenstern (vNM) utility index for this decision possesses
a constant coefficient of absolute risk aversion, a common choice for these models as it implies no
wealth effects.

24I do not observe premiums or contributions in my data and therefore follow the methodology
of Layton (2017). In particular, I assume that premiums are equal to the average cost among
the employees with dependents enrolled in the plan during the prior year plus a fixed overhead
cost, and then assume that employee contributions are 28% of that value (KFF, 2020). Note that as
Layton discusses, identification of the structural parameters in this model do not depend on accurate
estimation of premiums, but rather require that the premium differential across firms is correct.
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Parameter updating

After households and individuals have made their plan and spending choices, type

parameters evolve in response to health events. Of particular interest is the way that

individuals update their beliefs about their unknown transition probability (pift).

Additionally, households update their risk aversion parameters (ψft) according to an

adaptive framework; I discuss this further in Section 1.4.3.

I model individual learning about health risks as a Bayesian updating process

in response to health events. In particular, I assume that initial beliefs depend on

individual demographics, including age, sex, health risk scores, and the presence

of any pre-existing conditions within the household. Prior beliefs are based on a

signal xif0, which is assumed to be normally distributed with mean and variance

parameters (µpi0, σ
2
pi0); this signal is mapped into a probability pif0 ∈ [0, 1] using the

standard logistic function. The center of the distribution µpi0 varies with individual

demographics and is potentially correlated with other household type parameters.

Major health events provide individuals with signals yift about the underlying

distribution of pift, I likewise assume that these signals are normally distributed, so

that the mean and variance of an individual’s posterior distribution has a closed-form

solution in each period. Specifically, if yift ∼ N (µ̃ift, σ̃
2
ift), the evolution of the mean

and variance parameters can be written as:

σ2
pi,t+1 =

σ̃2
iftσ

2
pi0

σ̃2
ift + siftσ2

pi0

(1.10)

µpi,t+1 =
σ̃2
iftµpit + σ2

pitµ̃ift

σ̃2
ift + σ2

pit

, (1.11)

where the variable sift indicates how many health signals an individual has received

by the end of period t.
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An important potential difficulty when using a Bayesian framework with rare

events is the choice of updating frequency. Given the relative rarity with which

chronic health shocks occur, updating of probabilities after each period would result

in posterior beliefs that are tightly centered around the initial mean, varying little

with new information. In such a regime, individuals would have to perceive health

shocks as being impossibly likely (e.g., µ̃ift much greater than 1) in order for health

shocks to meaningfully change health beliefs. This is inconsistent with the analysis

I have presented previously, which shows that individuals are highly responsive to

chronic health shocks.25

I address this inconsistency in my preferred specification by assuming that house-

holds update their beliefs conditional on a health event occurring. This reduces the

number of uninformative signals individuals process, and hence avoids problems of

weight degeneracy, and is consistent with individuals who form beliefs about their

health risk once, and then only revisit those beliefs once they have been called into

question. Once the individual begins evaluating their health risk beliefs (e.g., after

a diagnosis has occurred within the household), they do so in a completely standard

way, including updating beliefs in all following years without major health events.

Such an approach is an intuitively appealing way to deal with the issue of Bayesian

updating when signals are infrequent. However, my results are robust to alternative

specifications, including (i) an adaptive learning framework where individual beliefs

are specified as an AR(1) with some dependence ρ < 1 on the previous period’s beliefs,

and (ii) a more traditional setup where individuals update their beliefs with some

25In addition to the analysis presented here, I also find that older individuals have stronger re-
sponses to chronic health events in their household than younger individuals, even after conditioning
for risk score (not shown). If individuals behaved as though they updated their health beliefs in each
period—regardless of if a signal or health event occurred—then older individuals would have belief
distributions more tightly centered around their mean, hence their posterior distributions following
a realized health signal would shift less than younger individuals with more flexible priors. I do not
observe this to be the case.
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probability p > 0 in the absence of health events.26 Additional modeling possibilities

include the use of quasi-Bayesian modeling where individuals disregard less salient

signals, but still update beliefs in each period (Rabin, 2013), or where individuals

over-weight “good news” relative to “bad news” (Eil and Rao, 2011).

1.4.3 Estimation

Parametrization

The unit of observation is a family f comprised of a set of individuals If in year t.

Each family faces a choice of plans that varies at the firm-year-state level.27 House-

holds are characterized by their unobserved type variables {pift, λift, ψft}i∈If . I allow

the initial parameters (pif0, λift, ψf0) to be arbitrarily correlated, and link them to

observable data by assuming that they are drawn from a multivariate normal distri-

bution which depends on observed demographics: pif0
µλif

log(ψf0)

 ∼ N

 βpX
p

βλX
λ

βψX
ψ

 ,
 σ2

p

σp,λ σ2
µ

σp,ψ σλ,ψ σ2
ψ

 . (1.12)

Covariates X include age, sex, health risk score, family size, and the presence of pre-

existing conditions in a household. In practice, I use individuals’ first year of data in

Xp and Xλ and within-individual averages in Xψ.

Individual beliefs evolve in response to signals about their health risks as discussed

in section 1.4.2. I assume that these signals yift are normally distributed with variance

σ2
π (to be estimated) and a mean given by the logit regression:

yift = π11{chronic}f,−i + π21{acute}f,−i + π31{acute}f,i + π4xift, (1.13)

26For a more in-depth review of the relative strengths and weaknesses of Bayesian or adaptive
learning in structural modeling, see Aguirregabiria and Jeon (2020).

27I ignore plans that have less than five percent of the overall firm-year market share in my data
to avoid including executive health plans in employee choice sets.
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where chronic and acute indicate the occurrence of chronic or acute health events

within a household and xift is a variable for the number of years that have passed

since the earliest major health event in the family. Hence, π1 is the main parame-

ter of interest, identifying the effect of a household chronic diagnosis on individual

beliefs. On the other hand, the variance of the signals, σ2
π, reveals the magnitude of

unobserved information affecting individual health risk probabilities.

To parameterize the distribution of acute health shocks, I assume that Fλ(·) is a

shifted lognormal distribution. This is a natural parameterization as the distribution

of annual health expenditures is highly skewed (Mitchell, 2020). The choice of shifting

the distribution accommodates the approximately 15% of individuals in my sample

who choose zero medical spending in a given year. I therefore model an individual’s

(correct) beliefs about their transient health shocks by

ln(λift − κif ) ∼ N (µλ,if , σ
2
λ,if ). (1.14)

When κif is sufficiently large (and negative), small and negative values of λift may

lead to zero spending being the utility-maximizing solution for an individual.28

Acute health shocks at the individual level are therefore summarized by three pa-

rameters: (µλif , σ
2
λif , κif ). The parameter σ2

λif reflects the precision in an individual’s

beliefs about their transient health state. Both σ2
λif and κif are estimated as a linear

projection on individual covariates (see Appendix C).

In contrast, I directly use empirical distributions of chronic care costs from my

data in household expected utility. I assume that individuals have rational expec-

tations over the distributions of their chronic health care costs, which change when

28Previous work has allowed the distributions of these shocks to evolve over time. In my model,
which separates acute and chronic health shocks, such variation would amount to shifts in the need
for non-chronic health spending, such as variation in an individual’s anticipated office-visit spending
from year to year. In addition to being of second-order concern to my setting, such variation seems
indistinguishable from the random variation in the draws of λift already present.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixC.pdf
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they experience major health events. This is a simplifying assumption employed for

tractability, as my model already allows for the identification of rich heterogeneity

governing individual expectations about health shocks. However, although there is

evidence that consumers do not fully know the price of health care before selecting

services (Lieber, 2017), this is less concerning with chronic care costs, which are typ-

ically stable over time and hence more easily predicted by household members. The

empirical distributions are similarly assumed to be stable across years, but I use a

separate distribution in the year of diagnosis to accommodate potentially higher costs

in that year (e.g., for unexpected hospitalizations).

Finally, I allow family risk aversion ψft to evolve over time as discussed above. In

particular, ψft(xt) evolves linearly according to:

ψft = γ0ψf,t−1+γ1
{
Postt ×mCH

f0

}
+γ2

{
Postt × cj(m

CH
f0 )
}
+γ3

{
Postt × Hospf0

}
+ζft,

(1.15)

wheremCH
f0 represents the billed spending associated with the diagnostic event, cj(m

CH
f0 )

the OOP spending of the diagnostic event, and Hospf0 indicates whether a hospital-

ization occurred as part of the diagnosis. I assume that ζft ∼ N (0, σ2
ψ).

I denote the parameters of the model by θ. These parameters include the main

parameters of interest π⃗ and ψ⃗, including the variances σ2
π and σ

2
ψ. Additional param-

eters included in the estimation are the utility parameters α1, α2, ω, and η; the five

vectors of mean shifters (βp, βψ, βλ, βσλ , βκ); seven variance and covariance parame-

ters (σp, σµ, σψ, σκ, σp,ψ, σp,µ, σψ,µ); and the variance of the idiosyncratic shock term

σ2
ε , which scales the choice probabilities. I assume that these idiosyncratic shocks

follow the typical Type-1 Extreme Value distribution. Based on θ and the data, I am

able simulate values for pift, µλif , σλif , λift, and ψft.

I estimate the model via maximum likelihood with the appropriate adaptation for

modeling a discrete choice followed by a continuous one (Dubin and McFadden, 1984;
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Revelt and Train, 1998; Train, 2009). For a given household, likelihood functions

are constructed as the density of their observed health spending conditional on their

observed plan choices. I provide additional estimation details in Appendix D.

Identification and interpretation

My model utilizes multiple sources of variation to separate multiple effects arising

from major medical events. In addition to any changes in individual risk beliefs,

health events may alter health behaviors by changing the price of non-chronic care,

increasing the salience of health consumption, providing experiential learning about

how to obtain high-quality health care, or altering preferences for medical care in

other ways. The critical challenge is that changes in risk preferences, salience, or

systematic health learning may also increase the willingness to purchase insurance

and utilize medical care.

I use a rich set of major health events that vary in their expected costs, both in the

year of diagnosis and in following years. This variation in the expected costs needed

to maintain health for someone with a chronic condition changes the extent to which a

specific chronic condition significantly alters the expected prices for other, non-chronic

medical care. This variation, coupled with variation in plan spending characteristics,

allows me to separate moral hazard effects from other drivers of behavior.

To separate risk aversion from beliefs, I use variation in insurance plan charac-

teristics and choice sets faced by different households in my data set. These choice

sets vary at the firm-state-year level, and typically include plans with a wide range of

cost-sharing parameters (Table 1.2). Under the assumption that risk aversion drives

plan choice and not medical spending, and that households with high risk aversion

seek to reduce the incidence of high OOP expenditures, highly risk-averse households

will gravitate towards the plans in their choice sets that most limit high expenses

(e.g., low-deductible plans). Finally, I use data on the circumstances of major medi-

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
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cal events—including the resulting costs and whether a hospitalization occurred—to

incorporate the role of salience associated with health trauma in changing household

risk aversion.

The principal estimated structural parameters of interest in my model are those

governing the evolution of the transition probabilities pift. Changes in these parame-

ters that arise from new chronic diagnoses encompass both a reevaluation of individual

health risk beliefs and other informational effects unaccounted for in the model, which

may load onto this parameter. These effects include learning about the health care

system more generally or forging better relationships with health care providers. Al-

though section 1.3 suggests that these factors are not the principal mechanisms for

responses, they may influence how pift responds to new diagnoses. I therefore inter-

pret changes in pift as resulting from an aggregate informational effect, rather than

from moral hazard or salience effects.29

1.5 Structural Results

Table 1.5 presents the estimated parameters resulting from maximum likelihood es-

timation. Column 3 shows the preferred specification described in Section 1.4, while

columns 1 and 2 present simplifications of the model that are useful both in build-

ing intuition and validating the estimated parameters. Additional parameters not

relevant to the welfare effects of health information—including incidental parameters

such as switching costs and individual mean-shifting regression coefficients—can be

found in Appendix Table D.1.

I consistently find strong effects on non-diagnosed beliefs associated with house-

hold chronic diagnoses. New chronic diagnoses are associated with an average increase

in an individual’s belief of a major health event of 33 percentage points, an effect

29Appendix C discusses an alternative interpretation of pift as a preference weighting across
states rather than explicitly health beliefs.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixC.pdf
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Table 1.5
Estimated Structural Parameters of Interest

Model 1 Model 2 Model 3

Estimate Std. Err. Estimate Std. Err. Estimate Std. Err.

Panel A: Dynamic Parameters
Belief Evolution
π1 Family Chronic Event 0.69 (0.002) 0.17 (0.002) 0.33 (0.002)
π2 Own Acute Event 0.07 (0.002) 0.02 (0.001) 0.05 (0.002)
π3 Family Acute Event 0.09 (0.002) 0.03 (0.001) 0.06 (0.002)
π4 Years since Event -0.01 (0.000) 0.002 (0.000) 0.01 (0.000)
σπ Error Variance 10.29 (0.000) 0.12 (0.005) 1.52 (0.018)

Risk Aversion Evolution
ψ0 Persistence, Year t− 1 – – – – 0.95 (0.025)
ψ1 Health Event (HE) – – – – 0.61 (0.015)
ψ2 HE × Year 0 Cost – – – – 0.19 (0.020)
ψ3 HE × Year 0 OOP – – – – -0.88 (0.024)
ψ4 HE × Hospitalization – – – – 1.51 (0.033)
σψ Error Variance – – – – 0.01 (0.016)

Panel B: Heterogeneity in Types
σ2
ε Idiosyncratic Shock 5.92 (1.006) 6.24 (0.109) 3.56 (0.085)
σ2
p Initial Beliefs 16.59 (0.410) 24.43 (0.003) 14.51 (0.001)
σ2
ψ Initial Risk Aversion 15.22 (0.289) 5.55 (0.005) 2.57 (0.005)
σ2
λ Acute Shocks – – 0.58 (0.004) 2.03 (0.001)

ρp,ψ -0.87 (0.360) -0.43 (0.002) -0.54 (0.002)
ρp,λ – – -0.91 (0.006) 0.38 (0.002)
ρψ,λ – – 0.12 (0.002) 0.09 (0.002)

Beliefs Evolve Yes Yes Yes
Acute Shock Heterogeneity Yes Yes
Risk Aversion Evolves Yes

Notes: This table presents estimates for selected parameters of the structural model of health choice;
Appendix Table D.1 presents estimates for the remaining parameters. Belief evolution parameters π⃗ are
reported as marginal effects. Standard errors are derived from the analytical Hessian of the likelihood
function. Column 3 presents my primary estimates used in later calculations. All models are estimated on
an unbalanced panel of 179,044 households over eight years. Preference coefficients are relative to thousands
of dollars.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
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which is far larger than those estimated for acute events for either the individual or

their family members, which are estimated to only increase risk beliefs by five and six

percentage points, respectively. These increases are persistent, with little evidence

that risk beliefs decrease over time (the estimated time trend coefficient is only one

percentage point each year). The estimated variance for the unobserved dimension of

belief changes is low, indicating that unobserved events are not contributing to large

changes in risk assessments.

Table 1.5 also presents parameters illustrating how the effects of new chronic

illnesses alter behaviors in other meaningful ways. Major health events—both acute

and chronic—are associated with strong salience effects that increase household risk

aversion. On average, experiencing a major health event increases the coefficient

of household risk aversion by 0.61, a 34.9% increase over the pre-diagnosis average

coefficient of 1.75.30 These effects are stronger when the household event entails

either a higher amount of total billed spending or a hospitalization, suggesting that

households respond differently to the intensity of an event.

Panel B reports additional information regarding the distribution of household

types and the value of incorporating the full richness of the model in rationalizing

observed plan choices and spending. In particular, I estimate a high degree of vari-

ance in individual health risk beliefs (prior to any health event). These beliefs are

weakly positively correlated with acute health status and negatively correlated with

household risk aversion. These facts suggest that variation in individuals’ estimated

beliefs reflects variation in individual health status, as expected. Finally, in the full

30To put these numbers into context, I follow the results of Cohen and Einav (2007) and consider
the amount $X that would make the average household in my sample indifferent between a sure
payoff of $0 and an equal-odds gamble between winning $100 and losing $X. Prior to a diagnosis,
the average value of $X is roughly $85.08; after diagnosis, this value changes to $80.85. These results
are comparable with previous estimates of household risk aversion for health insurance (Einav et al.,
2013; Marone and Sabety, 2022)—however, as mentioned in Einav et al. (2013), the coefficients from
models incorporating both health and financial risk do not compare to those of models with pure
financial risk (Cohen and Einav, 2007; Handel, 2013).
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version of the model, the variance of the idiosyncratic error term is small, suggest-

ing that most of the observed variation in consumer behavior can be explained by

heterogeneity in individual types, responses to major health events, or both.

Models 1 and 2 of Table 1.5 illustrate simplifications of the model that help validate

the estimated parameters and build intuition. In Model 1, I estimate a version of the

model with no heterogeneity in acute health shocks or changes in household risk

aversion. That is, µλ,i, σλ,i, and κλ,i are not allowed to vary based on individual

covariates, and ψft is fixed over time. A key difference between Model 1 and my

preferred specification is that the estimated impact of chronic health shocks on risk

belief distributions is much higher when I do not accommodate heterogeneity either

in period-level health shocks or salience effects. This result is intuitive, as the absence

of this heterogeneity leads to the inaccurate “loading” of belief changes onto specific

events.31 This loading is observed on a comparable scale for coefficients for acute

major health events as well; however, note that these effects are associated with

higher overall variance in belief evolution, presumably because the simplified model

attempts to explain multiple sources of variation through a single channel.

Column 2 adds variation in acute health status to the model while continuing to

hold household risk aversion constant over time. Accounting for this heterogeneity

explains a substantial portion of the belief evolution pattern suggested by the most

simplified model, decreasing the size of the effect of all major health events by about

two-thirds and the variance of unobserved belief shocks (σπ) even more drastically.

Similarly, including acute health shocks in each period reduces the estimated variation

in initial coefficients of risk aversion and the correlation between risk aversion and

beliefs, suggesting that including that accounting for variation across health states is

important in estimating both health learning and salience effects. A key difference

31This is exacerbated by the fact that acute health states and chronic diagnoses are correlated,
as presented in Panel B of Table 1.5.
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between column 2 and column 3 is that after incorporating the explicit modeling

of salience effects, the estimated effect of major health events on belief changes is

almost double. Notice that there is a strong negative correlation between household

beliefs and risk aversion; this means that when estimated together, salience effects

may have muted the estimated effect of belief changes. Hence, it is to be expected

that separating salience effects from belief changes increases the estimated effect of

events on beliefs.

1.5.1 Model fit

I evaluate the fit of my estimated model at both the plan choice and spending stages.

To evaluate plan choices, I compare plan choices for households observed in the data

with those predicted by the model in Figure 1·6. Predicted choice probabilities are in-

fluenced by premiums, inertia, and household expectations of their acute and chronic

health shocks, valued based on their level of risk aversion. At the level of household

spending, I compare observed household spending distributions to those predicted by

the model. As spending decisions are made after the realization of two random vari-

ables (acute and chronic health shocks), I base the model predictions off of a single

draw of these underlying variables. I pool all individuals within a firm across years.

Figure 1·6 presents the results. The first panel shows the observed and predicted

market shares for enrollment in plans offered in the largest firm in my sample. Overall,

predicted shares are closely matched. The panel on the right presents observed and

estimated spending conditional on a plan choice. Here, the model predicts slightly

higher levels of billed spending than are typically observed, with a difference of about

$1,000 between the means of the two distributions. The model appropriately predicts

the extensive margin of spending, appropriately capturing the fraction of individuals

who choose zero medical spending in a given year.
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Figure 1·6
Predicted and Observed Insurance Plan and Health Care Spending Choices

(a) Insurance Plan Choices
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Notes: Figures show overall match between estimated model predictions and observed house-
hold choices, at both the plan choice (left) and spending (right) stages of the model. In the
first panel, market shares for each insurance plan offered to employees of the single largest
firm are shown (see Appendix D for other firms). All years are pooled, so each observation
is a household-year. The overall match rate is 82.2%. The second panel plots distributions
of predicted and observed household health care spending, conditional on predicted/observed
spending greater than zero (the observed rate of zero spending is 16.6% and the predicted rate
is 13.2%). All years are pooled, so an observation is a household-year. Vertical lines represent
the mean of the respective distribution.

1.5.2 Spending response to major health events

Figure 1·7 illustrates the model’s predictions surrounding behavior following new

chronic diagnoses in a household as recentered time series graphs. Similar to the

results in Section 1.3, I examine how these diagnoses alter the spending patterns of

other household members in the panel (a). I also present estimates for how diagnoses

affect estimates for individuals’ underlying transition probabilities pit in panel (b).

In my model, household diagnoses are associated large increases in OOP spending

(about 20%, a difference which is statistically indistinguishable from the 10% reported

earlier).

Importantly, I predict large accompanying changes in individual health risk be-

liefs following a new chronic diagnosis in the family. The horizontal green line in

the Panel (b) of Figure 1·7 depicts the pooled average risk of diagnosis within my

sample, which is roughly 2.5%. Prior to health events, individuals tend to under-

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
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Figure 1·7
Model Predictions: Non-Diagnosed Spending and Beliefs Around a New Diagnosis

(a) Effect on Non-Diagnosed OOP Spending
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Notes: Figures show recentered time series for model predictions of spending and beliefs for non-
diagnosed household members who have experienced a diagnosis with a new chronic illness in the
household. The first panel illustrates percentage changes in the inverse hyperbolic sine of OOP
spending, measured in 2020 USD. The second panel illustrates estimated changes in predicted
beliefs, averaged over draws from individual posterior distributions. The green horizontal line
in Panel (b) illustrates the average in-sample rate of diagnosis with a new chronic condition,
roughly 2.5%.

weight their health risks by about 58%; however, following a diagnosis, individuals

move to over-weighting their risks by over six times the true in-sample rates of diag-

nosis. Instead, these households make choices as though they perceived their risk of

a chronic diagnosis to be greater than one in ten. This provides suggestive evidence

that individuals in affected households may over-respond to these events. I explore

the welfare implications of these facts in the following section.

1.6 Welfare & Counterfactual Simulations

Based on the estimated model parameters, I am able to construct a measure of each

household’s willingness to pay for information associated with their own health risks.

I use this measure to provide a benchmark for the value associated with this in-

formation, with particular focus on whether major health events meaningfully alter

individual expected utility and social surplus.
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1.6.1 Welfare effects of information

Households who receive health information alter their plan choice and medical spend-

ing decisions, thereby altering their ex-ante expected payoffs from care. My model

allows me to estimate the spillover value of new health information for non-diagnosed

household members by comparing these expected payoffs in the observed data—where

household members use information to alter choices—and a counterfactual regime

where the information is not revealed. In this counterfactual state, non-diagnosed

household members experience the observed sequence of acute health shocks without

any of the changes to pift, ψft, or cj(·) that would arise from a chronic event in the

household.32

A household’s willingness to pay for health information is equal to the difference

in certainty equivalents across these two regimes. Certainty equivalents are given by

CEfjt = −ψ−1
ft log(−Ufjt), (1.16)

where Ufjt is the total ex-ante expected utility family f expects when enrolling in plan

j at time t, as defined in equation 1.9. I assume that conditional on the estimated

parameters, households are fully rational and enroll in the plan that gives the highest

expected utility at the time of choice.33 Throughout, I report differences between

CEfjt across the benchmark state of the world and regimes where information is

partially or fully revealed; hence, reported values are “marginal” willingness to pay

measures.

32I limit attention to non-diagnosed household members in order to estimate the spillover value
of new health information, as well as to ignore the mechanical changes in household expected welfare
that arise when a household member’s health state is permanently altered, as with a new chronic
diagnosis.

33The model allows for rich heterogeneity in the prediction of health states as well as ratio-
nalizations for common choice mistakes, including switching costs. Hence, such an assumption is
reasonable. Similarly, I assume that the idiosyncratic shock parameter is not relevant for the context
of estimating welfare gains from health information.
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The utility-maximizing decision in my model is one where agents choose an appro-

priate level of spending relative to an uncertain multi-dimensional health shock; new

health risk information changes the relative weight agents place on the dimensions of

that shock when making their decisions. Hence, this welfare criterion measures how

much households would be willing to pay for the information, based on their resulting

changes in utilization choices during that period. My model does not allow me to

measure the welfare effects of information in terms of long-term health production,

for example from an increased investment in preventive health services. Such welfare

effects are interesting particularly in conjunction with feasible health policies that

jointly reveal information about health risk and the relative quality of health ser-

vices. However, these returns would take more years to be realized than my sample

permits me to analyze.

Figure 1·8
Variation in Welfare Effects Associated with Health Events and Health Information

(a) Full Welfare Effect
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Notes: Figures show estimated changes in household willingness to pay associated with major
health events. The panel on the left shows differences in household certainty equivalents in
the case of a full response to a new diagnosis, including adjustments to risk aversion and
moral hazard effects; the panel on the right shows only differences arising from adjustments to
household risk assessments. Welfare effects are calculated in the year of the diagnosis relative
to a benchmark in which no information is transmitted.
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Figure 1·8 depicts variation in household willingness to pay for health information

in the year of the new chronic diagnosis.34 Household members who are exposed to a

new chronic diagnosis experience a welfare penalty that averages $3,076 per household

per year. However, there is substantial heterogeneity in these effects, including 28% of

treated families who have a higher resulting expected utility following the realization

of health information.

The right panel of Figure 1·8 shows the distribution of welfare effects associated

solely with receiving new health information. A novel feature of my structural model

is the ability to separate changes to household welfare that arise from dimensions

of a health event other than the realization of health information. I recalculate

welfare changes associated with only changes to household beliefs by holding constant

changes to both household risk aversion and any moral hazard effects that arise from

changes to spot prices. My analysis reveals that these dimensions contribute little

to overall changes in household welfare, with 90% of welfare changes being explicitly

attributable to changes in household beliefs. The average household experiences a

welfare penalty of $2,788 associated with changes to how they evaluate their risk of

developing a chronic condition. This corresponds to an average decrease in welfare of

about 11.6% (Appendix Figure D.1).

Although at first glance associating new information with a welfare penalty seems

counter-intuitive, my results are consistent with a story of household over-responsiveness

to information. The observed choice data which informed the estimated model pa-

rameters suggests that new chronic diagnosis spur large swings in household members’

assessments of their health risks; however, these welfare calculations make clear that

in many cases, households would be better off if they had acted as though they had

34These welfare effects are stable in the first few years following the diagnosis; hence, for ease of
interpretation, I only focus on the year of diagnosis itself.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
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not received the information. This is precisely because of the magnitude of the shifts

in household beliefs, as I illustrate in the following section.

Importantly, the returns to health information vary with key household character-

istics, including household risk levels and estimated risk aversion (Appendix Figure

D.2). Households who are less averse to negative outcomes prior to the diagnosis

experience lower welfare penalties, on average, than those with higher risk aversion.

Differences in this parameter are intuitively meaningful: households with greater risk

aversion experience greater “translation” of new health information into changes in

insurance plan choices and, subsequently, health spending. Hence, households with

lower levels of risk aversion tend to respond less to new information, presumably con-

tributing to the lower estimated welfare penalties associated with the event. Similarly,

households with high expected health risks prior to a new diagnosis experience lower

welfare penalties. This, too, is related to overall muted responses to health informa-

tion. However, this low level of responsiveness is attributable not to low variation

in expected utility but to an already high level of expected spending, meaning new

health events change outcomes (in percentage terms) less.

1.6.2 Evaluating household over-responsiveness to information

The results above imply that while households respond meaningfully to new health

information, they may not be doing so in ways that are welfare improving. Given

these estimated welfare penalties, in this section I assess the extent to which con-

sumers’ over-responsiveness to health information dampens potential welfare gains.

The model predicts large swings in consumer beliefs when exposed to chronic diag-

noses in a household. I therefore first assess the extent to which limiting the magni-

tude of these changes affects estimated welfare differences. I then turn to practical

policy questions surrounding when information revelation is optimal, and whether

targeted revelation can improve social outcomes.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
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Bounding belief updating

I first consider how limiting household responsiveness to adverse health events alters

estimated welfare gains or penalties from new health risk information. Here, I present

estimated effects from imposing arbitrary upper bounds on an individual’s beliefs

about their own health risks; that is, imposing that any predicted value pift in the

model be no greater than some threshold p. This exercise illustrates that if consumers’

responses more closely matched their true expected risk (conditional on the household

member’s diagnosis), health information would be associated with welfare gains rather

than losses.

Figure 1·9
WTP ($) for Health Information After Bounding Responsiveness
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Notes: Figure depicts estimated household willingness to pay for new health information across
multiple counterfactual scenarios in which post-event health beliefs are capped at p. Each point
represents a distinct scenario with p indicated along the x-axis. Average and median household
WTP for new information are depicted as the maroon scatter plot (with 95% confidence inter-
vals) and the smoothed blue-gray line, respectively. The vertical dashed green line represents
the in-sample rate of diagnosis (about 2.5%), while the long-dashed maroon line represents the
upper bound at which welfare is maximized (about 10%).
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Figure 1·9 presents the results. The figure summarizes household WTP for in-

formation across multiple scenarios, each with a varying degree of restrictiveness on

p. Average and median welfare gains are plotted; notice that the distribution of wel-

fare gains is skewed as suggested in Figure 1·8. As opposed to a scenario with no

restrictions—where the median household’s informational WTP was -$141—the me-

dian household would be willing to pay a positive amount for information whenever

p is less than 45%. Welfare gains continue to improve as this bound becomes more

restrictive until p is about 11% (shown in the Figure as the marroon long-dashed

line). At this point, the average (median) household’s welfare is estimated to be

$2,027 ($711); in addition, about 86% of households receive welfare benefits from

information, compared to 0.2% in the baseline scenario.

As the upper bound moves past this point, average household welfare gains begin

to diminish. The belief upper bound which achieves an average WTP maximum

is larger than the true in-sample risk of diagnosis (shown in the Figure as the green

dashed line); this is because declines in consumer welfare following this point represent

heterogeneous returns to new health information. Although the generic household in

the model prefers, ceteris paribus, to have beliefs matching their true risk of chronic

diagnosis onset (due to the state-dependence of preferences for non-chronic care),

these risks vary across households. For some, these risks skew much higher than the

average rate of illness onset, meaning that arbitrary bounds such as p risk harming

households for whom information does, in fact, reveal large changes to beliefs.

To examine this further, I estimate individual-specific health risks p̂ based on

demographics including age, sex, and relationship with diagnosed household members.

Although these predicted health risk probabilities do not capture the full range of

private information, they address individual differences in potential responsiveness to

new information. I estimate predicted health risk probabilities on a validation sample
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constructed from all Marketscan households not in my main sample who experience

at least one chronic event during their observed period. Additional details about

this estimation and summary statistics for the resulting probabilities are provided in

Appendix D. The predicted probabilities are small and match in-sample diagnostic

risks.

When I impose these predicted probabilities as individual-specific upper bounds,

I find that the average household would be willing to pay $2,385 for information, an

18% increase in average returns over the welfare-maximizing point in Figure 1·9. This

underscores that exploiting individual risk characteristics to further refine household

responsiveness can increase welfare. Importantly, accommodating for these hetero-

geneous returns to information explains the average differences between the welfare-

maximizing upper-bound p predicted by the model and the in-sample rate of diagnosis

demonstrated by the data. I explore methods to harness these heterogeneous returns

to maximize social welfare of information-revealing social policies in the following

section.

Targeting information to maximize gains

In addition to concerns about individual over-responsiveness to health information,

policy guiding the revelation of health information must also balance the potentially

heterogeneous returns from such revelation. In the face of such variation, full in-

formation revelation may not be socially optimal. This includes cases where a full

screening regime is not financially feasible, where the information itself may result

in consumers declining actuarily fair insurance (Posey and Thistle, 2021), or where

there is a disconnect between privately and socially optimal information revelation

(Oster et al., 2013). In these cases, the ability to target policies that reveal health

risk information may improve the social returns as well as the fraction of households

who benefit from these programs.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
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I estimated strong heterogeneous returns to health information (Appendix Figure

D.2). Based on these results, I consider the effects of targeting information revelation

based on observable characteristics, such as individual risk scores.35 I consider a sce-

nario in which individuals can receive a one-time update to information about their

health risks, modeled as changes to their probability of adverse health events pift.

When individuals receive this information, this probability is adjusted to be equiv-

alent to their predicted risk probability p̂ift defined above. I assume that following

this information, individual beliefs are constant at their predicted risk level, with no

residual uncertainty or updating across periods.36 As before, I assume away salience

and moral hazard effects.

This scenario therefore mirrors a hypothetical transmission of health information

that informs consumers of their health risks as perfectly as population-data allows.37

I present results of the individual and social value of this revelation based on 50,000

households in my sample which do not experience major health events. These indi-

viduals may still have erroneous beliefs about their health risks and may benefit from

new health information. Furthermore, the estimated welfare effects of this policy val-

idates the results presented earlier, documenting the value of information transmitted

in a more quasi-random setting.

Figure 1·10 presents the results, showing both average welfare gains and the frac-

tion of targeted households benefitting from the information. Each point represents a

scenario in which only individuals with risk scores falling in the top x% of the sample

receive health information. The average household in the full sample would be willing

35Appendix Figure D.2 illustrates that other, less-easily observable characteristics (e.g., household
risk aversion) may also be beneficial.

36I ignore residual uncertainty that would arise from individuals treating information revelation
as a single signal, rather than true information. For the purposes of this exercise, such fluctuations
would serve only to obfuscate the potential benefits of targeting information revelation relative to
universal revelation.

37Note that p̂ift is not equivalent to one’s true risk as private information (e.g., underlying health
status) is not incorporated.

https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
https://alex-hoagland.github.io/files/Hoagland_BU_JMPHealthInfo_AppendixD.pdf
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Figure 1·10
Changes in Welfare Gains From Targeted Revelation of Information

(a) Average Welfare Gains (WTP, $)
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Notes: Figures show estimated welfare gains from revelation of health information. Individuals
are organized by their average risk scores, from highest to lowest. Each point in both panels
represents a different counterfactual scenario, where individuals with risk scores in the top x%
of the sample are given information about their predicted health risks, p̂, as described in the
text. Returns to health information are presented as (a) average expected welfare changes,
measured as willingness to pay in 2020 USD, and (b) the percentage of households with non-
negative welfare gains.

to pay approximately $2,500 per year for updated health information (the right-most

point in Panel (a)); this information benefits roughly 85% of households (the right-

most point in Panel (b)).38 In contrast, revealing information only to higher-risk

individuals improves welfare gains: revealing information only to individuals within

the top quartile of the risk score distribution increases average welfare gains to over

$5,000 per household per year, benefiting more than 95% of households.

Hence, even policies that are capable of revealing information that closely matches

individuals’ true risks without inducing salience responses, moral hazard effects, or

38Not every household in the sample benefits from information about predicted risk. There
are two reasons why even such high-quality information may make a household worse off. First,
the household may have private information regarding their true risks, making public information
counter-productive. Second, highly risk averse households may benefit from placing smaller weights
on the adverse state of the world than are objectively accurate; this is similar to an “optimal
expectations” model where individuals do not benefit from information when it lowers utility in an
anticipation period (Oster et al., 2013). Overall, this highlights a central tension inherent in the
dissemination of health information: even high-quality information can incur individual welfare costs
based on how households value health care across states.
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over-responsiveness may still benefit from using demographic information to identify

households that are most likely to benefit from the policy. For example, policies

such as universal genetic screening programs—such as common programs in the U.S.

providing risk information to newborns in many developed countries—may incur pri-

vate welfare costs to specific households, even as they improve societal welfare more

generally.

1.7 Conclusion

This paper assesses the extent to which information about one’s health risks alters in-

dividual and household decision-making in health care. I demonstrate that households

who receive new information about health risks from a new diagnosis in the household

increase their overall levels of spending, including investments in both preventive and

low-value services. These changes in behavior are best explained by individual house-

hold members reassessing their risks, rather than responding to financial incentives

or salience effects. However, these reassessments do not meaningfully improve the

quality of their health care choices. While access to new health information changes

behavior in meaningful ways, it does not necessarily do so in welfare-improving ones.

To explore this further, I use a structural approach to quantify a household’s

willingness to pay for health information, isolating the specific effects of new health

information from other mechanisms. The model implies low realized returns to health

information, most likely due to individual misinterpretation of their health risks fol-

lowing the health event. Bounding the extent to which individuals increase their

beliefs about risks post-diagnosis substantially improves realized welfare. Finally, my

analysis illustrates that information revelation is privately most optimal for individ-

uals with high ex-ante risk and those with low risk aversion.
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The analysis I present could be extended in several meaningful ways. First, future

work could relax the assumption that individuals have no control over their chronic

care health costs. This would be particularly interesting in non-ESI covered popula-

tions, such as those covered by public insurance programs or without any coverage,

for whom chronic diagnoses may impose large financial burdens (Hadley, 2007). An-

other important consideration left out of the model is how liquidity constraints change

ex-post spending adjustments as health risks change (Gross et al., 2020). Finally, fu-

ture work might integrate this model with other costs incurred through living with a

chronic condition, including earnings penalties and job lock (Biasi et al., 2019; Eriksen

et al., 2021; Garthwaite et al., 2014).

Increasing an understanding of how consumers interpret new information is at

least as vital as improving their access. Family health experiences are powerful forces

in shaping individual behaviors and decisions; however, witnessing these experiences

may lead individuals to “over-react” when making future consumption decisions. In-

dividuals and families living with the risk of chronic illness may be better off as

they are taught to seek out high-value medical care and temper high expectations of

negative outcomes.



64

Chapter 2

Who Do Innovations Reach? The

Influence of Training on Mental Health

Treatments

2.1 Introduction

Innovations rest at the heart of many endeavors, and their development, diffusion,

and deployment pose critical questions across the spectrum of economic investigation.

Generally, innovations studied in economic models are all treated alike, either as

random shocks changing a technological process, or a simple event disrupting an

equilibrium. In these senses, innovations can be evaluated as though they were policy

changes, utilizing many of the simple causal inference tools popular in the field.

However, a more in-depth study of how innovations are discovered and proceed

to sway equilibria requires an explicit differentiation of innovation types. Some inno-

vations, for example, are mechanical, such as a software update to a technology that

can improve performance for a one-time fixed cost. Others require a more hands-

on approach, such as those that require learning-by-doing (Arrow, 1962) or similar

methods. Innovations—like many other economic objects—are heterogeneous, and

can take on a continuum of values in a potentially high-dimensional characteristic

space.

One question that has yet to be asked is how these characteristics affect each

innovation’s success. It is reasonable that innovations with higher fixed costs, more

variation in outcome, or other frictions may diffuse more slowly than innovations with

a more straightforward one-time updating cost. Hence, especially as a landscape of

innovation tends to the more intangible and artisanal, the spread of new ideas in a field

may slow, resulting in gaps between the cutting edge of research and the use of these

techniques in practice. Such a gap—commonly referred to as a research-to-practice
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gap (RPG)—constitutes an important problem in many areas of research, including

healthcare (Glanz et al., 2008; Wandersman et al., 2008; Glasgow and Emmons, 2007)

with particular emphasis on mental health (Kazdin, 2011; Kazdin et al., 2017; Kazdin,

2017, 2018; Jensen et al., 1999). Other important fields investigating RPGs include

management practices (Bansal et al., 2012; Burke and Rau, 2010; Rynes et al., 2002),

education (Coburn and Penuel, 2016; Strohman, 2014), and civil practices such as

social work (Rountree and Pomeroy, 2010).

This project studies a RPG in mental health care. Mental health care is a bur-

geoning field of both research and practice, especially as mental health issues become

more prominent in the United States (Olfson et al., 2015). Developments in mental

health treatments are typically of two types: pharmacological (e.g., new drugs) or

therapeutic (e.g., new models of psychotherapy). My aim is to exploit the differences

in these innovations to examine a potentially differentiated rate of innovation take-up

among practitioners. I exploit quasi-random attendance of professional trainings (in

the form of professional conferences) in both psychotherapy and psychopharmacol-

ogy among mental health professionals, and assess the impact of each. I implement a

panel event study design to assess changes in treatment patterns for therapists who

are most likely to attend professional conferences in eating disorder treatments. I ex-

plore potentially differentiated responses by provider type and patient demographics,

and conclude with an exploration of potential mechanisms for these responses and a

validation of my treatment assigning algorithm.

I find muted response among mental health professionals to either kind of profes-

sional conference. While this may be the result of an overtaxing estimation process, it

provides some suggestive evidence that continuing medical education is not the driver

for changes in the treatment behaviors of therapists. Therapists did increase their

use of olanzapine (an atypical antipsychotic occasionally prescribed for eating disor-

der treatments, discussed more in Section 2.2.2). Interestingly, this response occurred

only among non-psychiatrists (e.g., psychiatric nurse practitioners) and was used on

adolescent patients. However, therapists did not have a similar response to therapeu-

tic education; in fact, when exploring the overall variation in a provider’s treatment

profile, I find suggestive evidence that a conference discourages experimentation.

For clarity, in this paper I make the (somewhat informal) distinction between

tangible and intangible innovations. Tangible innovations are algorithmic in nature:

while they may require specific skills and training to be able to implement, their
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implementation requires little creativity and varies little across implementations and

practitioners. Many of the innovations that come easily to mind—new drugs, medical

equipment, etc.—fall into this category. In contrast, intangible innovations depend

more heavily on human capital, and therefore can vary widely based on who is im-

plementing it (or even across cases with the same practitioner). The example of

intangible innovation used in this project is psychotherapy, which is a rigorous and

scientific medical treatment, but also requires a conscious cultivation of relationship

between therapist and patient that is impossible to achieve algorithmically. While new

therapeutic techniques can be proposed and validated by mental health researchers,

the passing on of these guidelines from researcher to practitioner will inevitably leave

room for practitioners to adapt the practice to their own treatment style, potentially

altering the benefits of the development. Other examples of intangible innovations in

health care include testing and prescription guidelines (Obermeyer et al., 2019), as

well as any other behaviors subject to clinician interpretation.

Of course, this distinction is a simplifying one, as nearly all innovations contain

elements of both “art” and “science”. For example, Graham et al. (2019) discuss the

implementation of new digital mental health technologies, an ostensibly algorithmic

innovation (e.g., a cell phone application) that requires specialist understanding of

the mechanisms at play in order to be successfully integrated into a treatment plan.

While elements of artisanal and algorithmic innovations exist in almost every devel-

opment (particularly in a field such as mental health), I have attempted to choose

two key innovations that are as close to purely tangible and intangible as possible:

psychotropic medication and psychotherapeutic techniques.

The contributions of this study are both methodological and practical. First, this

study proposes a way to point identify dynamic treatment effects even in the presence

of classification error. This extension of recent work (most notably, Calvi et al. (2019))

increases researchers’ flexibility to answer causally motivated questions in the presence

of limited data, as well as suggesting ways predictive algorithms (such as machine

learning techniques) could be used in causal designs. In addition, this paper discusses

how an interpretation of these results might change when the necessary assumptions

are implausible or hold only partially, and outlines how validation samples can be

used to test the necessary assumptions.

The factors and frictions affecting technology diffusion is a central question in

economics—and health economics in particular—and this paper contributes to this
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rich literature by assessing diffusion under heterogeneous take-up costs on the inno-

vation side. Recently, this literature has been concerned with proposing explanations

for heterogeneous rates of innovation take-up; these solutions explore factors such as

differences in social network structures (Arieli et al., 2020), the presence of network

effects (Ackerberg and Gowrisankaran, 2006), and variations in take-up costs among

potential users (Ryan and Tucker, 2012). However, each of these projects consid-

ers only one innovation at a time in order to prioritize demand-side heterogeneity

(Young, 2009). In contrast, the current project examines how different innovations—

with potentially varying take-up costs—compete for takeup among practitioners. The

current setting allows for identification of reduced form evidence exploring the ways

these costs drive differences in take-up within a specific clinical population (mental

health professionals).

From a clinical perspective, this project also contributes to a broad discussion on

gaps between research and practice by highlighting one of the most common frictions

in the diffusion of ideas: communication. Some papers find strong responses of med-

ical professionals to randomized trials (Depalo et al., 2019), but the dissemination of

this information is not always straightforward (Grimshaw et al., 2001; Casper, 2007).

Continuing education is the most common method by which medical professionals

receive information about new medical research (Church et al., 2010). However, as

even medical conferences become more specialized, tailored either to academics1 or

professionals, continuing education has the potential to devolve into a “blind leading

the blind” environment, where the trainers are as removed from medical research

as the trainees. This, and many other factors, warrants an evaluation of continuing

education as a potential source of research-to-practice gaps. This study contributes

not only to a discussion on the uses of continuing education, but also a much larger

literature on innovation diffusion in intangible settings.

Finally, this paper is also tangentially related to a burgeoning literature on the

diffusion of ideas, a discussion on how intangible goods such as international ideals

(Gilardi, 2012) and social movements (Rane and Salem, 2012). For example, Ash et al.

(2019) examine the spread of economic language among judges following a training

program. Their particular type of policy evaluation (with dynamic treatment effects)

is similar to the aims of this paper.

1For example, the Eating Disorders Research Society holds an annual conference limited only to
its members. As a result, only academics attend, not professionals.
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2.2 Background & Data

The diffusion of innovation into practice is a central issue for nearly every area of

technological advancement. In simple cases, standard economic models predict that

technologies that increase marginal benefit or decrease marginal cost will have quicker

take-up by practitioners, becoming a new norm until further innovation disrupts the

equilibrium again (Christensen et al., 2009, 2006, 2015). However, in the presence of

frictions, the diffusion of innovations may depend on much more than their simple

benefit/cost contributions, and standard models may be insufficient to predict how a

field will develop. This is particularly true when innovations are intangible in nature,

as this makes them particularly vulnerable to frictions.

2.2.1 Research to practice gaps

One friction that is particularly salient in the diffusion of intangible medical innova-

tion is a growing divide between academics and professionals (Kazdin et al., 2017;

Kazdin and Blase, 2011). With increasing specialization, a burgeoning field such

as mental health care becomes split into two camps: one performing and reporting

the results of clinical trials and other research, and a second that interprets and in-

corporates these results as they treat real patients. However, as this specialization

progresses, the distance a new idea must travel from the laboratory to the patient

increases, raising the chances that it will either not be adopted, or adopted in some

stunted capacity.

Communication between these two groups—especially in the medical profession—

is incentivized through continuing medical education (CME) programs for practition-

ers. These programs are motivated by the documented fact that physicians who have

been practicing longer tend to stall in updating their practices, putting them at risk

for delivering lower-quality care (Choudhry et al., 2005). While the structure of CME

programs tends to vary across states and facilities, a typical curriculum generally re-

quires a mix of completing courses taught by state-approved providers, preparing and

teaching courses to other professionals, and presenting at professional conferences,

with additional options for research, publications, or media involvement. Licensures

may be awarded following the completion of certain milestones in a CME program,

allowing a mental health professional to advertise as “licensed” in an attempt to

increase demand.
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In recent years, CME programs have evolved to allow online learning through ap-

proved online classes, webinars, and presentations. This has been done largely to re-

duce the burden continuing education places on rural physicians (Curran et al., 2006)

and improve access more generally. In fact, Hugenholtz et al. (2008) have demon-

strated that online continuing education is just as effective as traditional, in-person

lectures. Despite this, most states still require at least some continuing education to

be done in person. Because of this, professional conferences continue to be hubs for

continuing education presentations, exams, and courses.

The potential benefits for professional conferences are inherent in the nature

of the event, and tend to be highly favored by practitioners (Dysart and Tomlin,

2002). In fact, according to Dysart and Tomlin, professional conferences are attended

with about the same frequency as all other continuing education events combined;2

however, their work also highlights the difficulties associated with receiving educa-

tion through expensive and travel-intensive methods such as conference attendance.

Healthcare facilities are rarely generous in providing time off for conference atten-

dance, and conference and travel fees are typically borne by the provider rather than

the employer.

2.2.2 The case of eating disorder treatments

In an attempt to assess the quality of communication and training in inducing in-

novation takeup, the current project examines continuing education on practices in

the treatment of eating disorders. These mental disorders centered around unhealthy

relationships with food and eating. They include anorexia nervosa, typified by body

dysmorphia and severe restriction of food intake; bulimia nervosa, characterized by

purging excessive food consumption; binge eating disorder, a disease marked by super-

fluous food consumption (but no purging); and other unspecified diseases. This study

will focus on patients with diagnoses of either anorexia nervosa or bulimia nervosa

exclusively.3

These diseases are ideal for the current study for three principal reasons. First,

these diseases have the highest mortality rate of any mental illness (Arcelus et al.,

2011), making them a pragmatically relevant area of focus. Second, treatment of

2Their study examined occupational therapists, rather than mental health professionals.
3Note that binge eating disorder did not have its own diagnosis code until the release of the ICD-

10-CM Diagnosis Codes, which were used beginning in October 2015 (after my sample started).
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eating disorders involves both algorithmic and intangible processes: for example,

the refeeding process of severely malnourished anorexic patients is medically more

straightforward than the psychotherapeutic aspects of treatment. However, as dis-

cussed in more detail below, many of the algorithmic treatment methods—such as

pharmacological treatments—have much weaker empirical support than psychother-

apies. Hence, in the absence of a research-to-practice gap biasing treatments towards

algorithmic interventions, one should observe the use of intangible treatments (e.g.,

psychotherapy) dwarfing the number of pharmacological interventions. Finally, the

study of eating disorders meshses well with available data. While it is a myth that

they affect only female adolescents from the middle- and upper- classes (Mitchison

et al., 2014), a substantial number of those suffering from this disease will have pri-

vate insurance. Additionally, there are easily identifiable diagnosis codes for each

eating disorder and treatment codes for the two treatments of interest (family-based

therapy and olanzapine prescriptions, discussed below). Therefore, I have a clean

identification of the populations and outcomes of interest.

While treatment patterns vary for each individual patient, treatment of eating dis-

orders is recommended to follow a team-based model of care (American Psychiatric

Association, 2006), with the team generally comprised of a principal psychotherapist,

a dietitian (and other general medicine professionals if needed to deal with secondary

effects of the disorder), a psychiatrist, and occassionally a social worker. Treatment

proceeds in stages, with early stages focused on rectifying any secondary effects of an

eating disorder (e.g., a re-feeding or rapid weight gain process), and later stages fo-

cusing on mental health treatments. Hospitalizations—if any are required—typically

take place in the first stages, with the latter stages largely taking place in an outpa-

tient setting. It is this latter, mental health-oriented stage, with which this project

is concerned. This stage typically consists of two major treatment modalities: psy-

chotherapeutic and psychopharmacological.

Family-based therapies (FBT) are considered an optimal therapeutic intervention

for the treatment of anorexia nervosa, bulimia nervosa, and eating disorders not oth-

erwise specified (Loeb et al., 2012). In this treatment, family members of a patient

are integrated into a team of health professionals, as opposed to other psychological

practices, which at best ostracize family members and at worst paint them as respon-

sible for mental illnesses (Le Grange et al., 2010). FBT, developed at the Maudsley

hospital in London by Dare and Eisler (2000) and manualized for anorexia nervosa
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by Lock and Grange (2015), currently boasts the strongest empirical support of any

psycho-therapeutic intervention for treating anorexia nervosa, including hospitaliza-

tion.4 The two most recent meta-analyses—Couturier et al. (2013) and Bulik et al.

(2007)—each conclude that family-based treatments are more efficacious than many

routine treatment methods, particularly for adolescents and youth. Importantly, the

advantages of FBT are most notable in the long-term, with positive impacts 6–12

months after treatment that outweigh even the benefits of individual cognitive-based

therapy (Couturier et al., 2013). As these authors write:

“Family therapy focusing on symptom interruption of eating disordered

behaviors should be recommended as the first line of treatment for adoles-

cents with eating disorders. Given the growing evidence base for FBT for

adolescents with eating disorders, it would be prudent to study implemen-

tation strategies and effectiveness of this treatment in the community.”

(Couturier et al., 2013)

Family-based therapy is recommended by the American Psychiatric Association

and the National Institute for Health and Care Excellence in the UK as the main

intervention for eating disorders (American Psychiatric Association, 2006). Despite

this, however, the overall use of FBT in eating disorder treatments in the outpatient

setting remains consistently low. Figure 2·1 shows the percentage of all eating disorder
patients in the MarketScan data receiving any form of family-based treatment over

time. The graph shows that only around 15% of the 23,000 patients in the sample

(and around 26% of the 10,000 youth and adolescent patients) ever receive FBT in

their treatment. Furthermore, the graph shows the publication dates of major RCTs

and meta-analyses positively evaluating FBT, with little implied physician response

shown as a result. This suggests that providers may already have sorted into those

who provide FBT to their patients and those who do not, and that the current stream

of ongoing research does not affect their decision to provide this treatment.

Of course, FBT will not be ideal for every eating disorder patient. Factors such

as family instability, need for longer treatment, and co-morbid psychiatric disorder

may influence a patient’s lack of response to FBT (Lock et al., 2006). Additionally,

FBT has been proven more useful for adolescents than adults (Bulik et al., 2007).

4A complete list of randomized control trials (RCTs) evaluating the effectiveness of FBT for
eating disorder treatments can be found here.

https://www.div12.org/treatment/family-based-treatment-for-anorexia-nervosa/
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Figure 2·1
Therapist Response to Publications on Family-Based Therapy

Finally, some specialists are able to use family-based techniques across a wide range

of diagnoses outside of eating disorders; this may incentivize certain mental health

practitioners to specialize in a family-based approach, allowing specific patients to

seek out this treatment modality if they feel it may be a good match for their needs.

The second major treatment modality for eating disorders is pharmacological;

however, the evidence base for this style of treatment is scant relative to that of

therapeutic techniques. There are only two FDA-approved medications for eating

disorder treatments: fluoxetine for bulimia nervosa (approved in 1994) and vyvanse

for binge eating disorder (2015), both of which suppress purging behaviors. Addi-

tional medications—particularly selective serotonin reuptake inhibitors (SSRIs) or

other antidepressants—are typically prescribed to assist in mitigating co-morbid de-

pression and/or anxiety symptoms (American Psychiatric Association, 2006). Over-

all, there are no good pharmacological treatments to handle a patient’s relationship

with food, making the therapeutic treatment arm essential.

Even without empirical support, an increasing number of prescribers have begun

engaging in off-label experimentation in the treatment of eating disorders (Maglione

and Hu, 2011). Much of this experimentation uses atypical antipsychotics—which are

FDA approved and typically prescribed for schizophrenia and bipolar disorder—to

manage weight gain. For example, olanzapine (the most commonly prescribed atyp-

ical antipsychotic for eating disorders) is known to induce weight gain as a common

side effect, and hence has been viewed as potentially useful in anorexia nervosa treat-

ments (Flament et al., 2012). While there have been some studies examining these



73

medications (see Maglione and Hu (2011) for a meta-analysis), there is not enough

conclusive evidence that these medications are effective in treating eating disorders

to warrant a change in their FDA approval status presently; however, continuing edu-

cation and professional conferences still include discussions of incorporating off-label

drugs into psychopharmacological practice in an ED treatment profile.

2.2.3 This project

This project focuses on a single potential friction between academic research and

practice: the impact of professional education. Specifically, I focus on the imple-

mentation of FBT and prescription of olanzapine in eating disorder treatments, two

innovations that embody different styles of innovation and may thus diffuse differ-

ently. The prescription of olanzapine, while an off-label practice with relatively little

empirical support, has a straightforward implementation, and constitutes a more al-

gorithmic innovation. However, the use of family-based therapies requires specialists

to provide a higher level of care, and its implementation therefore varies widely across

therapists, in keeping with intangible innovation. This heterogeneous implementation

of FBT in eating disorder treatments has been documented in Kosmerly et al. (2015).

To evaluate this takeup, I use a list of about 70 conferences targeted at eating

disorder professionals and clinicians. For each conference whose online program is

available, I am able to ascertain if the conference ran any sessions or presentations on

either FBT or olanzapine use in ED treatments, as well as creating a registry of the

conference locations and times. Table 2.1 shows the organizations and conferences

examined. Aside from conferences whose programs are not available, I have the

universe of such professionally-oriented conferences.5 I couple this with a sample

of 4,476 therapists and professionals from the Truven MarketScan data to examine

treatment profiles of specialists before and after conference attendance.

The main complication is that I have no data on who actually chose to attend

each conference;6 instead, I will estimate treatment status based on each specialist’s

cost (in travel) of attending a conference. By assuming that therapists are more

likely to attend conferences that are low-cost to them, I am able to artificially assign

5Note that this excludes academic conferences which are limited to members of the academic
organization only (for example, the Academy of Eating Disorders) as not all clinicians would have
the opportunity to attend.

6Note that I have data on conference registration for a few conferences, which I will use in a
validation exercise in Section 2.5.
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Table 2.1
Professional Conferences on Eating Disorder (ED) Treatments Examined

Organization Conference Name Frequency Total
Programs

FBT Olanzapine

Academy for EDs International Conference
on ED

Annual 9 7 4

American Academy of Child &
Adolescent Psychiatry

AACAP Meetings Annual 10 2 4

Annual Eating Recovery
Foundation

ERF Conference Annual 3 3 0

Center for Change National ED Conference
for Professionals

Annual 5 1

International Association of ED
Professionals

IAEDP Symposium Annual 9 6 2

Maudsley Parents One-Day FBT Conferences Sporadic 3 3 0
Multi-service ED Association MEDACon Annual 3 2 1
National ED Association NEDACon Annual 4 3 0
Renfrew Center Foundation Conference for

Professionals, Seminar
Series

Annual+ 15 8 0

Center for ED at Sheppard Pratt Professional Symposium Annual 6 3 0
Summit for Clinical Excellence National ED Conference Sporadic 4 1 1
UCSD ED Treatment Center Trainings for Professionals Sporadic 2 1 0

Total: 73 40 12
1. Abbreviations: ED = eating disorder; AACAP = American Academy of Child & Adolescent Psychiatry; ERF =
Eating Recovery Foundation; IAEDP = International Association of Eating Disorder Professionals; FBT = Family-
based therapy; UCSD = University of California at San Diego.

specialists to treatment and control groups, as discussed in more detail in Section

2.3.1. Finally, I extend recent work on dealing with classification error in treatment

effect models (Calvi et al., 2019) to approximate the local average treatment effect of

attending these conferences.

Hence, this paper provides two distinct contributions. The first is methodological

in nature, and presents a toolkit of econometric techniques to assist researchers in

overcoming data limitations. Specifically, this paper introduces an instrumental vari-

ables technique for the event study approach, integrates predictive algorithms into a

causal framework, and extends results that adjust these frameworks for classification

errors. Due to the reasonably complicated procedure by which my results are derived,

several sections of this paper are dedicated to the exposition of the algorithm and

intuition behind its use.

Secondly, I present information detailing how medical professionals respond to

continuing education in the form of professional conferences. I argue that these re-

sponses are potentially differentiated on the basis of which techniques or tools are

being discussed, and examine heterogeneity by audience (specialist type) and popula-

tion of interest (patient demographics). Ultimately, the results of this exercise provide

little evidence that continuing education changes behavior in the aggregate, either for

intangible or algorithmic innovations (psychotherapy and prescriptions, respectively).
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This finding warrants future research in light of the severe data limitations and com-

plex econometric procedure, which is taxing for the available data; however, if true,

this finding suggests a need to better understand the optimal way to transmit infor-

mation to practicing professionals.

2.3 Empirical Design

Dynamic treatment effects are at the heart of questions surrounding innovation adop-

tion. I am ultimately interested in how professional conferences impacted the use of

FBT and olanzapine over time for each specialist who attended. I have concrete

data on each specialist’s treatment profile for their subset of patients who are covered

by an insurer in the MarketScan database; however, I do not have reliable data on

conference attendance for these physicians. My empirical approach will (i) estimate

treatment status for each medical professional and conference, (ii) estimate a dynamic

treatment effect of professional education using an event study framework, and (iii)

adjust for potential classification error in the first step.

This project combines various econometric approaches to attempt point identifi-

cation of my dynamic treatment effect of interest. To fill in data gaps, I employ a

predictive algorithm that infers who attends each conference; this suggests a place for

more sophisticated machine learning techniques in causal research designs. To deal

with the flaws inherent in any such algorithm, I extend an estimator that is robust to

measurement error in a treatment variable to an panel event study framework.7 Using

this estimator in tandem with a transformed IV approach allows me to approximate a

Dynamic Local Average Treatment Effect (D-LATE) for the specialists in my sample

who are induced to take-up treatment (the compliers).

Event study designs have become increasingly popular in recent years (see Sun

and Abraham (2021) and Borusyak and Jaravel (2021) for important reviews on the

subject). These designs rely on variation in treatment time (with or without the

presence of a control group to explore treatment effects in periods both leading up

to and following the treatment period, as well as the presence of a control group to

correctly control for time fixed effects (Hull, 2018). This design can flexibly be used

7The Mismeasurement Robust LATE Estimator of Calvi et al. (2019), discussed in more detail
in Section 2.3.3.
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to explore heterogeneous responses in an appealing way when the number of groups

to compare is relatively small, as in Johannesen and Stolper (2017).

2.3.1 Estimating treatment categories

While my data are ideally suited for the study of a medical professional’s treatment

profile, they contain no information on continuing education or conference attendance.

Hence, I use a predictive algorithm to infer each specialist’s decision to attend a CME

conference based on their travel costs. The algorithm is based off of the assumption

that given that opportunities for continuing education are nearly ubiquitous, decisions

to attend conferences for professionals will be driven largely by costs: an ED specialist

in Boston is far more likely to attend conferences when they are held in New England

than when they are held in California.

Details of this algorithm are relegated to Appendix B for brevity. In general,

for each mental health specialist and each conference, I compute a measure of travel

cost taking into account both the physical cost of travel and the opportunity cost

of time. From this continuous measure, I infer a treatment group as the smallest

η-percentile of specialists when ranked by their travel costs. This move from a con-

tinuous variable to a discrete one is motivated by the classification error framework

laid out in the next subsection; by varying this threshold I change the probabilities

of misclassifying a treated/control therapist in a near-monotonic fashion.8 This is

useful for the assumptions of the MR-LATE estimator discussed in Section 2.3.3.

However, future research might explore the potential use of this continuous measure

in a propensity-weighting framework, as well as how such a framework compares to

that of Calvi et al. (2019). Additionally, future research could integrate more so-

phisticated machine learning techniques to improve prediction accuracy, providing a

better approximation of the true LATE (as discussed in Section 2.3.3).

Figures 2·2 and 2·3 show an example of the algorithm’s output for a sample

conference for professionals that took place in September 2012 in Boston. Figure 2·2
shows the estimated travel cost to attend the conference for each specialist in the

sample at that time, while Figure 2·3 shows the estimated distribution of travel costs,

including various cities as reference points. Specialists in cities farther away from

8That is, as η increases, I tend to increase the probability of classifying a control therapist as
being treated, while decreasing the probability of classifying a treated therapist as part of the control
group.
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Boston incur greater travel costs to attending the conference, but those in distant rural

areas (such as Mountain Home, Idaho) incur even greater travel costs. By selecting

the lowest η-quantile of the distribution, different treatment groups are created, with

differing levels of austerity in selecting the treatment (or control) groups9. Notice

that these treatment groups are not merely centered around the conference location—

indeed Atlanta, Georgia, which is a hub for major airlines, has a lower travel cost to

a Boston 2012 conference than does New Haven, Connecticut. This illustrates that

incorporating travel costs into the predictive algorithm may provide an improvement

in prediction quality over a simple geographic distance calculation.

When repeated for all conferences, this procedure creates estimated treatment

groups for each of the conferences in the sample (40 conferences for FBT trainings

and 12 for olanzapine prescriptions). In order to conduct an event study analysis, it is

important that treatment be an absorbing state for each therapist;10 hence, each ther-

apist is assigned a treatment date as the earliest time period for which it is estimated

that they attended a conference on FBT or olanzapine. From this estimated treat-

ment time, relative time dummies typical for an event study are created, completing

the necessary data configuration.

2.3.2 Instruments in event study designs

While the use of instruments in an event study is rare compared to their prevalence

in other empirical designs, the generalization from the instrumented difference-in-

differences design (DDIV) to an instrumented event study design (ESIV) is straight-

forward. As explained in Hudson et al. (2017), the basic model for the DDIV is

Equation 2.1:

yit = αi + τt + βDit + ϵit, (2.1)

where αi and τt represent individual and time fixed effects, and Dit is the binary (po-

tentially endogenous) treatment status.11 To deal with the endogeneity of treatment

Dit, a binary instrument Zit is used.

9The red line in Figure 2·3 illustrates a treatment group based on the lowest 10% of travel costs.
10That is, each specialist ought to be treated only once, and remain treated throughout the

duration of the sample after that.
11Note that additional controls can be added if desired. I ignore them in this section to simplify

the exposition.
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Figure 2·2
Estimated Travel Cost for all Specialists, Boston 2012 Conference

The event study framework generalizes this by mapping between a single treatment

indicator Dit and a vector of relative time dummies, which indicate how much time

has elapsed since the treatment event. For each individual i in a panel, the event is

denoted as Ei = mint{Dit = 1}; given this, each period t can be assigned a value

Kit = t − Ei. This essentially re-orders the time periods in a panel so that each

individual appears to have been treated simultaneously. Once this is complete, the

estimating equation can be written as Equation 2.2

yit = αi + τt +
∞∑

k=−∞

γk1 {Kit = k}+ ϵit. (2.2)

In this setup, each parameter γi indicates the effect of the treatment event on the

outcome variable i periods before or after the event itself. See Borusyak and Jaravel

(2021); de Chaisemartin and D’Haultfoeuille (2019) for a more detailed discussion of

the event study approach. Generally, applied researchers do not estimate the fully

dynamic specification (where k ranges over all integers), but limit k ∈ [−A,B] for

two positive integers A and B12. This establishes the vector parameters (γ0, γ1, ..., γB)

as the parameters of interest (sometimes referred to as the dynamic treatment effect

parameters).

12For identification, such an approach requires omitting a dummy as a reference group, which is
typically chosen to be γ−1.
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Figure 2·3
Estimated Distribution of Travel Cost for all Specialists, Boston 2012 Conference

Suppose now that there exists a valid instrument Zit for Dit. To transform this

instrument to be a valid one for the event study approach, one need only follow the

same procedure outlined above: for each individual i, define the instrumented event

Z ′
i as the point that is most likely to induce the treatment event, then define the

relative time periods Z ′
it = t−Z ′

i as before. Given that Zit is correlated with Dit, the

transformed instrument Z ′
it will be correlated with Kit, ensuring that the procedure

is valid.

My main instrumental variable is the presence of a “slow spell” for a therapist in

the months leading up to a conference. Specifically, if a specialist’s average patient

volume 4–6 months prior to a conference is lower than their overall average volume,

the binary instrument is given a value of 1 (and 0 otherwise). By indicating a potential

decline in patients treated during a registration period for a conference, I hypothesize

that this instrument will be positively correlated with true conference attendance.

Additionally, since such a measure is uncorrelated with both (i) distance between

therapist and conference and (ii) therapist treatment profiles, this measure is a valid

instrument for the treatment. I therefore define Z ′
i as the period with the lowest

measured lagged patient volume for each specialist i.
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2.3.3 Dealing with classification error

Given that I infer treatment status based on an imperfect proxy (travel costs), dealing

with classification error is a first order concern in my estimation approach.13 There is

a small, but vibrant, literature on dealing with classification errors in applied microe-

conometric models. The most notable of these papers, Lewbel (2007a) point identifies

the average treatment effect (ATE) in a simple treatment effects model. Other im-

portant papers extend this result to include covariates or discretized treatment levels

(Lewbel, 2007b; Mahajan, 2006; Hu, 2008). Most recently, these researchers have

turned to the problem of estimating Local Average Treatment Effects (LATEs) in the

presence of potentially endogenous selection into treatment. This paper extends the

recent work of Calvi et al. (2019), who identify a mismeasurement-robust estimator of

the LATE (the MR-LATE) used for bias reduction in classification error problems.14

The MR-LATE estimator of Calvi et al. (2021)

Calvi et al. (2019) propose an estimator that is “mismeasurement robust” in the sense

that it can approximate the LATE under weak assumptions. In their framework, there

is a true treatment status D ∈ {0, 1}, which is unobserved and cannot be consistently

estimated. In addition, there exists a binary instrument Z such that the typical LATE

assumptions of Imbens, G. W. and Angrist, J. D. (1994) are satisfied (as replicated

in Assumption 1).

Assumption 1: LATE Assumptions. The outcome Y and true treatment status

D, together with a binary instrument Z satisfy:

i. 0 < E[D] < 1, 0 < E[Z] < 1, and Z⊥(Y1, Y0, D1, D0).

ii. (Y1, Y0, D1, D0, Z) are independent across individuals and have finite means.

iii. There are no defiers, hence P(D0 = 1 ∩D1 = 0) = 0,

13Classification error refers to measurement error in a variable denoting treatment status. Ignor-
ing this error—which by construction is nonclassical—can lead to serious problems in estimating a
treatment effect, as discussed in detail in Millimet (2010). Kreider (2010) shows that even in a case
of infrequent classification error—from 2% or less—can result in estimated effects whose confidence
intervals do not overlap the true treatment effect, and may even suggest the opposite sign of the
true ATE.

14There is another recent paper that tackles this issue (Yanagi, 2018), but this requires additional
assumptions and applies to a more restricted class of circumstances.
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where subscripts are indicative of potential outcomes following the typical frame-

work. While D cannot be consistently estimated, it is approximated by two imperfect

measures T a, T b ∈ {0, 1}. These measures satisfy an extended set of the LATE as-

sumptions in Assumption 2 (where compliers are denoted by C):

Assumption 2: Mismeasured LATE Assumptions. T i is such that the following

conditions are satisfied for i ∈ {a, b}:

i. Z⊥(Y1, Y0, D1, D0, T
i
1, T

i
0).

ii. (T i1, T
i
0)⊥(Y1, Y0)|C.

iii. E[T i1 − T i0|C] ̸= 0.

That is, in addition to the typical unconfoundness assumption, Assumption 2-i

assumes the instrument is independent of the potential measurement errors in T i.

The second part of the assumption indicates that the potential outcomes of each

mismeasurement are independent of the potential outcomes of the dependent variable

Y ; combined with the first assumption, this asserts that any measurement errors are

uncorrelated with outcome variables. Finally, Assumption 2-iii requires only that T

provide some information about D.

Given these two assumptions, Calvi et al. (2019) apply the reasonable well-known

fact that a transformed two-stage least squares (2SLS) regression of Y T on T (using

Z as the instrument) can be written as a mixture of the potential outcomes for

compliers:

Cov(Y T i, Z)

Cov(T i, Z)
=

E(Y T i|Z = 1)− E(Y T i|Z = 0)

E(T i|Z = 1)− E(T i|Z = 0)
(2.3)

= E [qY1 + (1− q)Y0|C] , (2.4)

where q is a weight related to the probability of measurement errors in T given true

treatmentD. Given this result,15 Calvi and coauthors define the MR-LATE estimator

as the difference in two 2SLS estimators, given the two mismeasured treatments T a

15This result is not unique to Calvi et al. (2019), but has been mentioned in earlier work, including
Abadie (2002) and Ura (2018).
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and T b:

MR-LATE ≡ ρ =
Cov(Y T a, Z)

Cov(T a, Z)
− Cov(Y T b, Z)

Cov(T b, Z)
.

Using this definition and the result from their first theorem (Equation 2.4), it

follows immediately that the MR-LATE is a multiple of the LATE, with the weighting

(qa − qb); Hence, the MR-LATE is equal to the true LATE when (qa − qb) = 1. A

sufficient condition for this to hold is that of Assumption 3:

Assumption 3: Sufficient Condition for MR-LATE = LATE. T a and T b are

such that the following two conditions are met:

i. pa0 = 0. That is, among compliers, the mismeasured treatment T a never mis-

takes the actually untreated as treated.

ii. pb1 = 0. That is, among compliers, the mismeasured treatment T b never mistakes

the actually treated as untreated.

These restrictions—that one treatment group is strict in its definition of the treat-

ment group, and the other in its definition of the control group—are related to the

no-defiers assumption typical in a LATE framework. By eliminating certain combi-

nations of D and Z, the no-defiers assumption allows for a clean interpretation of the

local average treatment effect. In a similar vein, Assumption 3 rules out certain types

of measurement errors, thereby eliminating extraneous cases wherein the MR-LATE

would be different from the true LATE.

As in cases where the no-defiers assumption is violated, an MR-LATE estimator

approximates the LATE in cases where Assumption 3’s conditions are nearly met

(meaning that qa − qb is close to one). Judging the extent to which the conditions of

these assumptions are met is typically impossible given the limitations of the data;

however, I have obtained actual conference registration data from recent ED confer-

ences held by the Academy for Eating Disorders, which I use as a validation sample

in Section 2.5. With this new data, I am also able to address concerns about a lack

of strong identification arising from an imprecise treatment group estimation.
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This paper: The dynamic LATE (D-LATE) estimator

Extending Lewbel’s work to the event-study setting is relatively straightforward. The-

orem 1 below restates the necessary setup and assumptions for the MR-LATE to be

identified for each parameter βi of the dynamic treatment effect.

Theorem 1 Let {Y,D,Z, T a, T b} be such that Assumptions 1 and 2 are satisfied.

Consider estimating an instrumented event study regression (equation 2.2) on the

transformed variable T iY using T as the treatment measure and Z as the instrument.

Then, for any time period t relative to the treatment period, the dynamic treatment

coefficient γt satisfies

γt = E[qY1 + (1− q)Y0|C], (2.5)

for a q related to the probability of mismeasurement in the substitute treatment mea-

sure T i.

See Appendix A for a proof of this theorem. This extension of the theorem

relies on two facts: first, that an event study design is simply a transformation of

the DDIV estimator into one with many dummy variables, as discussed in 2.3.2.

Hence, estimating a LATE model with one instrument is equivalent to estimating a

corresponding ESIV model with many instruments (one for each dummy). Second,

as discussed in Angrist and Imbens (1995), coefficients in two-stage least squares

models with multiple instruments can be written as a linear combination of each

instrument-specific LATE.

Given the results on Theorem 1, the corollary of Calvi et al. (2019) immediately

implies that a dynamic version of the MR-LATE (which I call the dynamic MR-

LATE or D-LATE for short) is equivalent to the true LATE under the conditions

stipulated in Assumption 3. Hence, in order to resolve issues of classification error

while still obtaining a dynamic treatment effect, I use two measures of treatment

status—one that never misclassifies the treated, and another that never misclassifies

the untreated—and the quasi-randomized instrument of patient volume during the

conference registration period, as discussed in Section 2.3.2.

For the two mismeasured treatment estimates, I can use the travel cost algorithm

described in the preceding subsection with varying thresholds. That is, I create two

estimated treatment groups for each conference, one with a very strict threshold for
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attendance (e.g., only the lowest ventile of travel costs) and one with a very liberal

threshold (e.g., the 95th percentile of travel costs). In this way, I ensure that one of the

mismeasured treatments is unlikely to mistake a truly treated professional as a control

member, and the other is unlikely to make the opposite mistake, thereby at least

approximating the sufficient conditions for the D-LATE estimator to be equivalent to

the LATE.

I therefore obtain estimates and standard errors of the D-LATE using the following

procedure. First, I estimate two event study regressions (using equation 2.2) using

T iY as the dependent variable, T i as the treatment status (that determines the

dummy variables), and Z as the instrument. The MR-LATE estimator for each

coefficient of interest γi is given by γMR
i = γai − γbi . Finally, I obtain bootstrapped

panel errors for each coefficient use the panel bootstrap method.16

2.4 Estimation Results & Heterogeneity

The D-LATE estimator was implemented to evaluate two sets of professional confer-

ences: one targetting the use of family-based therapies (FBT) and another the pre-

scription of atypical antipsychotics (olanzapine) in eating disorders. In both cases, I

am interested in the effect these conferences have on individual therapist experimen-

tation; I therefore measure short-term responses to a conference by the likelihood of

utilizing an innovation in the first 6 months following the event.

The main results of the event study on FBT takeup can be seen in Figure 2·4.
The point estimates suggest that in the month following conference attendance, FBT

techniques were about 8 percentage points more likely to be employed. However, large

bootstrapped standard errors and large pre-trend effects suggest that this result is

more attributable to sampling variation than a true therapist response. Even if there

is a short-term response, it quickly diminishes in the subsequent periods, suggesting

a short period of experimentation without true adoption. As I will discuss in Section

2.4.1, this result is robust to multiple specifications.

A similar result holds for olanzapine prescriptions, as seen in Figure 2·5. The

estimated coefficients for this treatment effect are much smaller, with at most a

0.4 percentage point increase in prescriptions after conference attendance. Overall,

the results suggest little, if any, change in prescribing behavior. The fact that this

16See Kapetanios (2008) for an excellent review of this procedure.
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Figure 2·4
Therapist Response to Family-Based Therapy Conferences

response is less dramatic than responses to FBT is somewhat surprising, given my

hypothesis about innovation types. I will discuss potential interpretation of these

results in Section 2.6.

2.4.1 Robustness

The main results shown above are robust to multiple expressions of the regression

specification. In particular, I compared results with binary and continuous dependent

variables, the use of all prescriptions (compared to only olanzapine prescriptions), and

the decision of whether to normalize the travel costs by specialist salary (as discussed

in Appendix B). Figures showing how the estimated coefficients changed based on

these varying approaches can be found in Appendix C.

In addition to these typical robustness checks, I also assessed how the results

changed relative to my specification for the two mis-measured treatments. My speci-

fication uses cutoff thresholds in travel costs to assign treatment status to specialists;

however, as discussed in Section 2.3.3, there is a tradeoff between satisfying the con-

ditions of Assumption 3 and maximizing their correlation with the true treatment

status (e.g., mitigating concerns of a weak instrument problem). I therefore repeat

the estimation procedure using various treatment thresholds, which can also be viewed

in Appendix C. The results are quite consistent—if anything, models estimated with

more stringent treatment thresholds (smaller η) appear to detect larger estimates, but
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Figure 2·5
Prescriber Response to Olanzapine Conferences

have larger standard errors as well. While future work may elaborate on the optimal

decision of treatment threshold to balance the trade off inherent in its selection, this

figure provides sufficient evidence that the choice of threshold contributes little to the

overall result.

2.4.2 Heterogeneous responses by patient age

While the overall results show little specialist response to professional conferences—

whether targetting algorithmic or intangible innovations—a null result may mask

interesting heterogeneous responses. To that end, I investigate potentially differen-

tiated responses by patient and specialist type. First, specialists may respond to

professional conferences selectively, choosing to implement new techniques on a sub-

set of their patient pool. Particularly, family-based therapies have been shown to

be more effective for adolescents and children, for whom family structure is a more

integral social context (Couturier et al., 2013). On the other hand, pharmacological

interventions may appear more tolerable for adult patients, especially those for whom

FBT is not a viable option.

To explore potential heterogeneity along this dimension, I re-estimate the results

on the subset of patients who are under 20 years old. Figures 2·6 and 2·7 show the

results for the effect of FBT and olanzapine professional conferences on treatment pro-

files for youth and adolescents. The results for FBT use—a treatment which should
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ostensibly be easier to implement among adolescents and youth—are practically iden-

tical to those shown in Figure 2·4; however, the results for olanzapine use suggest a

small, but more significant, increase in prescriptions for youth following pharmaco-

logical conferences. This suggests a certain degree of differentiated response among

practitioners based on the type of patients they see, although not in the way one

would generally hypothesize.

2.4.3 Heterogeneous responses by specialist type

In addition to potentially heterogeneous response by patient types, specialists them-

selves may differ in their responses to professional conferences. For example, spe-

cialists who hail from a more academic background (e.g., psychologists) may place

a higher priority on evidence-based treatments, and may therefore be more likely to

integrate FBT or olanzapine into their treatment profiles. To examine this question, I

estimate an extended ESIV model using the D-LATE procedure, including interaction

terms for specialist types. That is, I examine the specification in Equation 2.6:

yit = αi + τt + γ⃗T t + δ⃗ (T t × si) + ϵit, (2.6)

where T t is the vector of relative time dummies used in the event study and si

are the relevant specialty types examined in the regression. Then, the coefficients of

interest are contained in the vector δ⃗. Recent papers such as Johannesen and Stolper

(2017) have used this approach as a simple way to explore potential heterogeneous

treatment effects.17

To examine heterogeneous takeup of FBT, I compare psychologists and therapists

to other mental health clinicians (family practice doctors, mental health facilities pro-

fessionals, etc.); for olanzapine prescriptions, I compare psychiatrists to non mental-

health prescribers (e.g., family practice doctors). Figure 2·8 shows the differentiated

response for FBT takeup, while Figure 2·9 shows the same for prescribing. In each

figure, the first panel illustrates the overall dynamic treatment effect (the vector γ

in Equation 2.6), while the other panels are the relevant parts of the δ vector for

each specialist type—therefore, these panels are interpreted as the relative differences

17Notice that it isn’t necessary to include level effects for each specialist type si ∈ si, as these
will be picked up by individual fixed effects (for the large majority of the individuals in the sample
who don’t switch provider types).
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Figure 2·6
Therapist Response to Family-Based Therapy Conferences Among Patients Under 20

in dynamic treatment effects for each group.18 Psychologists in general appear to

have a much higher fluctuation in the use of family-based therapy, but tend to use it

overall more than their counterparts. The point estimates suggest a higher positive

reaction to the use of FBT for them, but the pre-trends and large standard errors

prevent any definitive conclusions. Other mental health professionals (including ther-

apists) appear to have a more subdued response to professional conferences on family

therapies.

The results for heterogeneity among prescribers are equally interesting. These

estimates have greater power issues than others in this paper due to a smaller group

of treated physicians. However, there is still a clear heterogeneous response among

prescribers: mental health professionals who are not psychiatrists tend to respond

positively to these conferences, with a small but significant (and lasting) increase

in olanzapine prescriptions following the conference. Other prescribers show a less

noticeable change in behavior; general practitioners do not respond at all, and psy-

chiatrists respond for only a few periods following the conference. It may be that

psychiatrists are better trained in understanding the risks of a pharmacological ap-

proach, or they may have more of an availability to engage in a psychotherapeutic

18If one wanted to construct the dynamic treatment effect for psychologists, say, one would add
the γ vector to the δpsych vector. The standard errors would stay the same as those around δpsych,t
for all points as this they are bootstrapped standard errors, which do not change under a linear
shift.
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Figure 2·7
Prescriber Response to Olanzapine Conferences Among Patients Under 20

intervention than another mental health prescriber (e.g., a psychiatric nurse prac-

titioner). To the extent that either of these are true, professional conferences may

reach those who have less time for therapeutic responses, a higher tolerance for phar-

macological risk, or both.

2.4.4 Experimentation as a possible mechanism

Overall, the results suggest a limited and short-lived response to professional con-

ferences. One potential explanation for this fact is that specialists return from con-

ferences and experiment with new techniques, gauging their overall effectiveness and

ease of use before integrating them into their regular treatment profile. But therapists

who attempt to incorporate FBT, for example, may dislike the increased coordina-

tion cost or have a poor first experience with the treatment, which may lead them to

revert to their original treatment methods.

To test this hypothesis, I explore the effect of these professional conferences on

a specialist’s likelihood to expand their treatment set. I measure this likelihood

by computing each therapist’s Herfindahl-Hirschman index (HHI) of their treatment

profile, as measured by variation in their billed CPT-4 codes. The HHI is calculated

for each therapist i in period t using the formula:
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Figure 2·8
Professional Response to Family-Based Therapy Conferences by Specialty

HHIit =
n∑
j=1

s2ijt, (2.7)

where sijt represents the fraction of provider i’s treatments in time period t that are

in the category j. I calculate the HHI using 9 categories, including individual, group,

and family therapies amidst pharmacological interventions and other medical and

administrative claims.19

To the extent that different CPT-4 codes perfectly capture differences in utilized

treatment,20 this provides one measure of how specialized a therapist’s treatments are.

For example, if a therapist specializes exclusively in family-based therapies, there will

be no variation in the treatment profile, leading to an HHI of 1; on the other hand,

experimentation with different treatment methods will cause the HHI to decrease.

19For reference, the 9 categories used are individual therapy, group therapy, family therapy, phar-
macological interventions, evaluation and management, intake procedures, general consultations,
hospitalization treatments, and other codes used rarely.

20There has been a recent discussion on how well physicians agree on the relevant CPT-4 codes
for given treatments (Bentley et al., 2002; King et al., 2001) making this calculation an imperfect
proxy of true specialization. However, I believe that (given the categories I’ve selected) disagreement
about billing will be minimized in this case, thus making this a useful measure.
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Figure 2·9
Professional Response to Olanzapine Conferences by Specialty

I re-estimate the dynamic treatment effects for these conferences using the cal-

culated HHIs as the new dependent variable. That is, I measure to what extent

professional conferences induced specialists to expand (or contract) their treatment

methods, inducing experimentation or specialization respectively.

Figure 2·10 shows the effect that FBT conferences have on this measure of spe-

cialization. Again, there are no strong results, although there is a slight increase in

specialization at the time of the conference (potentially lasting for a few periods).

This may result from one of two potential causes: first, the conference itself may

impose limitations on a therapist’s time for treatment, requiring them to treat only

the patients that they are specialized to treat. Second, it may also be the case that

continuing education induces therapists to favor their own special skill sets more,

as they feel more trained to implement their techniques. Either way, the effects do

not suggest an increase in experimentation with new techniques after a conference,

which would be indicated by a negative trend. A similar result for pharmaceutical

conferences is relegated to Appendix C.

2.5 Travel Cost Validation

Critical to the interpretation of my results is the extent to which the D-LATE esti-

mation technique approximates the true LATE. That is, I would ideally understand
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Figure 2·10
Effect of Professional FBT Conferences on Therapist Specailization (HHI)

the probabilities that my treatment/control measures satisfy the conditions in As-

sumption 3. While I cannot verify this in my sample given the unobservability of true

treatment, I have obtained a validation sample of conferences from the Academy of

Eating Disorders; this will allow me to obtain a sense of how well these assumptions

might be satisfied in my main data.

For now, I have access to registration for the 2019 ICED Conference held in

New York City, NY.21 That is, I have records of each of the 612 unique US-based

organizations which sent professionals to the conference, as well as their geocoded

locations. Figure 2·11 shows the approximate home location of each attendee, with

the conference location shown in red. Notice that, as expected, a large fraction of

attendees live in close geographic proximity to the conference location. Interestingly,

however, those who travel a greater distance to the conference appear to be based

in metropolitan areas, which have greater proximity to an airport and subsequently

lower travel costs.

I link this data to my Marketscan data in order to have some idea of a ”true”

treatment measure relative to a control group. To do so, I identify every therapist

in my sample whose main location is within a 10 mile radius of an ICED attendee

21I am in the process of widening this validation sample by working with other conference program
directors.
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Figure 2·11
Actual Attendees of the 2019 ICED Conference in New York City, NY

location as being “truly” treated. Next, to get an idea of how correlated my predicted

treatment measure is with actual attendance, I estimate predicted travel costs for

each of the therapists in my sample and the 2019 ICED conference. I then assign

treatment groups using the same thresholds used throughout the paper, so that η ∈
{1, 2, 5, 10, 15}. These are hypothetical, as my sample does not extend to 2019, but

will give an idea of how well the prediction algorithm does relative to the truth.

First, I verify the conditions listed in Assumption 3, which are sufficient for the D-

LATE estimator to point identify the true LATE. Recall that for the two treatment

measures T a and T b, one needs to assume that T a never misclassifies the control

group, and that T b never misclassifies the treatment group. The probabilities of

these misclassifications (labelled as pa0 and pb1) are identified for each threshold in

Table 2.2 for the unnormed treatment algorithm.

T a Threshold pa0 T b Threshold pb1
0.01 0.0000 0.99 0.0074
0.02 0.0000 0.98 0.0086
0.05 0.0172 0.95 0.0103
0.10 0.0645 0.90 0.0360
0.15 0.1155 0.85 0.0406

Table 2.2
Estimated Misclassification Probabilities Using ICED 2019 data (Unnormalized)
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In general, these misclassification probabilities decrease with η, suggesting that

results using smaller thresholds are closer to the true LATE. In fact, for this particular

validation sample, the probability pa0 decreases to exactly 0 after η < 5, and the

corresponding probability pb1 decreases to under 1%. This suggests that the conditions

in the third assumption are well approximated in my current sample, especially for

the smallest two values of η (which include my preferred specification of η = 2).

Additionally, identification of the D-LATE estimator depends on a nonzero corre-

lation between T i, i ∈ {a, b} and the true treatment status D. That is, the mismea-

sured treatments must give some information about true treatment status; without

doing so (or with too small of a correlation), a problem similar to that of weak instru-

ments arises. Although this cannot be verified in my sample of interest, I can again

utilize the verification sample to assess this correlation. For brevity, the specific corre-

lations are relegated to the Appendix; however, these correlations are strong for most

measures and average around 0.15, suggesting little concern of weak identification.

2.5.1 Normed or unnormed?

My travel cost algorithm assigned artificial treatment status based on two types of

travel costs: a simple monetary measure (unnormed) and one measured in units of

hourly salary (normed by salary). Thus, a simple question is to ask which of these

measures best satisfies the assumptions needed for the D-LATE estimator to be mean-

ingfully interpreted. In contrast to Table 2.2, Table 2.3 shows the misclassification

measures the predicted travel cost for each therapist as a multiple of their expected

hourly salary.

T a Threshold pa0 T b Threshold pb1
0.01 0.0004 0.99 0.0149
0.02 0.0062 0.98 0.0257
0.05 0.0315 0.95 0.0389
0.10 0.0645 0.90 0.0691
0.15 0.1019 0.85 0.0915

Table 2.3
Estimated Misclassification Probabilities Using ICED 2019 Data (Normalized)

Overall, the algorithm performs significantly more poorly when normalizing by

salary than when using a simple monetary measure. This is additionally advantageous

because—as discussed in Appendix B—the normed travel cost measure appears to
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over-assign treatment status to those in the sample who make higher salaries (e.g,

psychiatrists and family practice doctors) over those who stand to benefit the most

from the professional conferences (e.g., therapists and mental health facility workers).

Given both of these results, results using the non-normalized treatment algorithm

should be taken as closer to the true LATE of interest.

2.6 Discussion & Conclusion

The methodology outlined above and the results arising from its application each have

novel implications. In general, my project identifies ways that researchers can aug-

ment limited data with powerful statistical learning techniques to answer a broader

range of questions than currently accessible, as illustrated by my analysis of profes-

sional conferences and mental health treatment behaviors.

2.6.1 Potential uses of methodology

A strong causal inference project typically requires rich data to be compelling. How-

ever, the set of questions researchers ask far eclipses the amount of adequate data

available to them. The MR-LATE estimator of Calvi et al. (2019), as well as the

D-LATE estimator proposed, discussed, and utilized here, offer ways researchers can

incorporate imperfect data into an analysis without crippling it.

The estimator used in my project allows for the point identification of a dynamic

local average treatment effect (D-LATE) under relatively mild assumptions. Current

statistical learning techniques are more than capable of generating the mismeasured

treatment assignments necessary for the estimator, and can use validation samples or

other techniques to ensure that the assumptions are met at least approximately. Even

in cases where the misclassification does not satisfy the conditions of Assumption 3,

the D-LATE estimator can be looked at as a method of bias reduction, moving the

estimated treatment effects closer to the truth by taking into account the possibility

of misclassification.

This paper utilized a rather simple predictive algorithm to estimate treatment

status of mental health professionals. Future research could integrate more advanced

machine learning models in its place, thereby extending the set of questions the D-

LATE estimator can answer. Additionally, future econometric research may explore

the instrumental variables approach for event studies introduced here, identify more
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properties of the D-LATE estimator, and discuss how the work of Calvi et al. (2019)

extends to other commonly used causal identification strategies.

2.6.2 Diffusion of mental health treatments

This paper utilizes the methodology of the D-LATE estimator to allow imperfect

data to shed light on an important problem in the healthcare industry: the diffusion

of ideas. By examining how professionals respond to continuing medical education

covering various types of innovations, I am able to assess to what extent research-to-

practice gaps are developing in mental health treatments.

The results are suggestive that therapists respond more to tangible innovations

than to intangible ones. While there is no discernible response to conferences cover-

ing family-based therapies, there are situations in which providers are seen increasing

their prescriptions of olanzapine following professional conferences on the subject.

The identified heterogeneity discussed in Section 2.4 corroborates this finding; ther-

apists from strong medical training and academic backgrounds (e.g., psychiatry and

psychology) respond more positively to family-based therapy, which has a stronger

evidence backing, while eschewing the somewhat weaker development of atypical

antipsychotics. Interestingly, this increase in prescriptions occurs more among the

younger patient population, despite the fact that adolescents and youth stand to gain

the most from a family-based treatment approach rather than a pharmacological one.

Of course, future research is critical to confirming these findings. A crucial step

will be extending this research beyond the Marketscan data, moving instead towards a

holistic assessment of provider behavior amidst patients of various degrees of insurance

coverage. Additionally, it will be important to gauge therapist response among other

demographics, including experience, academic training, and clinic type. Replicating

this project on a richer data set (such as all-payer claims data) can both confirm the

validity of this estimator and its findings as well as identify with greater precision the

subset of therapists who respond to professional conferences.

There are important questions outside of this domain that must be answered sur-

rounding the impact of continuing medical education and research-to-practice gaps.

This project overlooked the role that referring physicians and other members of the

treatment team (e.g., dietitians) play in the decision to incorporate new treatments,

either pharmacological or therapeutic. However, it may well be the case that these

sidelined parties can induce innovation just as well—or better—than a CME program.
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Additionally, it may be useful to examine how provider payment mechanisms, net-

work effects, and insurance coverage all dictate the decision to update or experiment

with new treatments.

Finally, additional research may move beyond the communication problem of con-

tinuing medical education and into other frictions that exacerbate research-to-practice

gaps. One might examine how the evolution of academic medical research may have

siloed researchers into their own niche, and how this affects researcher involvement

with practitioners at all. Additionally, projects might assess how researchers respond

to other forms of media surrounding new treatments, including research articles and

magazines. Finally, it will be useful to understand how implementing these new tech-

niques affects the ultimate outcome for patients, especially those being treated by an

intangible innovation.

Only by obtaining a more holistic picture of the different frictions and mechanisms

can we hope to catch a glimpse at a solution to effectively incentivizing the diffusion

of better mental health practices. Similarly, recognizing the manifold characteristics

of individual innovations will allow a richer study of the economics of innovation. By

doing so, future work can provide real solutions to gaps between academic research

and real-world practice, as well as foster more efficient channels of communication in

a broad spectrum of policy-oriented fields.
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Chapter 3

Innovations and Inequities in Access to

Medical Services

3.1 Introduction

Improving the quality of medical treatments has immense economic and social value,

through both the economic returns from improved health states and the insurance

value associated with reduced population risk.1 Funding, developing, and dissem-

inating novel medical technologies is one of the most promising ways to improve

the return on the high levels of health spending in developed countries (Cutler et al.,

2007). On the other hand, novel technologies may exacerbate health inequities, which

have persisted for over two centuries across socioeconomic status, race, ethnicity, and

other group identifiers (Adler and Rehkopf, 2008). Novel, typically high-cost medical

interventions typically exacerbate these inequities, especially during the early years

following their adoption (Arcaya and Figueroa, 2017).

Achieving the twin ideals of health innovation and health equity requires under-

standing the tradeoffs involved in pursuing these aims. Physicians may appropriately

respond to improvements in one type of medical treatment by increasing their invest-

ments in that form of treatment; this results in well-documented inequities in which

patients receive access to novel treatments. What is less apparent is how innovation

adoption affects other patients who, rather than seeking out the innovative treat-

ment, continue to vie for other, less-intensive interventions that physicians in their

local market are now providing more infrequently. If physician specialization affects

the returns to a procedure, medical innovations may lead physicians to reduce their

volume of older techniques by more than the relative increase in volume of the new

treatment, resulting in a second type of inequity: patients who are crowded-out of

1For a discussion of the value of medical innovations, see Murphy and Topel (2006) and Lak-
dawalla et al. (2017).
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specialist interventions altogether. These inequities may be further exacerbated by

incorrect perceptions of patient risk, either on the part of the physician, the patient,

or the health system more generally.2

In this paper I present a model of physician decision-making that characterizes

the tradeoff inherent in expanding access to medical innovations at the potential cost

of these two dimensions of inequities. In the model, physicians select medical inter-

ventions for patients of differing risk levels from one of three treatments: two surgical

interventions (a high-intensity and a low-intensity procedure), and standard mainte-

nance care. The model incorporates technological spillovers in the style of Chandra

and Staiger (2007), so that the returns to a treatment increase as the physician invests

more in that technique (e.g., from learning-by-doing). I then consider the impact of

an innovation that increases the average return of the high-intensity procedure. The

model highlights that physicians may respond to such an innovation along two dis-

tinct margins. First, improvements in the high-intensity technique directly lead to

an expansion in its use among intermediate-risk patients who previously selected less

intensive interventions. Second, and more surprising, the novel technology generates

a movement of high-risk patients out of low-intensity interventions and into mainte-

nance care. This is due to a reduced return of the low-intensity intervention due to

lower productivity spillovers, resulting in a set of patients who lose access to surgical

interventions entirely as a result of the innovation.

The central insight from the model is that the crowding-out of treatment for high-

risk patients may be inequitably borne by patients from certain groups within the

population. The composition of patients crowded-out from surgical interventions in

the model may differ systematically from the overall patient distribution, especially

to the extent that patients of different groups are assigned different levels of sur-

gical appropriateness or risk. Moreover, inequities may be exacerbated when risk

is imperfectly observed, and certain groups are incorrectly assigned higher or lower

levels of appropriateness for care. I quantify the extent to which measurement error

in perceptions of patient risk may increase inequities in access not only to medical

interventions, but to specialty care overall.

I then present an empirical test of the predictions of my model. My setting is

the development and dissemination of transcather aortic valve replacement (TAVR)

surgeries used to treat aortic stenosis in elderly patients in the United States. These

2For a broader discussion of the inequitable perceptions of patient risk, see Arkfeld (2021).
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minimally invasive procedures changed the scope of aortic stenosis treatments in

two key ways: first, the procedure allowed surgeries to be performed on higher-risk

patients who were previously deemed too risky for surgery; and second, the procedure

could be performed by interventional cardiologists instead of cardiothoracic surgeons

alone. The rise of this procedure therefore represented a novel disruption in the

practice of interventional cardiologists by bringing in a new procedure that could be

used on new patients, and therefore meaningfully changed their practice style.

I use this setting to test my model by estimating how TAVR adoption in local

markets led interventional cardiologists to change their provision of other surgical in-

terventions, including percutaneous coronary interventions (PCIs) such as angioplas-

ties. I show that interventional cardiologists who began performing TAVR quickly

specialized in the procedure, dedicating up to 20% of their time to the procedures

in as little as three years. This specialization included an increased rate of screening

patients for the appropriateness of valve replacements, and resulted in higher-risk

patients receiving TAVR surgeries. However, this adoption caused a reduction in

the volume of PCIs performed locally. Importantly, this shift was due to both the

increased share of patients receiving TAVR and a shift of higher-risk patients out

of interventional care altogether. Finally, I highlight that this exclusion of high-risk

patients disproportionately affected patients living in low-income areas, with patients

in the bottom 40% of the income distribution being 10 percentage points more likely

to lose access to surgical cardiac care than those in the top 60%. These findings

are consistent with a systematic misperception of a patient’s surgical risk across the

income distribution.

The model presented in this paper is the first to provide a framework for consider-

ing the equity impacts of health innovations. Hence, this project contributes to both

the literature on health innovations and health disparities. Recent work has suggested

that changes in the allocation of high-value medical services may reduce racial dispar-

ities in care, particularly when those reallocations reduce geographic variation in the

provision of services (Chandra et al., 2020). The theoretical framework presented in

this paper highlights that while innovations may reduce disparities in the populations

directly affected by the innovation, other disruptions in the supply of services also

need to be taken into account.

Health disparities have been increasing in recent years, with some groups even ex-

periencing disproportionate decreases in life expectancy as a result (Case and Deaton,
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2015; Olshansky et al., 2012). This paper highlights that novel technologies may still

exacerbate inequities in access even when the playing field of income is leveled, and

particularly that these inequities may spillover into access for other specialty care

(Arcaya and Figueroa, 2017). Finally, my results highlight that changes in the provi-

sion of one medical service may have unforseen consequences that affect the provision

of others. In that regard, my work is related to the spillover effects of health services

(Fadlon and Nielsen, 2019; Hoagland, 2022).

The paper proceeds as follows. Section 3.2 describes the adoption of TAVR in more

detail, as well as providing an overview of the data used in this project. In Section

3.3, I lay out a model of physician decision-making in the presence of technological

spillovers, and analyze how such a model implies a tradeoff between the adoption

of novel medical technologies and inequities in who is crowded out from accessing

specialty care. The model suggests several empirically testable implications, which

I outline in Section 3.4; the results of these analyses are presented in Section 3.5. I

then conclude with a discussion of the relevance of these results in Section 3.6.

3.2 Setting and Data

3.2.1 The adoption of TAVR

Transcatheter aortic valve replacement surgery is a minimally-invasive alternative to

surgical aortic valve replacement (SAVR); TAVR procedures involve the transfemoral

placement of either a balloon-expandable valve or a self-expanding valve instead of

an open surgical approach used in SAVR procedures. Numerous randomized trials

of TAVR (for both valve types) have indicated that the procedure is either superior

or noninferior among patients at intermediate or high risk for mortality from typical

surgery (Smith et al., 2011; Adams et al., 2014; Leon et al., 2016) and even among low-

risk patients (Mack et al., 2019; Popma et al., 2019). These results led to the first

TAVR device (from Edwards-SAPIEN) receiving approval from the United States’

Food and Drug Administration’s (FDA’s) Center for Devices and Radiological Health

for patients with severe surgical risk in November 2011 (Dvir et al., 2012). Over time,

the procedure’s use has been expanded to a wider pool of patients as it has continued

to be shown to be noninferior to open surgical methods for patients with lower levels

of surgical risk (Nishimura et al., 2014; Falk et al., 2017). As of 2017, more surgical
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interventions are performed percutaneously than using the traditional open methods

(D’Agostino et al., 2018).

The adoption of TAVR is an ideal setting to study the tradeoffs between inno-

vations and inequities for two reasons. First, the adoption of this novel technology

was ultimately market-expanding: the median number of surgical interventions used

to treat advanced aortic stenosis in the U.S. increased by roughly 1/3 following the

adoption of TAVR, with the number of providers supplying these interventions nearly

doubling (see Appendix). This increase in the total addressable market provided

strong incentives for physicians to change the style of their practice in order to ac-

commodate the opportunity to reach these patients, similar to the rapid expansion

of percutaneous coronary intervention (PCI) as an alternative to coronary artery by-

pass graft (CABG) surgery (Cutler and Huckman, 2003). Second, TAVR—similar

to the adoption of PCI as a substitute for CABG surgeries—disrupted the supply of

these procedures. Whereas SAVR procedures are performed only by cardiothoracic

surgeons, TAVR procedures are performed by a team of surgeons and interventional

cardiologists (Adams et al., 2014).

Importantly, these two types of cardiac specialists receive differentiated train-

ing. Specifically, as noted by Huckman and Stern (2022), after completing a medical

residency, interventional cardiologists complete three additional years of cardiology

fellowship and an additional year of an interventional cardiologist-specific fellowship.

On the other hand, cardiac surgeons typically complete a general surgery residency

followed by multiple cardiothoracic surgery fellowships, a training program that lasts

six to seven years. These unique training paths prepare each type of surgeon to

hyper-specialize in different surgical approaches, typically open surgical approaches

for cardiothoracic surgeons and percutaneous interventions for interventional cardiol-

ogists.

3.2.2 Data

I assess the impact of TAVR adoption on treatment decisions for traditional Medicare

patients seeking cardiology care using Medicare fee-for-service (FFS) claims data.3

These data contain 100% of cardiology inpatient procedures performed by both cardio-

thoracic surgeons and interventional cardiologists on Medicare patients, and include

important information about patient risk and demographics as well as demographic

3Note that this data excludes individuals enrolled in Medicare Advantage plans.
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information for surgeons. I use data from 2010 to 2017, encompassing the years of

TAVR’s adoption and rapid diffusion. By 2017, surgeons were performing TAVR at

higher volumes than SAVR; in addition, IV cardiologists were involved in over 1/5

of these procedures.4 The adoption of TAVR, therefore, both expanded the pool of

patients eligible for medical intervention and fundamentally changed the composition

of the surgical team used to treat these patients.

My main sample includes all Medicare patients with aortic stenosis, including

both patients who ultimately sought surgical intervention and those who did not. My

final data set includes 9,858,536 unique traditional Medicare patients spanning 2010

to 2017.

Mean SD Min Max

Patient Demographics
Age 72.58 11.44 0 115
Female 0.52 0.50 0 1
White 0.86 0.35 0 1
Black 0.10 0.30 0 1
Hispanic 0.02 0.14 0 1
Other Race 0.04 0.20 0 1
Median County Income (all) $55,621.54 $14,677.75 $13,037 $125,003
Median County Income (age 65 plus) $39,931.21 $8,814.85 $12,709 $91,242

Clinical Characteristics
# of Chronic Conditions 4.08 2.96 0 20
CC: Congestive Heart Failure 0.21 0.41 0 1
CC: Diabetes 0.32 0.47 0 1
CC: Hypertension 0.62 0.49 0 1
CC: Stroke 0.05 0.22 0 1
CC: Acute Myocardial Infarction 0.02 0.13 0 1
CC: Lung Disease 0.15 0.35 0 1

Surgical History & Risk
Any Previous Cardiac Surgery 0.00 0.02 0 1
Any Previous Bypass Surgery 0.00 0.02 0 1
Any Previous Valve Surgery 0.00 0.02 0 1
Any Previous Revascularization 0.00 0.01 0 1
Predicted STS-PROM 0.03 0.02 0 0.47

Table 3.1
Summary Statistics of Aortic Stenosis Patients, 2010–2017

Table Notes: Table shows summary statistics for patients seeking interventional cardiologist
care to treat aortic stenosis. N = 43, 414, 162 unique patient years spanning 2010-2017. Income
is averaged at the zip code level and reported in 2021 USD. Chronic conditions are identified
using the 100% Master Beneficiary Summary File (MBSF) Chronic Conditions segment. Sur-
gical history is identified using the 100% Inpatient FFS Claims file. Predicted patient risk
(STS-PROM) is predicted as described in Section 3.4.1.

4See Appendix Table C.1 and Figure C·1 for details on TAVR’s expansion.
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Table 3.1 includes relevant summary information for the patients in my sample.

I observe demographic information, including a proxy for income at the zip code

level (both for the full zip code and specific to residents 65 and older, in order to

better approximate Medicare incomes). I also construct relevant clinical information,

including the number of chronic conditions and surgical history, as well as specific

diagnostic items using the framework of Ellis et al. (2022). The final row summarizes

the predicted surgical risk for patients; this is empirically estimated and discussed

further in Section 3.4.1.

3.3 Model

This section presents a model of responses to medical innovations, adapted from

Chandra and Staiger (2007). The model highlights both how innovations may have

unintended consequences on other margins of treatment and how imperfect perception

of patient risk may lead these consequences to exacerbate inequities in access to health

services.

3.3.1 A model of treatment choice

Suppose there is a continuum of patients suffering from a single disease. Patients

and physicians can select from three possible treatments, indexed by t ∈ {0, 1, 2}:
preventive maintenance (t = 0), low-intensity surgical interventions (e.g., PCIs, t =

1), and high-intensity surgical interventions (e.g., surgical valve replacement, t = 2).

The patient-specific appropriateness of each procedure depends on a patient risk

index θit for patient i. When observed perfectly, θit captures both the diagnostic sever-

ity of each individual as well as their relative risk associated with an intervention—

hence, individuals with lower θit will be more likely to receive intensive surgical treat-

ments. In practice, θit is not observable; instead, physicians and patients proxy this

risk based on a set of observable characteristics Zit; I discuss this more in Section

3.4.3.

The expected utility of each procedure for a specific patient with characteristics

{Zit}t is given by

Uit = βitZit + αtPt + εit, t ∈ {0, 1, 2}, (3.1)
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where Pt represents the fraction of the population receiving treatment t. This ex-

pected utility incorporates the potential for productivity spillovers in the style of

Chandra and Staiger (2007), captured in the second term of Equation 3.1; this allows

for specialization to improve the expected utility of that treatment for the marginal

patient (if αt > 0).

Since utilities are assumed to be linear, patients’ treatment decisions can be char-

acterized as two-way comparisons at any value of θit. To simplify these comparisons

further, I make the natural assumption that treatment intensity levels are perfectly

distributed across θit; mathematically, this is equivalent to the statement that the

(absolute value) of the marginal utility of treatment with respect to patient risk is

increasing in treatment intensity.5 Practically, this means that patients make choices

only along one of two margins: a choice between valve replacement and valve support

techniques, or a choice between valve support techniques and preventive maintenance.

Given this assumption, the surgical risk of patient i can be harmonized into a single

univariate measure θi.

A patient with characteristics Zi thus chooses the most intensive treatment (t = 2)

only if Ui2 > Ui1. Over the distribution of characteristics Zi, the probability that a

patient receives valve replacement is given by:

Pr{t = 2} = Pr{Ui2 − Ui1 > 0}

= Pr{(βi2 − βi1)Zi + α2P2 − α1P1 > εi1 − εi2}

= Pr{β21Zi + α2P2 − α1P1 > ε12}, (3.2)

and the probability that a patient will choose the intermediate treatment (t = 1)

is:

Pr{t = 1} = Pr{Ui1 − Ui0 > 0}

= Pr{(βi1 − βi0)Zi + α1P1 − α0P0 > εi0 − εi1}

= Pr{β10Zi + α10P1 + α0P2 − α0 > ε10}. (3.3)

5Or |∂Ui2/∂θ2| > |∂Ui1/∂θ1| > |∂Ui0/∂θ0|. Note that in the case where θit perfectly captures
patient appropriateness for treatment, this assumption is not a special case. In practice, when θit is
unobserved, these delineations will be less clear.
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The equilibrium is therefore defined as a fixed point that solves the system of

equations:

P1 =

∫
Z

Pr{β10Z + α10P1 + α0P2 − α0 > ε10}f(Z)dZ (3.4)

P2 =

∫
Z

Pr{β21Z + α2P2 − α1P1 > ε12}f(Z)dZ. (3.5)

The equilibrium can be conceptualized in a simple single-crossing framework. If an

initial allocation is such that all patients are sorted into high-intensity treatments, this

will generate utility benefits such that some patients prefer either the lower-intensity

intervention or maintenance care. As more patients select out of the highest-intensity

intervention, decreases in the survival return to productivity spillovers move more

patients out of surgery, until only the most appropriate patients receive high-intensity

interventions. A similar market mechanism determines the allocation of low-intensity

interventions to patients for whom high-intensity treatments are not justified, but

who still receive benefit from medical intervention.

Figure 3·1
Treatment Decisions Based on Patient Risk

0
θ

Ut

θ θ

t2

t1

t0

P2 P1 P0

Notes: Graphical illustration of the selection of patients into treatment based on risk. The
production possibilities frontier for all levels of θ defines the maximum utility for each patient
and identifies distinct regions of treatment. Different colored regions indicate the fraction of
patients receiving high-intensity treatments (red, defined as P2); low-intensity treatments (blue,
defined as P1); and maintenance care (yellow, defined as P0).



107

Figure 3·1 illustrates the allocation of patients to treatments, based on a perfectly

observed patient risk (this assumption will be relaxed in Section 3.3.3. The figure

plots patient utility Ut(θ) for each of the three possible choices of treatment as a

function of patient risk θ. As patient risk increases, the utility of each treatment de-

clines; however, by assumption, these decreases occur at faster rates for more intensive

treatments. This creates three well-defined regions of treatment, where patients with

the lowest risk select the high-intensity intervention t2, patients with moderate risk

select the low-intensity intervention t1, and the highest risk patients choose to simply

receive maintenance care t0. These regions are defined by the threshold risk levels θ

and θ; these, combined with the underlying distribution of θ, define the market share

of each treatment.

3.3.2 The effect of innovations

The model allows a direct comparison of how innovations affecting one style of treat-

ment may modify the provision of other treatments. To that end, consider the in-

novation in valve replacement technology (t = 2) reflected in the transition from

SAVR to TAVR. This innovation can be characterized as one that reduces the cost of

treatment for the patient across all risk levels θ, without affecting the survival utility

(based on the noninferiority of TAVR as discussed in Section 1.2). Hence, I model

this innovation as a linear increase in the expected utility U1 by some amount τ .6

Figure 3·2 illustrates two separate effects of this shift in U1. First, panel (a) high-

lights direct effects of the intervention—as the high-intensity intervention increases

patient utility for all levels of risk, a greater share of patients will select the high-

intensity intervention over the low-intensity one. This is reflected in a change in the

risk threshold between the two interventions, captured by the change in θ to θ
′
(with

the patients switching treatments identified in purple). This increase in the mar-

ket share of high-intensity interventions results in further increased utility from the

intervention and a corresponding decrease in the utility of the low-intensity interven-

tion due to the presence of productivity spillovers in the model. Therefore, second,

panel (b) introduces the indirect effects of the innovation’s disruption in productivity

spillovers. These include both shifts into t2 as the utility from high-intensity inter-

ventions increases further and shifts out of t1 into t0 as the return to the low-intensity

6Note that this increase need not be constant across θ, but the resulting implications presented
here do not depend on this simplifying assumption.
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Figure 3·2
Effects of a Medical Innovation on Treatment Decisions

(a) Direct Effects

0
θ

Ui

θ θ
′ θ

t2

t1

t0

t′2

P1 → P2

(b) Indirect Effects

0
θ

UiUi

θ θ
′ θθ′
t2

t1

t0

t′2

t′1

P1 → P2 P1 → P0

Notes: Graphical illustration of the effect of an innovation changing the return to high-intensity
interventions U2(θ). Panel (a) highlights the direct effects of the intervention, which changes
the tradeoff between high- and low-intensity interventions and results in a greater share of
patients selecting high-intensity interventions (captured in the purple area and the change in θ

to θ
′
). Panel (b) highlights the indirect effects of the innovation, which generate changes in the

productivity spillovers to both t2 and t1, resulting in both a larger share of patients selecting
into t2 and movement from t1 to t0 (captured in the green area and the change in θ to θ’).
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intervention decreases. This treatment crowd-out is shown in the change in θ to θ’

(highlighted in green in the figure). Changes along both margins continue in response

to changes in the productivity spillovers affecting the utility from all three treatments

until a new equilibrium is reached.

Of particular interest is the magnitude of the shift in θ, which defines a share of

patients who are crowded-out of (or, depending on the direction of the shift, crowded-

in to) treatment. To quantify this shift, note that the risk thresholds θ and θ are

defined, in expectation over ε, by the equations

β2θ + α2F (θ) + τ = β1θ + α1

(
F (θ)− F (θ)

)
(3.6)

β1θ + α1

(
F (θ)− F (θ)

)
= β0θ + α0 (1− F (θ)) . (3.7)

Given the assumptions outlined in Section 3.3.1, the shares P1 and P2 can be directly

calculated given a distribution for θ, yielding the above result.

Based on this system, I compute the comparative statics of interest measuring

how risk thresholds change in response to changes in τ as

∂θ

∂τ
=

β10 + (α0 + α1)f(θ)

α2
1f(θ)f(θ)− [β21 + f(θ)(α1 + α2)][β10 + f(θ)(α0 + α1)]

(3.8)

∂θ

∂τ
=

α1f(θ)

α2
1f(θ)f(θ)− [β21 + f(θ)(α1 + α2)][β10 + f(θ)(α0 + α1)]

, (3.9)

where βij = βi − βj for i, j ∈ {0, 1, 2}.
When the innovation is market-expanding, the shift in the extensive margin thresh-

old (Equation 3.9) is nonpositive—meaning that patients are crowded-out from treatment—

if and only if

α1f(θ)

β10 + (α0 + α1)f(θ)
≤ 0 (3.10)

⇔ −α0f(θ)︸ ︷︷ ︸
∂P0/∂θ

−α1[f(θ)− f(θ)]︸ ︷︷ ︸
∂P1/∂θ

≥ β1 − β0. (3.11)

The terms on the left side of the inequality in Equation 3.11 represent the reduction in

productivity spillovers for both t0 and t1 associated with changing the risk thresholds

θ, while the right side of the inequality captures the differences in the marginal utility

of each treatment. Note that both sides are necessarily negative numbers. Hence, a
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market-expanding innovation in the high-intensity treatment will result in a crowding-

out of patients receiving any surgical intervention when the relative change in the

productivity spillovers between t1 and t0 is less than the difference in the marginal

utilities between treatments (in absolute value).

Given that changes in the effectiveness of a treatment due solely to provider spe-

cialization are estimated to be much smaller than the marginal returns of an effective

treatment itself, this condition is likely to be met in many cases (Chandra and Staiger,

2007). A similar condition allows us to conclude that the innovation itself is market-

expanding:7

∂θ

∂τ
≥ 0 (3.12)

⇔ −(α1 + α2)f(θ) ≥ β2 − β1 (3.13)

That is, innovations can easily be seen to be market expanding when the spillovers

arising from specialization do not swamp differences in the marginal returns across

treatments.8

3.3.3 Exacerbating inequities

The crowding-out of lower-value medical interventions due to provider specialization

may directly contribute to inequities in who has access to care. In this section, I relax

the assumption that patient risk is perfectly observed, and instead assume that risk

is proxied based on observable demographic and clinical information. This highlights

two features of the crowd-out induced by innovations: first, when risk is correctly

proxied based on observable demographic information (e.g., income, socioeconomic

status, race-ethnicity, sex and gender identity, or sexuality), certain groups may be

more likely to be crowded out of care. Second, and pivotally, this inequity may be

further exacerbated by incorrect rules for assigning patient risk, leaving some groups

7Note that Equation 3.13 is simplified by assuming that the extensive margin change is also
negative; the full condition—which has the same intuition, albeit less clearly visible—is presented
in the Appendix.

8Note that it is possible for an innovation to be market-contracting in the model; however,
this requires that the productivity spillovers from the low-intensity treatment be so high that any
perturbation in θ leads to patients sorting back into t1 from both t0 and t2. This is an unrealistic
scenario in practice.
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without access to even low-intensity medical interventions despite true underlying

medical appropriateness.

Throughout what follows, assume that the condition for crowd-out is satisfied

(Equation 3.11), so that there is a region C of patients who received low-intensity

interventions prior to the innovation and no medical intervention after its adoption. C

is therefore defined by the region of the (true) patient risk distribution on the interval

[θ, θ′]. I suppose that medical care professionals do not observe θ directly but are

presented with a proxy for risk θ̂.9 I assume that θ̂ is a linear combination of observable

characteristics Zit, and that it correctly predicts θ except for an idiosyncratic, mean-

zero error ε:

θit = Zitβ︸︷︷︸
θ̂

+εit. (3.14)

Suppose that among the variables contained in Zit, there is a binary variable dig

which is equal to 1 if patient i is a member of a group g, and 0 otherwise. Note that

this general form encompasses many different scenarios, including both demographic

groups (e.g., patient race or socioeconomic status) and clinical indicators (e.g., pa-

tients with diabetes, high BMI, or smokers).10 The coefficient βd used in translating

dig to risk captures a discrete shift in predicted risk based on group membership. For

ease of exposition, I assume throughout this section that dig is independent to all

other, non-group covariates Z−g = Zit \ dig.11

It is immediately apparent that if group membership is informative in predicting

patient risk (meaning that βd is nonzero), patients will have different likelihoods of

having lower-intensity treatment crowded-out based solely on their group member-

ship. Given information about the underlying distributions of θ and its proxy Zitβ,

9Note that this proxy may be the result of physician assessment, patient beliefs, clinical risk
information, or some combination of all of these.

10Indeed, such indicators, such as patient race, sex/gender, and BMI routinely inform patient
risk calculations (van Ryn and Burke, 2000).

11Note that this assumption is not critical to the results presented here, but merely simplifies
their presentation.



112

we can identify the fraction of patients in C who belong to g using Bayes’ rule:

sC,g = Pr(i ∈ g|i ∈ C) = Pr(i ∈ C|i ∈ g)
Pr(i ∈ g)

Pr(i ∈ C)
(3.15)

=
sg
sC

[Pr(Zit,−gβ−g + βg ∈ [θ, θ′]] (3.16)

=
sg
sC

 θ′−βd∫
θ−βd

f(Zit,−gβi,−g)d(Zit,−gβi,−g)

 (3.17)

= sg

∫ θ′−βd
θ−βd

f(Zit,−gβi,−g)d(Zit,−gβi,−g)∫ θ′
θ
f(θ)dθ

. (3.18)

Here, sg indicates the relative size of group g in the population, and sC = F (θ)−F (θ′)
is the relative size of the crowd-out region. In general, Equation 3.18 does not equal

either 0.5 or sg, meaning that the crowd-out region may be non-representative of

membership to g in the overall population. Although this difference arises from true

(average) differences in underlying patient risk, such systematic differences in who

receives access to care may still have important long-term effects that differ across

groups.

Further inequities arise, however, when βd is not correctly measured. Such imper-

fect risk proxying may be the direct result of providers who incorrectly gauge the size

of risk differences across groups, but may also be the result of other factors, such as

patient beliefs or health system measurements such as risk scores, which have been

shown to suffer from bias (Obermeyer et al., 2019). However it arises, this measure-

ment error will distort the likelihood that members of group g are represented in the

crowd-out region C. To quantify the relationship between measurement error and

this inequity, suppose that instead of using βg in risk calculations, θ̂ relies on the use

of a “noisy signal” β̂g, defined as

β̂g = βg + ν, (3.19)

where ν is an idiosyncratic error in group risk measurement.12 I define the inequity

resulting from the presence of ν as the change in the representation of members of

12Note that unlike the classical measurement error readers may immediately associate ν with,
this parameter is not random noise (in particular, it is not necessarily centered around 0). In the
simplest version of the model, ν is common across provider-patient assessments; however, the model
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group g in C, relative to the initial representation sC,g. Hence, I define the multiplier

increase in members of g represented in C as

I(ν) =
s′C,g(ν)

sC,g
(3.20)

=
1

sC,g

∫
θ−βd−ν

θ′−βd−ν f(Xi,−gβi,−g)d(Xi,−gβi,−g), (3.21)

where sC,g is defined as in Equation 3.18. The result in Equation 3.21 follows directly

from the calculation in Equations 3.15 to 3.18.

Given information about the parameters governing the initial risk thresholds θ

and θ′, as well as the distribution of other covariates Xi,−gβ−g, the multiplier I(ν)

can be easily calculated. In particular, notice that

∂I

∂ν
=

1

sC,g

[
fX−gβ−g(θ − βd − ν)− fX−gβ−g(θ

′ − βd − ν)
]
. (3.22)

That is, the magnitude of the measurement error ν in β̂d affects the relative crowd-out

of members of group g in proportion to (i) the initial composition of g in C and (ii)

the relative comparison points used in assessing the risk of nonmembers.

Figure 3·3 captures the intuition behind these inequities. The figure shows, for

a given distribution of observable non-group characteristics X−gβ−g and risk cutoffs

θ and θ′, the regions for which different types of patients will be crowded out of

low-intensity interventions by the medical innovation. When the patient is a member

of group g, the discrete risk shift βd results in them being crowded out of treatment

when their proxied non-group risk lies in the red region A. Similarly, for patients that

are not members of g, the crowd-out region is defined simply by having a proxied risk

level θ̂−g ∈ [θ, θ′] (the blue region B). Hence, the fraction of crowded-out patients in

g is given by the ratio of A to B (weighted by sg).

Intuitively, measurement error in the binary coefficient βd results in differences

in the location of the crowd-out region for the group members. The figure plots the

case when ν > 0, or when patient risk for members of the group is overestimated;

this shifts the crowd-out region to a pool of lower-risk patients (represented in the

figure as the magenta region A′). To the extent that this shift captures a larger

could easily be generalized to allow ν to either vary across providers or patients, as appropriate for
the context.



114

Figure 3·3
Inequities in Crowdout Associated with Imperfect Risk Assessment

0
X−gβ−g

f(·)

θ θ′

B

A

A′

Crowd-out region for nonmembers

True crowd-out region for members

Hence, sC,g is the ratio of A
to B (weighted by sg)

βdν

Notes: Figure illustrates the relative “crowd-out regions” for members and nonmembers of a
group g when used in a proxy for patient risk, as well as the effect of measurement error in βd on
the relative crowd-out rates of members and nonmembers. The figure plots an inverse gamma
distribution with parameters (3, 1) for observable non-group covariates used in predicting pa-
tient risk, f(X−gβ−g). The figure assumes that the membership variable dig is independent of
all other covariates X−g. The region A (in red) represents the crowd-out region for members of
a group g given βd, and region B (in blue) the corresponding region for nonmembers. Hence,
the relative sizes of A and B (weighted by the overall size of the group g in the population)

indicate the representation of members of g in the crowd-out region. Changes in ν affecting β̂d
shift the region A′, ultimately affecting the relative representation of members of group g in
the crowd-out region.
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share of patients in the population, this will lead to an over-representation of group

members in the pool of patients who lose access to specialty interventions following

the innovation’s adoption.

3.3.4 Empirical implications

The central mechanism by which innovation adoptions are linked to health inequities,

therefore, consists of two steps. First, when technological spillovers in medical in-

terventions affects physician treatment decisions, innovation adoptions may create

“crowd-out regions” that shift patients out of specialty care altogether. Second, the

patients in crowd-out regions may be systematically different from the overall popu-

lation, an inequity that is exacerbated when patient risk is imperfectly observed and

incorrectly proxied.

Three empirical implications of interest arise from this model. First, I can directly

test for the presence of technological spillovers by assessing the extent to which a

medical innovation crowds out the use of other interventions. In particular, given

sufficient data on patient risk, I can test whether the development of TAVR affected

both the extensive margin risk threshold (e.g., between low-intensity interventions

and no intervention) and the intensive margin risk threshold (e.g., between high- and

low-intensity interventions). Quantifying the extent to which TAVR’s adoption led to

decreases in utilization of lower-intensity procedures among the highest-risk patients

identifies the existence and magnitude of these crowd-out regions.

Second, in addition to examining heterogeneity in crowd-out across patient risk,

I can empirically test the prediction that patients in the crowd-out region will be

(potentially inequitably) distributed across members of different groups. The extent

to which an innovation leads to differential access to specialized medical interventions

may be informed both by true and perceived differences in risk across groups. Nev-

ertheless, given that inequities in access to care may have long-term and/or spillover

affects in future health outcomes, even identifying aggregate differences sheds impor-

tant light on the potential equity problems arising from an innovation’s adoption.

The model suggests that I can go one step further to empirically quantify how

much of an observed inequity in crowd-out is attributable to true group differences

in risk instead of errors in risk proxying. Finally, therefore, I can use the identified

model parameters—including both treatment risk thresholds and the distribution

of observed patient demographics—to present suggestive evidence on imperfect risk
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proxying in selecting cardiac interventions for patients of different groups. These

calculations are suggestive as they require strong assumptions about true patient

risk, which is unobserved to the econometrician as well as the provider; a further

discussion of this is presented in Section 3.4.3.

3.4 Methods

To test the empirical implications of the model, I examine the effects of TAVR’s

adoption on crowd-out and inequities in access to specialized services at the local

level. Although the model is highly stylized and abstracts away from many features

complicating physician decision-making, I can test the basic insights of the model by

examining how disruptions to the value of surgical intervention (e.g., the adoption

of a minimally-invasive technique) altered physician use of closely-related procedures

among patients seeking care from interventional cardiologists.

In my empirical exercise, I assess the role of TAVR’s adoption in utilization of

percutaenous coronary interventions (PCIs) used to treat coronary artery disease

(CAD), such as angioplasties and valvuloplasties. Due to the relatively high rate of

comorbidity of CAD with aortic stenosis, revascularization surgeries such as PCI were

frequently performed on patients whose risk levels made them unfit to receive open

surgery for a valve replacement through SAVR. Hence, the adoption of TAVR will

have a direct impact on the margin of treatment between a full valve replacement

surgery and percutaneous revascularization, particularly when the decision of care is

made by an interventional cardiologist.13

3.4.1 Estimating patient risk

A patient’s risk for cardiac surgery is typically based off of several risk models con-

structed and maintained by The Society of Thoracic Surgeons (STS). These models

account for preoperative factors that may influence a patient’s surgical outcomes,

and predict patient risks for adverse outcomes such as surgical mortality, permanent

stroke, infection, and length of stay, among others (O’Brien et al., 2009).

13Note that there is new evidence that PCI can be performed in addition to TAVR in order to
treat both CAD and AS (Bajaj et al., 2017; Søndergaard et al., 2019). This evidence comes after
the timeframe of my sample, but should be considered in future assessments of this tradeoff.
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In my empirical application, I model patient risk θ using the STS Predicted Risk

of Mortality model (STS-PROM). This model predicts the likelihood of 30-day surgi-

cal mortality following a cardiac surgery using a logistic regression including patient

demographics, health conditions, and time trends. Patient demographics include im-

portant social determinants of health, including race/ethnicity, gender, and income

level (Ash et al., 2017). Health conditions include general counts of chronic condi-

tions as well as finer indicators for specific conditions and symptoms, utilizing the

Diagnostic Items framework of Ellis et al. (2022). The full set of covariates used can

be found in Appendix Table C.2.

The STS-PROM model is generally used to classify patients into one of three risk

categories: low surgical risk (with a risk score ≤ 3%), moderate surgical risk (with

a risk score between 3% and 8%), and high surgical risk (with a risk score ≥ 8%).

Patients deemed low risk are those most likely to receive open surgical interventions

(e.g., SAVR), while PCI interventions can be performed on intermediate-risk patients

as well. There is recent evidence calling into question the effectiveness of using the

STS-PROM model as the basis for physician decision-making (Catalano et al., 2020;

Khan et al., 2019); however, I continue to use this model as it remains the model

most commonly used by practitioners to approximate θ.

3.4.2 Effect of innovation on crowdout

I estimate the causal impact of TAVR adoption on individual interventional cardiolo-

gist treatment decisions using two-way fixed effects (TWFE) “event study” regressions

of the following form:

Pr(Treatmentis) = αs + τt +
T∑

k=−T

γk1 {t− Est = k}+ ϵst. (3.23)

Here, the outcome variables of interest are treatment decisions for a patient i being

seen by interventional cardiologist s.14 The regression specification controls for both

surgeon and time fixed-effects, using quarters as the time unit of interest. Using

this specification allows me to estimate a dynamic treatment effect which captures

how physician practices evolve in the quarters relative to Est, the surgeon’s time of

14E.g., s for surgeon.
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TAVR adoption. I also adjust for potentially correlated responses within a market

by clustering standard errors at the local health market level.15

Recent work has highlighted that TWFE estimators can be difficult to interpret

without strong modeling assumptions (Callaway and Sant’Anna, 2018). In particu-

lar, coefficients estimated by TWFE models represent the weighted average of many

two-by-two comparisons. When treatment effects are heterogeneous across groups—

and hence, these comparisons—some comparisons may be assigned negative weights

(de Chaisemartin and D’Haultfoeuille, 2019; Goodman-Bacon, 2018). This makes the

interpretation of estimated treatment effects—static or dynamic—difficult to inter-

pret. In the Appendix, I include robustness checks showing that the results I obtain

by estimating Equation 3.23 are robust when using alternative estimators such as

those proposed by de Chaisemartin and D’Haultfoeuille (2019) and Sant’Anna and

Zhao (2020).

A principal implication of the model is that the adoption of TAVR should have

heterogeneous impacts across different values of patient risk; in particular, the model

suggests that TAVR’s adoption should meaningfully change treatment decisions for

patients at both margins of receiving low-intensity care. I therefore estimate poten-

tially hetergeneous treatment effects across the empirically observed distribution of

patient risk. I implement two estimators using the methodology of Xie et al. (2012):

a parametric estimator that assesses the impact of TAVR adoption across different

bins of patient risk; and a nonparametric estimator which this heterogeneity more

flexibly.

3.4.3 Inequities in post-innovation access

Finally, I identify how crowd-out inequitably affects groups of differing populations.

Throughout, I focus on income-based inequities in access to non-TAVR cardiology

services, in keeping with the predictions of the model.16 These inequities are identified

in two stages.

In the first step, I identify the differential probability with which minority in-

dividuals are likely to be crowded out of non-TAVR medical interventions. This is

done by estimating a version of Equation 3.23 which interacts the dynamic treatment

effect coefficients of interest with a dummy variable identifying if a patient resides in

15The local market is defined as the commuting zone using relevant U.S. Census data.
16Race-based inequities are presented as well in the Appendix.
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a county with average income for Medicare patients in the bottom two quintiles of

the distribution. I limit attention to patients with estimated risk greater than 5%

and use the rate of PCI interventions as my outcome variable. This specification

therefore identifies income-based heterogeneity in the likelihood that a patient will

be in the crowd-out region between receiving low-intensity medical interventions and

maintenance care, as in Equation 3.18.

Under perfect risk perception, the share of low-income patients in this crowd-out

region will be proportional to the estimated effect of being low-income on predicted

patient risk. Hence, in the second step, I compare the empirically estimated share

of patients in the crowd-out region to the share that would be predicted based on

the estimated differential risk of being low-income. That is, I reconstruct the esti-

mated share s′C,g using the empirically estimated STS-PROM regression coefficients

for income (as shown in Appendix table C.2). I then compare the magnitude of these

two shares in order to estimate the extent to which patient risk may be imperfectly

proxied by income (the parameter ν in Equation 3.21).

3.5 Empirical Results

The empirical distribution of predicted patient risk closely resembles the population

risk distribution predicted by the STS-PROM model (Appendix Figure C·2). The

average (median) predicted risk is 3.6% (4.8%). 40% of patients are identified as low-

risk, 44% as intermediate-risk, and 15% as high-risk (predicted risk ≥ 8%). Patient

income is a significant predictor of surgical risk—patients living in the lowest-income

counties (measured as the bottom two quintiles of the income distribution) have an

expected increase in their risk of surgical mortality of approximately 0.4% (p < 0.001).

The adoption of TAVR, as expected, increased both the unconditional likelihood

that an individual patient would receive a surgical intervention and the conditional av-

erage risk of surgical patients (Appendix Figure C·3). The adoption of this minimally-

invasive technique meaningfully expanded the pool of patients eligible for surgery—

the adoption was associated with an increase in both the average likelihood an in-

dividual would receive surgery (from 1.2% to 1.8%) and the conditional risk of the
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average surgical patient (from about 4% to 6%).17 Overall, TAVR allowed surgeries

to be performed on older, higher-risk patients.

Figure 3·4
Effect of TAVR Adoption on Total IVC Surgical Volumes, Commuting Zone Level

Pre-treatment mean: 15.4
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Quarters Around TAVR Adoption

Notes: Figure shows estimated impact of TAVR adoption on the total volume of surgical inter-
ventions performed by IVCs, including all SAVR, TAVR, and PCI procedures. Interventional
cardiologists who perform fewer than 10 inpatient surgeries per year are dropped from estima-
tion, and standard errors are clustered at the commuting zone level. Abbreviations: IVC =
Interventional Cardiologist

Figure 3·4 shows the estimated impact of this shift on surgical volume. The figure

shows event study regression coefficients estimating the impact of TAVR adoption on

the total volume of procedures performed by interventional cardiologists—including

both high-intensity valve replacement surgeries and percutaneous procedures— at

the local market (commuting zone) level. Here, the effect of market-level adoption of

TAVR (measured as the first TAVR procedure performed in the commuting zone) is

estimated to dramatically reduce the overall surgical volume of IVCs. The average

commuting zone performs about 15 such procedures every 3 months prior to adoption;

however, within the first 2-3 years following adoption, the total volume is reduced by

about 20% for the average CZ. This is driven by a larger reduction in the provision

17The Appendix Table further highlights changes in the types of patients receiving surgery fol-
lowing TAVR’s adoption in a local market.
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of PCI procedures than the corresponding takeup of TAVR, leaving fewer patients

receiving surgical treatments in total (see Appendix Figure C·4).18

These findings indicate that although TAVR ultimately reached higher-risk pa-

tients seeking valve replacement surgeries, fewer patients were treated overall. To

examine how adoption creates a crowd-out region of patients who receive neither in-

tervention, I assess how the treatment effect of TAVR adoption on PCI use varies

across observable patient risk. Two findings are striking: while the average surgical

risk of patients receiving TAVR goes up following adoption (in line with TAVR being

a lower-risk procedure than SAVR), there is not a corresponding increase in the aver-

age conditional risk of a patient receiving PCI (Appendix Figure C·6). This suggests
that there is considerable change in the composition of which patients receive PCI

not only at the lower risk threshold, but also at the threshold between PCI and no

surgical intervention. Second, the overall likelihood that patients receive any surgical

intervention (including TAVR, SAVR, or PCI interventions) declines after TAVR is

adopted in the local market (Appendix Figure C·7).
I therefore perform a decomposition analysis in order to assess how TAVR adop-

tion may affect patients in ways that systematically vary with patient risk. Figure

3·5 shows the results, using the method of Xie et al. (2012) in order to estimate a

nonparametric relationship between a patient’s risk and their likelihood of receiving

any surgical intervention. For each level of patient risk, the figure shows an estimated

impact of TAVR’s adoption on the likelihood that a patient with that risk level will

receive any surgical intervention (including both valve replacements and PCIs). No-

tice that the crowd-out occurs for patients at the boundary between medium- and

high-risk, as predicted in the model. In this setting, the region of patient risk where

patients lose access to surgical interventions is estimated to be between about 6.5%

and 10.0%.

3.5.1 Inequities in access to surgical care

My results indicate that TAVR’s adoption led to fewer total surgical interventions

for patients in the “crowd-out” region, with patient risks on the boundary between

18In the Appendix, I include evidence that shows surgeons also raise their rate of testing for
patient appropriateness for valve replacement surgeries. This is in keeping with the recent findings
of Mullainathan and Obermeyer (2021). See Figure C·5 for additional results at the individual
physician level.
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Figure 3·5
Likelihood of Surgical Crowd-out Across Predicted Patient Risk
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Notes: Figure shows the heterogeneous relationship between the impact of TAVR adoption
on the likelihood of receiving cardiac surgery and patient risk. Nonparametric estimator is
constructed using the methodology of Xie et al. (2012), and estimated on all patients who have
not been diagnosed with aortic stenosis.
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intermediate- and high-risk. In this section, I assess the extent to which this crowd-

out may exacerbate income-based inequities in accessing cardiac surgeries.

Figure 3·6
Heterogeneous Effect of TAVR Adoption on Cardiac Surgery Use By Patient Income

(a) Total Procedure Volume (SAVR/TAVR + PCI)
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Notes: Figure shows estimated impact of TAVR adoption on the total volume of surgical
interventions, including SAVR, TAVR, and PCIs. Estimated regressions are shown for two
groups—the group of individuals qualifying for either low-income premium subsidies or dually
enrolled in Medicaid is shown in gold, while those on traditional Medicare without any such
subsidies are shown in gold. In each group, I limit attention to patients in the “crowd-out
region,” or patients with estimated STS-PROM risk scores in the interval (6.5%, 10.0%). Stan-
dard errors are clustered at the commuting zone level.

Figure 3·6 assesses the extent to which TAVR’s adoption led to a increased rate of

crowd-out for traditional Medicare patients with different levels of income. The figure

shows two event study figures assessing the rate at which patients in the crowd-out

region (with estimated STS-PROM risk scores between 6.5% and 10.0%) lose access

to cardiac surgeries following TAVR adoption for two groups: all Medicare patients

receiving premium or copayment subsidies or dually enrolled in Medicaid (shown in

gold), and all non-subsidized traditional Medicare patients (shown in blue).19 Patients

with lower incomes are three times as likely to lose access to cardiac surgeries following

19Note that about 23% of Medicare patients in my sample are in this “low-income” group.
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TAVR’s adoption (a difference in total likelihood of receiving surgery of 6 percentage

points instead of 2).

This income gap in access to services is an aggregate of two effects: the inequities

associated with changes to surgeon risk thresholds for different interventions, and the

compounding inequities that arise from incorrect perceptions of patient surgical risk.

In the absence of any imperfect risk proxying, I can use the empirically observed

distribution of patient risk and the estimated changes in risk threshold to identify

the share of low-income patients in the crowd-out region.20 Based on the empirical

distribution of patient risk, the change in the threshold for revascularization from

8% to about 6.5% should have affected low-income individuals only twice as much as

high-income individuals. This suggests that approximately 2/3 of the new inequities

in access to services arise not from adjustments to physician practice styles alone, but

specifically from misperceptions of patient risk.

3.6 Conclusion

In this paper, I present a theoretical framework to consider the potential equity im-

plications of expanding access to novel medical technologies. The model highlights a

tension between increased access to a novel technology and overall access to specialized

health services when there are returns to physician specialization. Increased provider

investment in a high-intensity intervention may result in a “crowd-out region” of

patients who lose access to surgical interventions altogether due to the diminished re-

turns of low-intensity procedures. Importantly, the composition of the patients in this

crowd-out region may differ systematically from the overall distribution of patients.

These inequities in who loses access to medical services are further exacerbated when

patient risk is not directly observed and imperfectly proxied.

The predictions of this model can be seen empirically in the diffusion of TAVR

among interventional cardiologists. This technology quickly led to an expansion of

valve replacements for medium-risk patients, but also reduced the extent to which

high-risk patients received less intensive procedures such as PCIs. This loss of access

to services among high-risk patients disproportionately fell on patients living in low-

income areas, potentially exacerbating geographic and socioeconomic disparities in

20Note that this back-of-the-envelope calculation abstracts away from any errors in the STS-
PROM model.
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access to health care. Back-of-the-envelope calculations suggest that these inequities

are magnified due to incorrect measures for patient risk across income groups.

This empirical application highlights the value of using the theoretical framework

in considering the general equilibrium effects of innovation diffusion on equitable

access to health services. In addition, the findings suggest that corrections to risk

prediction models may be far more effective at reducing the inequities associated

with TAVR’s adoption than adjustments to provider reimbursement for TAVR and

other novel procedures. Taken together, the theoretical framework and the empirical

exercise suggest that there is room for considering equity implications and potential

downstream effects at the time of an innovation’s deployment, particularly by large

regulators such as CMS.

Future work can build on the central tension highlighted in this paper in several

directions. New research may generalize the model to include multiple dimensions

of patient risk, or consider further, more long-term consequences of losing access to

specialty care. These generalizations may lend themselves well to novel empirical

applications using machine learning techniques in novel assessments of patient char-

acteristics and identifying systematic disparities in those assessments across groups

(Mullainathan and Obermeyer, 2021). Additionally, future work may identify the

extent to which physician selection into innovation adoption affects long-run market

outcomes, including equitable access to health services (Huckman and Stern, 2022).

Finally, while this project highlighted socioeconomic and geographic disparities ex-

acerbated by medical innovations, this framework can be extended to many other

inequities and structural forces that worsen health outcomes for minority patients of

many groups. These include a more direct examination of biases and discrimination

at the point of care or systematic gaps in seeking out specialty services, either due to

coverage or mistrust.
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Appendix A

Appendix to Chapter 1

A.1 Data Preparation

This appendix provides detail on sample construction, including the assignment of

plan characteristics, health events, and chronic illness costs.

A.1.1 Identifying plan characteristics

I follow the methodology of Zhang et al. (2018) in inferring individual and house-

hold deductibles from the empirical distribution of claims. Given the claims for an

individual plan-year, I:

1. Remove claims that are out-of-network, as well as claims with negative values

in any of the total paid, plan paid, deductible, and OOP fields.

2. Limit attention to families that had at least 4 consecutive zero-deductible claims

after the last positive deductible claim (to ensure that the deductible has really

been reached).

3. Calculate each family’s total deductible contribution over the year.

4. Estimate the mode and 95th percentile of the deductible within each plan-year.

Figure A·1 illustrates the match quality of these assignments by comparing the

distribution of imputed plan family deductibles across listed plan types (Rabideau et

al., 2021).

Once deductibles are estimated, average coinsurance rates and out-of-pocket max-

ima are estimated using the methodology of Marone and Sabety (2021). These cost-

sharing parameters are those which minimizes the sum of squared residuals between
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Figure A·1
Imputed Family Deductibles by Listed Plan Type

Notes: Box and whisker plot summarizing imputed household deductibles for each listed plan
type. Each observation is a plan-year. The box in each boxplot extends from the first quartile
to the third quartile of all family deductibles, with a line in the middle for the median. Whiskers
extend to 1.5 times the interquartile range (the length of the box) if applicable. All plan years
with deductibles outside of the whiskers are shown as outlier points.

predicted and observed out-of-pocket costs, where predicted out-of-pocket costs uti-

lizes the estimated deductible and assumed coinsurance, OOP maximum, and ob-

served spending comes directly from the claims data. This estimation is done sepa-

rately for each plan-year.

Figure A·2 illustrates the estimated function used in calculating out-of-pocket

costs for a given amount of medical spending in a particular insurance plan and

year, compared with the realized distribution of total and out-of-pocket spending

for all households enrolled in that plan during the year. Each gray dot represents a

household, and gold dots are a binscatter plot of all households, using 50 bins. The

estimated features of this plan are a family deductible of $2,000, a coinsurance rate

of 13.4%, and a family out-of-pocket maximum of $6,750.41.

A.1.2 Identifying major health events

I assign major health events using a set of chronic and acute HCCs, as discussed in

Section 2 of the main text. Prior to October 2015, Marketscan claims data relied on

ICD-9-CM diagnosis codes, transitioning to ICD-10-CM diagnosis codes thereafter. A
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Figure A·2
Inferred Characteristics for a Sample Insurance Plan

Notes: Data shown for a single plan year. Each gray dot corresponds to a single household’s
observed total and out-of-pocket spending. Gold dots show averages within 50 bins. Blue line
illustrates the estimated piece-wise linear function translating observed billed spending into
out-of-pocket spending, determined by a plan deductible, coinsurance rate, and out-of-pocket
maximum.

table with each major health event as well as its corresponding status (acute/chronic)

and accompanying diagnosis codes is available upon request.

When assigning HCCs, I exclude diagnoses associated with the following place of

service and procedure codes, due to their high potential for false positive diagnoses,

as is done in the HHS-HCC risk adjustment model:

Table A.2 identifies additional demographic information, as well as illustrating

the balance in my sample across households with and without a chronic condition

in the family. The table also shows the frequency of the various chronic conditions

utilized in my sample. Households with chronic conditions are not markedly different

in terms of age or sex composition or family size, but do incur significantly higher

medical costs in a year. They are not, however, more likely to switch insurance plans

from year to year. There is wide variation in the onset of chronic illnesses; the three

most common illnesses are asthma, major depressive disorder, and diabetes.
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Place of Service Codes
12 Private residence home
31 Skilled nursing facility
32 Nursing home
33 Custodial care
34 Hospice
41 Ambulance – land
42 Ambulance – other
65 Renal dialysis
81 Independent lab
99 Unknown

Procedure Codes
36415-36416 Drawing blood
70000-76999 X-ray and ultrasound
78000-78999 Imaging
80000-87999 Lab tests
88000-88099 Autopsy
88104-88299 Cytopathology
88300-88399 Surgical Pathology
88720-88741 In Vivo
92551-92569 Hearing tests
93000-93350 ECG and ultrasound
99000-99001 Specimen handling
A0021-A0999 Ambulance
A4206-A999 Medical and surgical supplies
B4304-B999 Enteral Supplies
G0001 Drawing blood
E0100-E9999 Durable medical equipment
K0001-K9999 Wheelchairs and accessories
L0100-L4599 Orthotics
L5000-L9900 Prosthetics
P2028-P9999 Pathology and Lab
R0070-R0076 Radiology

Table A.1
Excluded Places and Procedures for Major Health Events

A.1.3 Identifying chronic care costs

An important component of my model is that chronic illnesses correspond to an-

nual diagnostic and maintenance costs that are not strictly choice variables, in the

sense that certain health utilization is more or less required. I identify the costs

associated with these illnesses from the claims data as procedures which have the

major diagnosis listed on that line item. Additionally, in conjunction with Rebecca

Hughes, MD, I identify specific therapeutic classes for prescription medications that

are associated with treating each chronic condition. Empirical distributions of these

estimated diagnostic and maintenance costs for each major health event are available

upon request.
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Full Sample Households with
chronic conditions

Demographics & Utilization
Enrollee age 30.87 (0.008) 29.61 (0.046)
% female enrollees 50.17 (0.000) 50.46 (0.001)
Mean [median] total spending $2,504.41 [$679.75] $3,378.17 [$957.52]

(4.510) (23.752)
Mean [median] OOP spending $443.07 [$109.66] $531.93 [$151.18]

(0.525) (3.153)
% switching plans ever –

Incidence of chronic illness (per 1,000 individuals)
Adrenal & pituitary disorders 0.22 7.35
Asthma 2.93 96.08
Breast/prostate cancer 0.35 11.58
Chronic hepatitis 0.10 3.23
Chronic skin condition 0.23 7.46
Congestive heart failure 0.14 4.52
Diabetes with complications 0.39 12.72
Diabetes without complications 1.18 38.57
Fibrosis of lung 0.46 15.10
Heart arrhythmias 0.00 0.00
Inflammatory bowel disease 0.14 4.65
Lupus 0.16 5.20
Major depressive/biploar disorder 1.62 52.76
Multiple sclerosis 1.10 36.17
Personality disorder 0.09 2.81
Rheumatoid arthritis 0.17 5.70
Seizures 0.30 9.82
Thyroid cancer 0.14 4.69

Nfamilies 353,403 52,747
Nindividuals 1,087,353 165,694

Table A.2
Relative Incidence of Chronic Conditions
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A.1.4 Identifying cardiovascular preventive medications

Cardiovascular preventive medications are identified using the following set of ther-

apeutic classes. See the review article Albarqouni et al. (2017) for an additional

discussion of these classes.

Therapeutic Class Example Medications

Angiotensin-converting-enzyme (ACE) Inhibitors benazepril (Lotensin), zofenopril, perindopril
Anticoagulants warfarin (Coumadin), heparin
Antihyperlipidemic Agents atorvastatin (Lipitor), fluvastatin, lovastatin
Beta Blockers propranolol (Inderal), pronethalol
Hypotensive Agents midodrine (Amatine), norepenephrine

Table A.3
Therapeutic Classes Used in Identifying Cardiovascular Preventive Medications

A.1.5 Identifying low-value services

Low value services are identified at the procedure level using CPT codes for medical

procedures and therapeutic classes for prescription medications. I aggregate these

services into five broad categories, available upon request.

A.2 Additional Reduced Form Results

A.2.1 Robustness of results to transformations

Table A.5 demonstrates that results are robust to two standard transformations for

skewed spending variables: the inverse hyperbolic sine transform, as reported in the

main text, and the log(y + 1) transformation.

A.2.2 Robustness of results to event study specification

Table A.4 shows the standard difference-in-differences coefficients for each of the main

event study regressions performed in the main text.

I also explore robustness to the problem of negative weights and dynamic treat-

ment effects common in two-way fixed-effects regressions. Implementing the Bacon

decomposition of difference-in-differences estimation with variation in treatment tim-

ing (Goodman-Bacon et al., 2019) suggests that individuals who experience a chronic

diagnosis in the home increase their out-of-pocket spending by 24.6%, more than dou-

ble the estimates presented in the main text. Additionally, all weighted comparison
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Outcome Variable Treatedf× Postt Adusted R2 N

OOP, chronic, full sample 0.09*** 0.51 1,538,162
(0.012)

OOP, chronic, zero-deductible plans 0.13*** 0.55 390,335
(0.020)

OOP, acute, full sample 0.42*** 0.50 1,374,481
(0.031)

OOP, acute, zero-deductible plans 0.39*** 0.54 358,860
(0.063)

Billed spending, wellness visits, full sample 0.13*** 0.43 1,538,162
(0.013)

Billed spending, wellness, zero-deductible plans 0.18*** 0.40 390,335
(0.027)

Cardiovascular Prescriptions, Prob(fill scrip) 2.56 0.42 439,542
(1.501)

Cardiovascular Prescriptions, PDC 1.46 0.48 439,542
(1.142)

Billed Spending, Low Value Services 0.06*** 0.20 1,538,162
(0.011)

Utilization, Low Value Services 0.03*** 0.20 1,538,162
(0.008)

Notes: This table presents estimates for the standard difference-in-difference coefficients of the event
study regressions reported in the paper. Standard errors are clustered at the household level. ∗p <
0.05,∗∗ p < 0.01,∗∗∗ p < 0.001

Table A.4
Difference in Differences Coefficients, Main Regressions
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groups are estimated to be positive in the primary specification. Furthermore, Table

A.6 implements the robust alternative event study estimator described by de Chaise-

martin and D’Haultfoeuille (2019) and Sant’Anna and Zhao (2020). Estimations are

performed using the appropriate Stata packages (Rios-Avila and Naqvi, 2021; Chaise-

martin et al., 2021). The overall ATTs estimated by the doubly-robust method for

overall spending responses and prevention spending are 8% and 4%, respectively

(Sant’Anna and Zhao, 2020). Figure A·3 illustrates the doubly-robust event study

version of Figure 1 in the main text.

OOP spending, chronic Billed spending, wellness

No Adjustment CD SZ No Adjustment CD SZ

t 0.08*** 0.06*** 0.08*** 0.12*** 0.11*** 0.08***
(0.014) (0.013) (0.014) (0.016) (0.022) (0.22)

t+ 1 0.10*** 0.08*** 0.10*** 0.09*** 0.07*** 0.05**
(0.016) (0.016) (0.016) (0.017) (0.018) (0.22)

t+ 2 0.10*** 0.06*** 0.09*** 0.10*** 0.07*** 0.03
(0.018) (0.018) (0.019) (0.021) (0.021) (0.026)

t+ 3 0.09*** 0.04** 0.07** 0.11*** 0.06*** 0.02
(0.018) (0.021) (0.023) (0.022) (0.021) (0.026)

t+ 4 0.08*** 0.02 0.05* 0.13*** 0.07** 0.07*
(0.025) (0.025) (0.028) (0.025) (0.021) (0.36)

t+ 5 0.07*** -0.02 0.01 0.10*** 0.02 0.06
(0.030) (0.031) (0.034) (0.030) (0.034) (0.44)

N 1,538,161 1,538,161 1,538,161 1,538,161 1,538,161 1,538,161

Notes: This table compares regression results from the typical two-way fixed effects event study
regression and the robust alternative estimators proposed by de Chaisemartin and D’Haultfoeuille
(2019) and Sant’Anna and Zhao (2020). Note that pre-trends are not estimated using the
command proposed by Chaisemartin et al. (2021), and are hence not reported). Standard
errors clustered at the household level are reported in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗

p < 0.001.

Table A.6
Model Comparison: Robust Estimation of Event Studies

As mentioned in the text, the Bacon decomposition suggest that none of the

weights used in the typical TWFE regressions are negative. This is illustrated in the

following figure.
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Figure A·3
Effect of Chronic Diagnosis on OOP Spending: Doubly-Robust Estimation of
Sant’Anna and Zhao, 2020

Notes: This figure re-presents regression coefficients for the event study regression of Figure 1
in the main text, using the approach of Sant’Anna and Zhao, 2020. Rectangles show estimated
average treatment effects and 95% confidence intervals for the effect of a new diagnosis on
household OOP spending. Standard errors are clustered at the household level.
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Figure A·4
Bacon Decomposition: Total OOP Following Chronic Diagnosis

Notes: This figure illustrates the estimated decomposition for how individual household-year
cells contribute to the overall event study regression of Figure 1 in the main text, using the
Bacon Decomposition. Each point represents a single 2x2 regression across a household-period,
with its assigned weight shown on the x-axis and the estimated coefficient on the y-axis. All
weights are nonnegative, and centered around the overall difference-in-differences coefficient,
reported as the horizontal red line. Standard errors are clustered at the household level.
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A.2.3 Household response to major medical events

Figure A·5
Estimated Effect of a Chronic Diagnosis on Billed Non-Diagnosed Spending

(a) Full sample (b) Households facing zero deductible

Note: Dependent variable is the inverse hyperbolic sine of total billed spending for all non-
diagnosed individuals in a household. Coefficients are presented relative to the year prior to
diagnosis. Spending is measured in 2020 USD. Standard errors are clustered at the household
level.

Figure A·6
Estimated Effect of an Acute Health Event on Billed Non-Diagnosed Spending

(a) Full sample (b) Households facing zero deductible

Note: Dependent variable is the inverse hyperbolic sine of total billed spending for all non-
diagnosed individuals in a household. Coefficients are presented relative to the year prior to
diagnosis. Spending is measured in 2020 USD. Standard errors are clustered at the household
level.

In this section, I include additional results from a suite of two-way fixed effects models

estimating the causal effect of major medical events on health behaviors. Figures A·5
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and A·6 illustrate the estimated effect on billed spending for both chronic and acute

medical events.

I also explore the effect of acute health events on household out-of-pocket spend-

ing, similar to Figure 1 in the text. In general, acute events do not generate the same

household response that chronic diagnoses do.

To explore the role that these conditional price changes have on the observed

spending responses, I first examine the potentially heterogeneous effects of major

medical events by families’ typical pre-diagnosis deductible contributions. Figure A·7
illustrates various difference-in-difference estimates for the effect of a major medical

event on billed spending, estimated on the sample of families who contributed up to

a certain fraction of their deductible on average prior to diagnosis. For this approach,

I examine billed spending instead of OOP spending because OOP spending will me-

chanically rise more for those who tend to have a larger portion of their deductible

to pay off, as the deductible is typically the largest contributor to OOP expenses.

The figure shows much larger utilization effects among families that typically spent

less than a quarter of their deductible OOP. In fact, families that spent 10% or less of

their deductible on average prior to diagnosis are estimated to increase their utilization

by about 50%. These large effects decay as more of the sample is included, and I

find that even families spending 50% of their deductible may not increase their health

utilization following major medical events. Taken together, these results suggest that

the families who experience the largest price reductions in care are not the families

increasing their utilization the most, suggesting that demand responses are not the

major driver of health behavior changes.

Finally, I find a strong extensive margin response among household members

who experience major medical events in their families. The following table shows

that individuals are more likely to spend any positive amount (billed and OOP) on

medical care, use any outpatient visits or preventive care, or fill any prescriptions.

This effect is strongest in the year of the diagnosis and decays slightly over time, but

remains significant for five years following the health event.
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Note: Effect of chronic diagnoses for those spending q% of deductible or less prior to event.
Coefficients represent effect on inverse hyperbolic sine of spending, roughly equivalent to percentage changes.

Effect of Diagnosis on Carers’ Billed Spending (DD Coefs)

Figure A·7
Spending Responses Differ Based on Pre-Diagnosis Spending

Year 0 Years 1–5 (average)

Any Billed Spending 1.54∗∗∗ 0.60∗∗∗

(0.08) (0.13)

Any OOP Spending 2.62∗∗∗ 1.41∗∗∗

(0.11) (0.18)

Any Outpatient Visits 2.20∗∗∗ 0.65∗∗∗

(0.09) (0.15)

Any Preventive Care 3.23∗∗∗ 0.90∗∗∗

(0.15) (0.22)

Any Prescription Fills 4.74∗∗∗ 2.45∗∗∗

(0.41) (0.53)

A.2.4 Intra-familial relationships

For example, while a diabetes diagnosis is most likely to affect adult household mem-

bers with similar lifestyles to the original diagnosed individual,1 a mental health

diagnosis may have a stronger genetic component. Hence, households where an adult

was diagnosed with diabetes may choose to screen other adults, such as spouses, while

1The vast majority of diabetes diagnoses in my sample are for Type 2 Diabetes Mellitus, which
generally affects adults and risk of which is increased or decreased based on specific lifestyle choices,
such as diet and exercise. The same is not as true for Type 1 DM diagnoses.
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households where someone received a mental health diagnosis may choose to screen

children or siblings of the affected individual.

Screening Hypertension Diabetes Cholesterol High BMI Cancer Depression
Diagnosis Any Chronic Diabetes Diabetes Diabetes Cancer MDD/Bipolar

Postt× Diagnosisf× Childj 0.39∗∗∗ -0.85∗∗∗ -2.20∗∗∗ -0.38∗∗ 2.55∗∗∗ 0.30∗∗

(0.03) (0.21) (0.29) (0.12) (0.43) (0.10)

Postt× Diagnosisf× Parentj -0.34∗∗ 3.49∗ 3.73 1.73∗ -1.90 -0.93∗∗∗

(0.11) (1.71) (2.26) (0.70) (2.49) (0.13)

Postt× Diagnosisf× Spousej -0.74∗∗∗ 2.54∗∗∗ 5.15∗∗∗ 1.03∗∗∗ -3.33∗∗∗ -0.62∗∗∗

(0.13) (0.45) (0.60) (0.20) (0.81) (0.11)

Postt× Diagnosisf× Siblingj 0.09 0.76 2.89 0.16 1.56 0.68∗

(0.04) (1.09) (1.86) (0.69) (1.55) (0.32)

Observations 4,039,602 3,680,725 3,680,725 3,680,725 3,671,064 3,724,608
Adjusted R2 0.024 0.217 0.388 -0.025 0.473 0.117
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Notes: Table shows results of a difference-in-differences estimation strategy highlighting the potentially differential effects
of chronic illnesses on preventive care utilization by household relationships. The primary outcome variable in each column
is a screening or new diagnosis, shown in the top row. The specific chronic illness used as the Diagnosisf dummy is shown
in the second row. Standard errors are clustered at the household level.
Table A.7
DDD Estimates: Disease-Specific Spending

To assess these potentially heterogeneous effects, I utilize a simple difference-

in-differences framework. In Table A.7, I present estimation results for the same

six diagnosis/outcome pairs shown in Table 3. The dependent variable—either a

screening or a new diagnosis—is shown in the top row, with the treatment variable—

the chronic illness affecting the household—below in italics. I explore the potentially

heterogeneous responses for four family relationships: parents, spouses, siblings, and

children of the affected individual, with children as the reference group.

Throughout, I find consistent evidence that households respond by not only se-

lecting screenings associated with the health events they experienced, but also se-

lecting which individuals to screen based on their associated risk. New hypertension

diagnoses following a chronic event are concentrated among children rather than par-

ents and spouses, suggesting that households are identifying previously ignored risks

among the previously lower-risk members of their household. Additionally, households

affected with diabetes focus screenings on spouses more than on children, consistent

with the lifestyle factors that affect diabetes risk. In contrast, households affected

with chronic illnesses that communicate a greater level of genetic risk—cancer and

mental health conditions—choose instead to screen children and siblings (in the case

of mental health conditions) more than parents or spouses.
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A.2.5 Low value care

Figure A·8
Chronic Diagnoses Increase Utilization of Low-Value Care

(a) Billed Low-Value Spending

Pre-treatment mean: $132
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(b) Low-Value Utilization (Rate/Person)

Pre-treatment mean: 0.31
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Notes: This figure shows estimated coefficients and 95% confidence intervals for the effect of
major health events on the use of low-value services (see Appendix A.1 for definitions). In
the first panel, the outcome is the inverse hyperbolic sine of billed spending. In the second
panel, the outcome is the number of low-value services used per household member. Spending
is measured in 2020 USD. Standard errors are clustered at the household level.

Figure A·8 presents estimates for the effect of new chronic diagnoses on the overall

utilization of low-value services, including both total spending and overall utilization

rates. Major health events are associated with a small increase in overall low-value

spending of about 5 percent. In contrast, the average rate of service use among non-

diagnosed household members does not change meaningfully following a diagnosis.

Table A.8 depicts the event study regressions discussed in the text.

A.2.6 Plan choices

Finally, using the portion of my sample with identifiable plan choice information, I

estimate the effect of chronic health events on household decisions to switch plans.

Figure A·9 illustrates that affected households are less likely to switch insurance plans

following their major health events relative to the general population. I observe both

that plan switches do not become more likely overall (Panel (a)), and that even among

active choosers, plan switches do not become higher-quality (proxied by the use of

zero-deductible plans; see Panel (b)).
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Figure A·9
Effect of Chronic Diagnoses on Health Plan Switching

(a) Pr(Any Health Plan Switch) (b) Pr(Switch to 0-Deductible—Any Switch)

Pre-treatment mean: 5%
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Note: These figures assess the impact of major health events on plan switches. The outcome
variables are a binary indicator for whether the household switched plans in the first panel, and
whether they switched plans to a plan with zero-deductible in the second panel. The second
panel restricts the sample to those who ever made an active plan choice. Standard errors are
clustered at the household level.

A.3 Additional Reduced Form Results

A.3.1 Solving the utility maximization problem

In the final choice stage of the model, households choose medical spending m∗
it based

on the realization of their acute shocks {λit,mCH
ft } and their type parameters {pit, ω}.

Their expected utility is given by

uit(mit) = p

[
(α1mit + α2m

CH
ft − λit)−

1

2ω
(α1mit + α2m

CH
ft − λit)

2 − cj(mit)

]
+ (1− p)

[
(mit − λit)−

1

2ω
(mit − λit)

2 − cj(mit)

]
+ εijt.

(A.1)

Ignoring the idiosyncratic shock εijt, the first order condition for utility maximiza-

tion implies that optimal spending is given by:

m∗
it =

1

1 + pit(α1 − 1)

[
λit + ω(1− c′j(mit) + pit

(
(α1 − 1)ω − α2m

CH
ft

)]
. (A.2)
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Without the expected utility framework or allowing for state-dependent utility

across states, this reduces to the typical solution of m∗
it = λit + ω(1− c′j(mit). Here,

c′j(mit) depends on the optimal level of spending, with c′ = 1 when households choose

a level of spending below the deductible, and then declining to c′ = c < 1 when OOP

spending is between the deductible and the OOP max, and c′ = 0 otherwise. The

piecewise linear structure of the cost-sharing scheme does not yield a closed form

solution for m∗
it, but rather implies a discrete set of possible solutions that must be

evaluated.

A.3.2 Alternate interpretations of p

The evidence presented in Section 3 of the main text suggests that health events gen-

erate spending responses as household members reevaluate their health risks. This

leads to the simple interpretation of the dynamic learning parameter pit as a prob-

ability of an adverse health event occurring. However, to the extent that other in-

formational effects affect spending choices in ways that are separate from health risk

information, moral hazard effects, or salience effects, these effects may “load” onto

the estimated pit parameter, affecting its interpretation. These informational effects

may include physician relationship building, increased comfort obtaining care covered

by an insurer, or other, more general health information effects, which alter consumer

preferences for health care rather than their beliefs about risk.

The transition probability parameter pit can therefore be interpreted, in part, as

an adjustment to consumer preferences for care in addition to risk beliefs. Consider

equation A.1. If we assume that α1 ≈ 1, as estimated in Section 5 of the text, the

equation reduces to:

uit(mit) = mit−λit−cj(mit)+pitα2m
CH
ft −

pit
2ω

(mit+α2m
CH
ft −λit)2−

1− pit
2ω

(mit−λit)2.
(A.3)

Hence, pit can be construed, together with the estimated parameter α2, to be

representative of the preference weight individuals place on chronic care, relative to

all non-chronic care. In this setting, the informational effect of health shocks increases

individual preferences for chronic care.
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A.4 Additional Reduced Form Results

A.4.1 Estimation algorithm

I estimate the model described in Section 4 of the text using a maximum likelihood

approach similar to Train (2009) and Revelt and Train (1998), with the appropriate

extension to a discrete/continuous multi-stage choice model as discussed in Dubin

and McFadden (1984). My estimation approach is similar to other models like mine,

including Marone and Sabety (2021). I estimate the parameter values θ that maximize

the probability density of households’ observed total healthcare spending conditional

on their plan choices. The estimation is done in R version 4.0.3, following the best

practices laid out in Conlon and Gortmaker (2020).

My model allows for individuals to have three type-specific dimensions of unob-

servable heterogeneity, in addition to the typical Type 1 Extreme Value idiosyncratic

shock (which can be integrated out analytically): individual health states, individual

beliefs about health risks, and household risk aversion. I therefore must numerically

integrate over the three dimensions βft = (pit, µλ,i, ψft) ∈ θ. Given a guess of θ, I use

Gaussian quadrature with 27 support points (three in each dimension) to simulate

underlying consumer types, yielding simulated points {βfts(θ)}s and weights Ws.

For each simulation draw s, I can then calculate the conditional density at individ-

uals’ observed total healthcare spending and the probability of households’ observed

plan choices.

Household spending

Given data on realized choices mit, I construct the distribution of healthcare spending

for each individual-year implied by the model and guess of parameters θ. Based on

underlying consumer types βfts, I construct individual-level parameters for health

states (µλ,i, σλ,i, κi) based on the parameters βfts and the distributions outlined in

Section 4.3.1 of the text.

The model predicts that given an acute-chronic health state (λit,m
CH
ft ), households

choose total healthcare spending m by trading off the benefit of healthcare utiliza-

tion with its out-of-pocket cost, as discussed above. Given that mCH
ft does not have

individual parameters to be estimated (as these values are drawn from an empirical

distribution), inverting the expression in equation 18 of the text yields the health

state realization λits that would have given rise to observed spending mit given m
CH
ft .
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Given that observed spending is truncated from below at 0, there are two possibilities

for the conditional pdf:

fm(mit|cjt, βfts, θ) =

Φ
(

log(κi)−µλ,i
σλ,i

)
mit = 0

Φ′
(

log(λits)−µλ,i
σλ,i

)
mit > 0,

(A.4)

whereΦ(·) is the standard normal cumulative distribution function. In practice, there

are iterations where the implied pdf is zero; hence, in order to rationalize the data

for any parameter guess, I use a convolution of fm with a uniform distribution over

the range [-1e-75, 1e-75], as done by Marone and Sabety (2021).

Plan choices

I next calculate choice probabilities for each available health insurance plan. Given

θ and βfts, I numerically integrate over the joint distribution of acute and chronic

health care shocks using D = 10 support points in each dimension. The support

points for the chronic health care shocks are chosen uniformly across the empirical

distribution with the empirical pdf used in calculating the associated weights. For

the acute health shocks, support points are calculated over the lognormal distribution

as:

λitsd = exp (µis + σisZd) + κis, (A.5)

where Zd is the appropriate Gaussian quadrature vector of points (with corresponding

weights Wd). The utility maximization framework discussed above (Equation 18 in

the text) is then used to calculate the optimal spending levels given individual and

household shocks and the underlying parameter pit. Expected utility for each support

point is calculated as in equation 9 of the text and summed (with weights) over all

100 points.2 Choice probabilities for a plan j are then given by the standard logit

formula

Lftjs =
exp(Uftjs/σϵ)∑
i∈Jft

exp(Uftis/σϵ)
. (A.6)

2In practice, to speed up estimation, I ignore points with associated weights smaller than 1e-5.
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Likelihood function

Based on the choice probabilities and conditional density functions for observed

spending, the likelihood function is approximated by

LLf =
J∑
j=1

dfjt

S∑
s=1

Ws

T∏
t=1

fm(mit|cjt, βfts, θ)Lftjs, (A.7)

where dfjt is an indicator variable equal to one if household f chose plan j at time t

and zero otherwise. The log-likelihood function to be maximized is therefore the sum

over households:

LL(θ) =
F∑
f=1

log(LLf ). (A.8)

A.4.2 Additional parameters

Table A.9 includes additional structural parameters not discussed in the text. These

are reported only for the preferred specification of interest (column 3 in Table 5 of

the text).

Figure A·10 illustrates the estimated percentage changes in welfare from new

health information, the corresponding result to Figure 8 in the text.

Figure A·11 illustrates heterogeneity in household characteristics and the value of

new health information.
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(1) (2) (3)

Panel A: Mean-shifters
Initial Probabilities
Intercept 0.00 -9.91 -10.11
Age -0.11 1.00 0.48
Age2 0.32 0.34 0.33
Female -6.94 5.00 0.50
Individual risk score -5.12 -1.63 -0.88
Any PE in family 3.01 4.25 0.53

Acute Health Shocks
Intercept – 5.00 5.00
Age – 0.09 0.11
Age2 – -0.14 -0.14
Female – 0.49 0.77
Type – -0.59 0.30

Initial Risk Aversion
Intercept 7.14 10.00 4.68
Family size -0.10 -7.75 -0.10
Average family age -0.75 9.27 1.93
Average family risk score -1.51 -9.87 -4.93

Panel B: Other Parameters
σ2
κ (acute health shifter, variance) – 0.02 10.56
ω (moral hazard shifter) 249.36 146.60 250.00
η (switching costs) 40.13 34.34 23.13

Beliefs Evolve Yes Yes Yes
Acute Shock Heterogeneity Yes Yes
Risk Aversion Evolves Yes

Table A.9
Estimated Type Mean Shifting Parameters

Notes: See Table 1.5 for structural parameters of interest.
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Figure A·10
Percentage Changes in Household Welfare Following Health Information

(a) Full Welfare Effect

Median = -2.0%; Mean = -11.1%
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Notes: Figures show estimated percentage changes in household willingness to pay associated
with major health events. The panel on the left shows differences in the case of a full response
to a new diagnosis, including adjustments to risk aversion and moral hazard effects; the panel
on the right shows only differences arising from adjustments to household risk assessments.
Welfare effects are calculated in the year of the diagnosis relative to a benchmark in which no
information is transmitted.

Figure A·11
Heterogeneity in Household Characteristics and WTP for Health Information

(a) Household Risk Aversion, ψ
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Notes: Figures show binscatters depicting the association between pre-diagnosis household
health characteristics on the x-axis and the estimated welfare effects of receiving health risk
information on the y-axis. Household characteristics include (a) average household risk aversion
and (b) average household risk scores (calculated using the Johns Hopkins ACG System).
Welfare effects are calculated in the year of the diagnosis relative to a benchmark in which no
information is transmitted; see Figure 1·8 for details. Binscatters are constructed using 100
bins and a quadratic fit line.
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Appendix B

Appendix to Chapter 2

B.1 Proof of Theorem 1

Proof of Theorem 1. Suppose that we observe a panel {Yit} of outcomes for

individuals i = 1, 2, ..., N and periods t = 1, 2, ..., T . Additionally, suppose that there

is a true binary treatment status Dit ∈ {0, 1} for all i and t—for consistency with

the event study framework, D = 1 is an absorbing state, so that Dis = 1 implies that

Dit = 1 for all t ≥ s. Additionally, there is a binary instrument Zit ∈ {0, 1} and two

mis-measured treatments T a, T b satisfying Assumptions 1 and 2 above.

The event study is estimated as follows (using the notation from Sun and Abraham

(2021)): for each individual, define the time of first treatment as Ei = min{t : Dit =

1} and the related treatment-time dummy variables Dℓ
it = 1{t − Ei = ℓ}. The

regression equation is as in 3.23 with Dℓ
it in place of the indicator variables.

As the true treatment is unobserved, we are interested in the local cohort-specific

ATE of a transformed regression of T jY on T j for T j ∈ {T a, T b}. That is, we are

interested in the vector γ⃗ resulting from estimation of:

T jitYit = αi + τt +
−2∑

ℓ=−K

γℓT
ℓ
it,j +

L∑
ℓ=0

γℓT
ℓ
it,j + ϵit

In moving from a typical panel data analysis to an event study approach, we

move from a single treatment T jit to a vector of dummy variables {T ℓ,jit }ℓ. In the

setting where the fully dynamic equation is not estimated, there are L +K dummy

variables to be concerned with (as we drop the period ℓ = −1 to avoid any collinearity

problems). We therefore similarly expand the set of instruments from Zit to {Zℓ
it},

again of size L +K. This vector of instrument dummies is created in the same way

the vector of treatment dummies, and described in Section 2.3.2. By expanding to
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multiple instruments, however, each coefficient in a two-stage regression will be given

by a weighted average of LATEs, as discussed in Angrist and Imbens (1995). That

is, for each resulting coefficient γℓ on any dummy T ℓit,j:

γℓ =
L+K∑
k=1

βk
Cov(T jitYit, Zj)

Cov(T ℓit,j, Zj)
,

where the weights βk are in the interval [0, 1] for all k and satisfy
∑

k βk = 1. As

in Calvi et al. (2019), define q = p1
p1−p0 . Using their Theorem 1 and the result above:

γℓ =
L+K∑
j=1

βj
Cov(YitTit, Zj)

Cov(T ℓit, Zj)

=
L+K∑
j=1

βjλj

=
L+K∑
j=1

βjE[qjY1 + (1− qj)Y0|C]

=
L+K∑
j=1

βjE[qY1 + (1− q)Y0|C] (as each qj = q)

= E

[(
L+K∑
j=1

βj

)
qY1 +

(
L+K∑
j=1

βj

)
(1− q)Y0|C

]
= E[qY1 + (1− q)Y0|C] (as weights sum to 1).

Hence, for any time period ℓ, Calvi et al.’s Theorem 1 applies. One can therefore

use two mismeasured treatments T a and T b with the same properties as in their paper

(so that pa0 = pb1 = 0) and construct the local cohort average treatment effect:

ρℓ = E
[
Y e
i,t+ℓ − Y ∞

i,t+ℓ|Ei = e, C
]
= γ̂aℓ − γ̂bℓ
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B.2 Details of the Travel Cost Algorithm

The travel cost algorithm is used to infer the earliest date each medical professional

was exposed to a continuing education event targetting either FBT use or olanzapine

prescribing in eating disorder treatments.

The first step in the algorithm is to assign a location to each specialist. While

MarketScan does not have specifically geotagged locations for their physicians, they

do have information on the Metropolitan Statistical Area in which the main enrollee

on each insurance plan resides. Hence, each claim in a physician’s treatment profile

is tagged to one of these MSAs. By taking the bulk of patients seen in a given month

and taking a geocentric average of their home MSAs (taking as each patient’s location

the global midpoint of their MSA), I can assign a specific location to each specialist-

month observation. To avoid large errors, I discard specialist-month observations that

treat patients from larger than a 100-mile radius.

Once a specific location has been assigned to a specialist-month, I can compute

the travel costs between therapists and a given conference. The algorithm allows

a specialist to travel to the conference either by car directly, or by any network of

flights. To estimate driving time and costs, I allow for different average driving speeds

in urban areas and on freeways/interstates, and estimate the price of gas using data

from the United States Bureau of Labor Statistics (BLS). To estimate flying time

and costs, I incorporate data on airport locations, flight availability, and airfare from

the United States Bureau of Transportation. Then, I construct a network between

a specialist’s origin point (their home location) and their destination (the conference

location) that allows them to (i) drive to any of the 5 airports closest to their home,

(ii) take any network of flights from that airport to any of the 5 airports closest to

their destination, and (iii) drive from that airport to the conference location. Once

this network is completed, I assume that travelers will choose the cheapest option (in

terms of both airfare and opportunity cost of travel).

Opportunity cost of time is calculated using BLS wage data. I estimate this

opportunity cost in two ways: assigning each specialist in my data set the same

hourly wage (the average median wage for all specialist groups in the sample), or

assigning each specialist group their own median wage. For example, psychiatrists

would be assigned a median wage of $105.95 per hour while mental health clinicians

would be assign a median wage of $21.46 per hour. Under the second method, travel
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costs are reported as a percentage of each specialist’s average salary, to keep units

consistent.

While there is clearly a large amount of variation in specialist wages, this varia-

tion appears to be negatively correlated with true attendance. That is, those with

the lowest median wages (e.g., treatment center workers, therapists) have a greater

incentive to attend conferences on eating disorder treatments than general practice

doctors or psychiatrists, who treat a larger range of diagnoses. However, when ad-

justing for different salaries, I am implicitly making the costs of travel (gas, airfare,

etc.) less inhibitive for those with higher salaries, so the algorithm may be more likely

to predict treatment for those who are less incentivized to truly attend.

As discussed in the paper, once this algorithm is complete, each specialist-conference

pair is assigned a travel cost c ∈ R. For the “unnormalized” option where each spe-

cialist is assigned a flat salary, this is a monetary measure in 2016 U.S. dollars; on the

other hand, when different salaries are assigned to different specialists, this is mea-

sured as each specialist’s travel costs in salary hours. From this continuous measure,

I form the dichotomous prediction of treatment and control groups using an artificial

cutoff η ∈ [0, 1], where any specialist with travel cost at or below the value F (η) is

considered to have attended the conference.
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B.3 Additional Results

As mentioned previously, the results shown in the paper are robust to several itera-

tions of estimation. I re-estimated the results with a continuous dependent variable

instead of a binary one, and with a travel cost that was normalized to be in terms of

each therapist’s estimated salary (instead of a pure monetary measure). These sensi-

tivity results are shown in Figure B·1 for all 12 regression coefficients of the dynamic

treatment effect. Note that throughout, I include the figures only for family-based

therapies; the results are similar for olanzapine prescriptions.

Additionally, the results are re-estimated with various thresholds used in assigning

treatment/control status. Each treatment measure assumes that those therapists with

travel costs in the lowest η-percentile of all travel costs for a given conference attended

it, and were thus treated. Each specification consists of a treatment measure using η

as the percentile, and the other using 1− η. For example, the specification of choice

uses the “strict” treatment measure as those whose travel costs are in the bottom

2%, while the “liberal” one applies treatment to those in the bottom 98%. I also

test specifications where η ∈ {1, 2, 5, 10, 15}. The resulting variation in estimated

coefficients is illustrated in Figure B·2.
The results are generally quite consistent—if anything, models estimated with

more stringent treatment thresholds (smaller η) appear to detect larger estimates, but

have larger standard errors as well. While future work may elaborate on the optimal

decision of treatment threshold to balance the trade off inherent in its selection, this

figure provides sufficient evidence that the choice of threshold contributes little to the

overall result.
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Appendix C

Appendix to Chapter 3

Cardiothoracic Surgeons Interventional Cardiologists

All Surgeries TAVR SAVR All Surgeries TAVR SAVR

2010 85.97% – 85.97% 7.76% – 7.76%
2011 84.03% 41.39% 84.97% 9.69% 51.11% 8.78%
2012 81.06% 46.68% 87.45% 12.82% 45.61% 6.72%
2013 80.50% 56.38% 88.21% 13.73% 37.95% 5.99%
2014 77.18% 54.48% 88.60% 17.03% 39.61% 5.68%
2015 72.87% 51.53% 88.64% 21.02% 42.17% 5.38%
2016 66.88% 48.39% 89.04% 27.14% 45.50% 5.12%
2017 61.42% 46.32% 88.82% 31.87% 46.78% 4.83%

Table C.1
Role of Cardiologists in Aortic Stenosis Procedures, 2010–2017

Notes: Each cell represents the fraction of the surgical type performed by
the type of medical professional in a given year. Sample is limited to only
TAVR/SAVR procedures performed either by a Cardiothoracic surgeon or an
interventional cardiologist. Cardiothoracic surgeons are those whose primary
specialty is listed as “cardiac surgery”, “thoracic surgery”, or “general surgery”;
interventional cardiologists are those whose primary specialty is listed as “inter-
ventional cardiology”, “cardiology”, or “cardiovascular disease”.
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Figure C·1
Timeline of TAVR Adoption
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Notes: Figure shows diffusion of TAVR procedures among different cardiac surgeon specialties
over time. Total volume of surgical valve replacements (SAVR and TAVR, labelled as “S”
and “T” on the x-axis) for the full U.S. Medicare population are shown, with a breakdown
of surgeon specialty. Cardiothoracic surgeons (“CT”) are those whose primary specialty is
listed as “cardiac surgery”, “thoracic surgery”, or “general surgery”; interventional cardiologists
(“IVC”) are those whose primary specialty is listed as “interventional cardiology”, “cardiology”,
or “cardiovascular disease”. Other surgeons include those with specialties outside of these fields
(e.g., internal medicine) who also performed the procedures over time.
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Figure C·2
Predicted Patient Risk of Surgical Mortality (STS-PROM)
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30-day surgical mortality
Any previous surgery -0.0211

(-0.71)
# of previous surgeries -0.0895

(-4.63)
Previous bypass -0.859

(-37.41)
Previous valve replacement -0.662

(-34.02)
Previous PCI -0.699

(-35.98)
Patient age 0.0309

(51.76)
Female 0.0446

(4.03)
Black 0.186

(9.92)
Hispanic 0.0582

(1.16)
Other Minority Race 0.0500

(1.71)
# of Chronic Conditions -0.0557

(-17.38)
CC: CHF 1.156

(81.22)
CC: Diabetes 0.177

(14.30)
CC: Hypertension -0.450

(-20.84)
CC: Stroke 0.377

(23.95)
CC: AMI 0.844

(60.13)
CC: COPD 0.305

(24.64)
Income Quintile 1 0.0890

(4.56)
Income Quintile 2 0.0474

(2.61)
Income Quintile 3 0.0237

(1.46)
Income Quintile 4 0.0235

(1.59)
Observations 714,400

Table C.2
STS-PROM Logistic Regression Coefficients
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Figure C·3
Likelihood of Surgical Intervention Before/After TAVR Adoption

(a) Prior to Adoption (2010)
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Notes: Figure shows estimated likelihood of an individual patient receiving valve replacement
surgery (TAVR or SAVR) by estimated risk (based on STS-PROM score). Panel (a) shows
relationship in year prior to TAVR approval (2010), while Panel (b) shows relationship in
commuting zones during the first three years of TAVR adoption.
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Figure C·4
Effect of TAVR Adoption on Total IVC Surgical Volumes, Commuting Zone Level
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Notes: Figure shows estimated impact of TAVR adoption on the total volume of surgical
interventions performed by IVCs. Panel (a) shows the effect on all SAVR/TAVR surgeries,
and panel (b) shows the effect on PCI procedures. Interventional cardiologists who perform
fewer than 10 inpatient surgeries per year are dropped from estimation, and standard errors
are clustered at the commuting zone level. Abbreviations: IVC = Interventional Cardiologist
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Figure C·5
Effect of TAVR Adoption on Interventional Cardiologist Treatment Shares

(a) SAVR/TAVR Surgeries
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Notes: Figure shows estimated impact of TAVR adoption on treatment decisions made by
interventional cardiologists. The outcome variable in each panel is the total volume of each
procedure performed by an interventional cardiologist; panel (a) shows the effect of TAVR on
the use of all valve replacement surgeries, while panel (b) shows its effect on the use of PCIs.
Interventional cardiologists who perform fewer than 10 inpatient surgeries per year are dropped
from estimation, and standard errors are clustered at the commuting zone level.
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Figure C·6
Effect of TAVR Adoption on IVC Treatment Decisions (Risk)

(a) SAVR/TAVR Surgeries
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Notes: Standard errors are clustered at the commuting zone level.
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Figure C·7
Effect of TAVR Adoption on Total IVC Surgical Volumes, Commuting Zone Level
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Notes: Figure shows estimated impact of TAVR adoption on the likelihood that a patient will
receive any surgical intervention, including all SAVR, TAVR, and PCI procedures regardless of
provider type. Patient pool is restricted to patients with appropriate cardiac symptoms who
have not previously received surgery. Standard errors are clustered at the commuting zone
level.
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