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ABSTRACT 

 

This dissertation proposes a novel definition of anonymity, drawing on past 

definitions as well as psychological theory, to propose that pseudonymous identities can 

have a complex and nuanced influence in emphasizing certain personality traits when 

used in online discussion. This dissertation connects this definition to the Proteus Effect 

— the observation that individuals adopt behavior stereotypical of the avatars they use in 

virtual worlds (Yee & Bailenson, 2007) — to test how the presence and character of 

avatars in an online instant messenger influences aggression during political discussions. 

A 2x2 factorial experiment is used to evaluate participant aggression following small 

group deliberations between groups of participants assigned aggressive and unaggressive 

usernames and avatars, as well as accounts displaying an avatar and username vs only a 

username. A follow-up online experiment is used to show that similar effects of identity 

on behavior can be achieved simply by assigning participants to participate in similar 

tasks as moderators or as themselves. 
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Introduction 

 

From early utopian dreams to 2010s fears of QAnon, fake news, and 

disinformation, much attention has been devoted to the notion of political talk online and 

its potential to influence broader democratic trends. Amidst credible accusations that 

Facebook’s inability or unwillingness to moderate propaganda has facilitated a genocide 

in Myanmar (Mozer, 2018), that Reddit’s free speech policies supported the notorious 

antifeminist harassment campaigns of #Gamergate, and that Twitter enabled the spread of 

covid misinformation (Rosenberg et al. 2020); there is much to be said that is negative 

about social media and democracy. At the same time, social media also been suggested to 

have facilitated the peaceful overthrow of dictators during the Arab Spring, (Howard et 

al., 2011), provided a critical outlet for LGBT+ and other marginalized voices to speak 

out (Haimson et al., 2021) and created a means for women to spread messages against 

sexual abuse in the #metoo campaign (Manikonda et al., 2018). Of course, all of these 

have had larger and more intricate causes than the media environment in which they 

happened. Nonetheless, the record on social media and civic society is somewhat mixed.  

While the internet has clearly not met the lofty standards dreamt of by utopian 

deliberative theorists (e.g., Rheingold, 1993), there is much still to be learned about 

online civic participation as it actually happens online beyond utopian dreams. Wright 

(2012) argues that those studying the impact of the internet on democracy should 

abandon broader questions about how the internet will save and/or destroy and/or fail to 

change the world. Instead, Wright (2012) calls for more emphasis to be given to 

understanding both everyday political talk, and experimental research that attempts to 
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understand what factors can influence discussion. Everyday political talk is talk that is 

not necessarily purposive or deliberative, but which broaches on ideological political 

topics incidentally as individuals discuss reality TV or personal talk or provide advice on 

smaller scale problems within their communities (Connover & Searing, 2005).  

Online there is a tremendous volume of this political talk, much of which contains 

sophisticated and cross-cutting dialogue (Wright et al., 2016). In discussions surrounding 

this genre of online talk that takes place in hobbyist forums and subreddits and Discord 

servers, few factors have attracted quite as much attention as anonymity. On the internet, 

where “no one knows you’re a dog,” (Steiner, 1993), the ability to adopt alternate 

identities or avoid disclosing any identity at all has been used by both utopians and cynics 

to make profound claims about the power of the internet to save and/or ruin political 

discourse (e.g., Kabay, 1993). However, anonymity is often poorly conceived both in 

public and academic debates (Moore et al., 2020) and, in the context of political 

discourse, much remains to be learned about how different forms of anonymity influence 

debate to different ends.  

This dissertation attempts to take up Wright’s (2012) call to adopt a more 

experimental approach to the study of, particularly, everyday political talk online and 

examine the complex and divergent roles anonymity can play in influencing this talk. 

Anonymity, it is argued, has been as misunderstood as the internet and democracy itself, 

left undertheorized even as it has been credited and blamed with a staggering variety of 

consequences (Moore, 2020). To step past these sweeping claims and build a picture of 

multiple distinct ways of being anonymous, each with their own effects, this dissertation 
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first examines how empirical work has operationalized anonymity, as well as past 

attempts to define and theorize its effects. In doing so, anonymity is defined here not only 

to the act of hiding identity information, but also to the presentation of specific identity 

cues. This conceptualization of anonymity is, in turn, then connected to the media effects 

theory of the Proteus Effect, the finding that individuals adopt traits from the avatars they 

embody in virtual worlds (Yee & Bailenson, 2007). An experiment analyzing the 

divergent effects different pseudonymous identities can cause in influencing the tone of 

political talk online, as well as two follow-up projects on this same theme, are described. 

The following paragraphs present a more in-depth summary of each chapter of this 

dissertation:  

Chapter 1: Anonymity in Online Political Talk first analyzes the idea that 

anonymity can be understood as a “trade-off” where allowing its benefits means 

accepting its drawbacks, first looking at the research that underpins this widespread view, 

and showing that it often fails to adequately theorize the concept of anonymity. To 

address this, this chapter also reviews prior conceptual efforts to define anonymity as 

well as theories of disinhibition that have been used to justify the argument that 

anonymity can change behavior. Drawing on the work of Postmes, Spears and Lea (1998) 

as well as Suler (2004), it is argued that these theories conceptualize anonymity not 

purely through hiding information, but also through making visible other information, a 

notion that has been largely ignored in prior definitions of anonymity. One exception to 

this is Asenbaum’s (2018) work which describes anonymity as a performance that creates 

distinct social identities. A novel definition of anonymity is proposed attempting to 
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integrate all of the above into a useful framework for empirical research for the study of 

perceived online anonymity: Perceived online anonymity is the totality of identity 

information individuals perceive to be presented and not presented in computer-mediated 

contexts, including elements of both perceived self-anonymity — the range and intensity 

of identity cues an individual presents in online contexts — and perceived other-

anonymity — perceptions of others’ social presence.  

Chapter 2: The Proteus Effect and Perceived Online Anonymity connects this 

definition of anonymity to the study of the Proteus Effect. The history of the Proteus 

Effect is reviewed, as well as a number of causal mechanisms thought to cause this effect. 

This chapter argues that the Proteus Effect, often relegated to specific three-dimensional 

virtual environments, fits within the prior redefinition of anonymity and should not be a 

priori constrained to virtual worlds specifically; rather, it can be taken to apply to a wide 

variety of media much less rich than virtual worlds. By juxtaposing the Proteus Effect 

and this definition of anonymity, it is hypothesized that individuals engaging in 

pseudonymous online political talk on instant messenger programs (e.g., WeChat, 

Discord, IRC) will likewise adopt avatar traits which may induce specific behavioral 

outcomes, namely increased aggression if those avatars are aggressive. In doing this, this 

study connects Chapter 1’s definition of anonymity to specific empirical tests which can 

validate its rebuttal of a “trade-off” conception of anonymity.  

Chapter 3: Methods, Chapter 4: Results and Chapter 5: Discussion describe 

an online experiment using synchronous pseudonymous instant messenger chats with 

experimentally varied avatars and usernames to test the propositions generated in Chapter 
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2. Specifically, individuals were asked to envision themselves as moderators of an online 

community on Discord and to evaluate five options for punishing mild misbehavior 

within online communities, implicitly asking them to evaluate and prioritize ideals of free 

speech, community safety, and the value of tolerance in online spaces. Participants were 

assigned either matching aggressive (e.g., Dark Lurker) or unaggressive (e.g., Starboy) 

usernames. These usernames were either presented with both a username and matching 

avatar image displayed next to the messages they sent, or a username with no 

accompanying image. While, contrary to hypotheses, the direct experimental 

manipulations of account aggressiveness showed no effect on aggression, it was observed 

that subjective perceptions of account aggressiveness indeed led to increased 

endorsement of aggressive norms following the discussion and lower reported group 

cohesion of the discussion. These effects were stronger in the condition with avatars in 

addition to usernames than in the condition with usernames alone.  

Chapter 6: Qualitative Assessment of Participant Discussions offers a more 

thorough qualitative examination of participant arguments in the study outlined in 

Chapters 3–5. Specifically, it follows an observation that I made while conducting the 

prior study that, while participants were asked to imagine themselves as moderators 

merely to get them to discuss their own perspectives on the issue of punishment in online 

communities, some participants seemed to internalize “moderator” as a salient identity 

label, in ways that seem to have guided their behavior and the arguments they made, as 

well as leading them to choose punishments which fulfilled the assumed responsibility of 

a moderator to act. This, it is argued, could have constituted a second, unanticipated, type 
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of Proteus Effect, whereby participants adopted not only the aggressive or unaggressive 

avatar traits of their assigned accounts but also the social identity of moderators. All 

instances where participants offered justification for their arguments were reexamined to 

identify instances of this behavior. As anticipated, the two most common types of 

justifications: Law and Order and Community Good, tended to reflect either explicit 

adoption of a moderator identity or implicit argument frames that grounded themselves in 

the identity of a moderator. This suggests that this second Proteus Effect did take place. 

However, without a stronger empirical grounding, it was impossible to verify the 

prevalence of this phenomenon or whether it was caused merely by assigning participants 

to the role of moderators, having them engage in extended discussions with others as 

moderators; or simply reflects how individuals would naturally approach the problem of 

moderation regardless of role assignment or discussion. To do this, a short follow-up 

study was designed.  

Chapter 7: A Follow-Up Study describes the methods and results of this study. 

Participants were asked to complete the same task used in the previous discussion study 

by themselves, either while imagining themselves as a moderator or without any clear 

identity prime. These results were also compared to the rankings of punishment options 

participants in the prior study gave following group discussions. It was anticipated that 

participants asked to rank punishments as moderators would rank the punishments 

somewhat differently than those not asked to think of themselves as moderators, 

reflecting what the qualitative analysis observed as a potential Proteus Effect, with 

participants driven to answer the question as moderators instead of as they might 
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normally. Additionally, as the previous study’s discussion task was hypothesized to 

reinforce the assigned identity of moderators, it was anticipated that this discussion 

would produce similar but stronger effects than those observed between the two groups 

merely asked to rank the punishments without discussion. No direct evidence of 

difference was found between the group assigned no identity and the group told to act as 

moderators. However, the group asked to discuss as moderators and then rank 

punishments (study 1 participants) did differ from both of the follow-up study groups, 

with chosen punishments being much more distinct from the group not assigned identities 

than with the group asked to rank punishments as moderators. These results are 

interpreted to provide support for a second Proteus Effect, drawing not on avatars, but 

merely on the assignment of a salient identity to participants. This, in turn, is argued to 

support interpreting the Proteus Effect as a specific case of the general notion of self-

anonymity as discussed in Chapter 1.  

Finally, Chapter 8: Conclusions summarizes the preceding sections and attempts 

to widen the conversation back to the larger topic of everyday online political talk. The 

entirety of the project is summarized, then implications of findings are discussed. 

Anonymity can serve to consolidate and contrast several theories of online identity that 

have framed discussion of anonymity as intrinsically disinhibiting. Anonymities should 

be considered as a varied and diverse set of phenomena, rather than as a necessary trade-

off where all benefits and drawbacks must co-occur. While trying to engineer for specific 

anonymities is a somewhat risky proposition, the range of possible anonymities is 

nonetheless something that platform owners should understand and consider when 
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designing policy for political talk. This work helps to advance Wright’s (2012) call to 

move past sweeping all or nothing perspectives when it comes to the internet and 

democracy.  
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Chapter 1: Anonymity in Online Political Talk 

 

   Anonymity in the study of online political talk, imagined as the hiding of personal 

information, particularly one’s name from those with which one talks (Anonymous, 

1998), is often presented as offering an inevitable mix of benefits and drawbacks (e.g., 

Strandberg & Grönlund, 2018; Friess & Eilders, 2015; Williams, 2005). Among other 

benefits, proponents have argued that anonymity reduces the deleterious influence of 

offline social status and identity (Chester & Gwynne, 1998), frees people from fear of 

reprisal for expressing opinions critical of repressive institutions (Jardine, 2015), lowers 

thresholds for participation in discussion (Cho & Acquisti, 2013) and makes it easier to 

adopt intimacy and hold frank conversation (Bernstein et al., 2011). By contrast, 

anonymity has also been blamed for antisocial behavior, incivility, harassment and the 

widespread promotion of racism (e.g., Rainie et al., 2017). Following the US 2016 

presidential election, concerns about online disinformation and fake news, as well as the 

spread of misinformation have also been blamed in part on the widespread existence of 

anonymity online (Tucker et al., 2017). In such work, anonymity is generally understood 

as presenting a trade-off where accepting the benefits entails dealing with the drawbacks.  

This perspective draws support from the online disinhibition effect (Suler, 2004) 

which argues that online communication provides a number of affordances which can 

trigger disinhibition. This perspective, necessarily, frames the issue of anonymity as a 

policy choice of whether to value the benefits or the drawbacks of anonymity. However, 

researchers have observed that anonymity itself is often undertheorized or examined in 

limiting and fragmenting terms (e.g., Moore, 2018; Scott & Raines, 2020; Clark-Gordon 
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et al., 2019) and that this perspective may be treating the underlying concept of 

anonymity too simply to adequately theorize its effects.  

This chapter will first look as to how the above research has constructed (or failed 

to construct) anonymity in practice, before evaluating several more compelling 

theoretical accounts of anonymity that have rarely been operationalized adequately in the 

empirical literature. By pairing these accounts with the Social Identity Model of 

Deindividuation effects (SIDE Model; Postmes et al. 1997) and Suler (2004)’s online 

disinhibition effect, as well as recent advances in queer and feminist theory, this section 

will argue for a clearer definition of anonymity that emphasizes the aspects of online 

identities presented as much as those that are hidden, both for individuals presenting 

themselves as anonymous and for those with which they interact. This account, it is 

argued, not only matches what SIDE and online disinhibition expect of anonymity, but 

allows for a more robust empirical agenda in the study of anonymity in online political 

talk. It provides little support to the trade-off perspective on anonymity.  

The Problems with “Trade-off” Anonymity  

In cases when the “trade-off” conceptualization of anonymity is defined, the most 

widely cited definition is Anonymous’ (1998) which describes anonymity as a single 

continuum ranging from fully anonymous to fully identified. In practice, anonymity is 

often treated as a simple binary variable. For instance, Leshed (2009) looked at policy 

changes between one-use pseudonymous and real name conditions, treating each 

condition as a natural proxy for the entirety of anonymity. Williams (2005), in an 

otherwise thorough theoretical examination of the influence and importance of online 
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anonymity (deindividuating effects as well as protecting valuable personal information) 

neglects to directly define anonymity. Bernstein et al. (2011) construct an implicit 

continuum of anonymity in their analysis of 4Chan, where websites with named users are 

less anonymous than pseudonymous communities which are less anonymous than 4Chan, 

a website where most content is presented entirely without pseudonyms. Similarly, Cho 

& Acquisti (2017) use real names, pseudonyms connected to social media profiles and 

pseudonyms unconnected to external locations as sources of increasing anonymity under 

the assumption that social media accounts will be intrinsically more identifiable than 

accounts linked only to a single website. Where anonymity is considered as a non-binary 

phenomenon it is often presumed to proceed along a single continuum from fully 

anonymous to real name conditions in line with Anonymous’ (1998) definition.  

Clark-Gordon et al., (2019) conduct a systematic review of the relationship 

between self-disclosure and anonymity in online blogs. The authors are careful to 

distinguish between multiple types of anonymity and, citing Anonymous (1998), frame 

anonymity as a continuum. This distinction, they note, is in opposition to the majority of 

the studies they examine, which treat anonymity as a simple binary. However, following 

literature used in the review, the distinction between anonymity and self-disclosure itself 

remains problematically unproblematized. Revealing certain information about oneself 

(e.g., name, social status, appearance) is a matter of nymity and revealing other 

information (anecdotes, personal opinions) is a matter of self-disclosure without clear 

conceptual distinctions between the two activities.  

Rainie et al. (2017) canvassed over 1500 academics and industry professionals 
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about the future of incivility online. The authors include significant discussion of 

anonymity in their analysis of the interviews, but do not reconcile an apparent paradox 

that experts seem to believe is at hand: that anonymity both no longer exists and is 

ubiquitous. A more careful delineation might note that the vanishing anonymity is largely 

a back-end function of companies attaining ever greater access to personal data, while 

often allowing users to retain the appearance of visible anonymity in public-facing 

discussion. These are, perhaps, not the same anonymity at all, but rather, the use of a lay 

definition in much more technical circumstances, thereby blurring mixed conceptual and 

operational components.  

Following the above literature then, a somewhat uncharitable model of “trade-off” 

anonymity presents itself. Anonymity is ostensibly a continuum, but practically speaking 

a binary, between named and anonymous conditions. When technology allows the use of 

pseudonyms or hiding names, users are anonymous; when it mandates legal names, users 

are known. In this manner, anonymity is technologically determined. Anonymity itself 

may be measured principally through a single convenient information channel that may 

vary with the researchers’ goals (e.g., Leshed, 2009; Cho & Acquisti, 2017; Bernstein et 

al., 2011). Meanwhile any other revelation of personal information to the same audience 

may be called self-disclosure or visibility or some other unclearly differentiated concept. 

Yet, these also point to being known in an online community, perhaps in more 

meaningful or revealing ways than revealing a name. This is generally a user-facing 

feature, however, in technical domains, anonymity can be understood alternatively purely 

by corporate access to data without reference to public facing data. While few to no 
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studies fall into every single pitfall, each issue is quite common. Needless to say, this is a 

somewhat unideal situation as a foundation for future research. That is to say that 

anonymity is in great need of a more careful concept explication (Chaffee, 1991). 

To begin this process of investigating anonymity, two clear strategies exist. 

Firstly, anonymity can be explicated more effectively through careful delineation of 

different types and components of anonymity. To do this, it is necessary to review exactly 

what anonymity is. This will be accomplished first by investigating formal definitions of 

anonymity in the literature. Notably, while work defining anonymity in more careful 

terms exists, definitions have not generally attempted to engage with all of the issues 

outlined above (e.g., Anonymous, 1998, Yun, 2009, Asenbaum, 2018). Moreover, even 

when conceptual definitions have sought to be moderately more robust, anonymity’s 

treatment in empirical work has often failed to actualize appropriate details. Secondly, 

and just as importantly, any reexamination of the construct must also consider the causal 

linkages proposed between anonymity and its theorized effects (Chaffee, 1991). In the 

literature on anonymity and online deliberation, several theoretical groundings are 

offered for why anonymity may lead to both good and bad outcomes. Two of the most 

prominent perspectives are deindividuation and the social identity model of 

deindividuation effects (Postmes et al., 1998) and the online disinhibition effect (Suler, 

2004). Both will be evaluated in turn, with causal mechanisms highlighting shared 

requirements for a useful definition of anonymity. Finally, recent work identifying 

anonymity as a type of performance (Asenbaum, 2018) will be used to help construct a 

novel definition of anonymity.  
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Past Attempts to Conceptually Define Anonymity 

Among the most widely cited definitions of anonymity used in computer-

mediated-communication (CMC) research stems from Anonymous (1998). Here, 

anonymity is defined as “the degree to which a communicator perceives the message 

source is unknown and unspecified” (p387). This definition places anonymity as a purely 

perceptual characteristic; rather than a technological one or a matter of factual knowledge 

and also emphasizes that anonymity exists along a continuum from fully identified to 

fully anonymized. Anonymous (1998) distinguishes between self-anonymity, the 

perception that someone is anonymous, and other-anonymity, the perception that others 

are anonymous. Additionally, either self- or other-anonymity can be physical or 

discursive, with the former relating to the perception that one is visible, their appearance 

is known, or they are seen by others, and the latter concerning the extent to which one 

perceives their messages to have an identifiable source. Notably, this definition presumes 

a singular “real” identity that individuals can be linked with, devoting great attention to 

the presumed effect of its absence without effectively theorizing “real identity” in any 

substantive sense. While this definition is often cited as the justification for “trade-off” 

anonymity, it does not entirely match with how trade-off anonymity is most commonly 

operationalized.  

Yun (2006) improves on this model in two ways. Firstly, and straightforwardly, 

Yun offers a contrast between technical anonymity and perceived anonymity. The 

distinction between technical systems that actually obscure identifying information (e.g., 

a lack of IP addresses, the presence or absence of email verification, whether one’s real 
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name is actually known to other members of a community) and the perception that this 

information has been obscured (the belief that one is unknown either by their identifying 

information or more generally as a recognizable member within a community) allows for 

a clear delineation that acknowledges independent physical and psychological 

conceptualizations of anonymity. Through this distinction, Yun finds that technical 

anonymity is a prerequisite, but not sufficient, to create perceived anonymity, and that it 

is perceived anonymity which directly influences individual behavior. 

Yun (2006) also divides Anonymous’ notion of discursive anonymity further into 

distinct concepts of self-anonymity — whether one’s offline biographical information is 

known to a community — and discursive anonymity — whether one’s personality and 

writing habits are recognizable. Yun argues that perceived anonymity does not always 

strictly follow from technical anonymity, and that perceived anonymity has a more direct 

influence on individual behavior. By highlighting conditions where, for example, self-

anonymity may be high but discursive anonymity is known, Yun’s framework allows for 

situations where an individual feels recognized and known within an online community 

while still hiding their offline names. 

Other, broadly similar conceptualizations of anonymity exist. Marx (1999) 

follows Anonymous in adopting a conceptualization of anonymity as a continuum from 

fully anonymous to fully identified, however, Marx opts to delineate seven specific 

categories of identity information, that is, information by which one can be identified. Of 

these, many markers point specifically to a single identity or person; though distinctive 

behavior, social categorization and knowledge of certain symbols serve, instead, to 
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identify individuals within groups. Marx does not distinguish between technical and 

perceived anonymity or attempt to fit these categories of identity information into a more 

coherent conceptual framework.  

Examining the practice of creating one-use “throwaway” accounts on Reddit, 

scholars (e.g., Ammari et al., 2019; Leavitt, 2015; Pavalanathan & Choudhury, 2015) 

find that users feel relatively identified on long-used pseudonymous accounts and turn to 

more anonymous ‘throwaway’ accounts to discuss sensitive issues, believing primary 

pseudonyms are not perceived as safely unlinked from offline identity and wishing to 

protect their primary pseudonyms’ reputations. That is, while all accounts on the platform 

Reddit ostensibly have technical-anonymity in Yun’s revisions to Anonymous’ (1998) 

framework, the notion of discursive anonymity explains why individuals may choose to 

disclose only in comparatively short-lived accounts. Likewise, Yun’s conceptual 

distinction between technical and perceptual anonymity clearly matters in such cases. 

Technical anonymity is unchanged from account to account which exist within the same 

policy regime and platform features; however, perceived anonymity can vary greatly 

within the same technological system. That is, someone may have a durable commonly 

used account that they post routinely on and feel known on, within several communities. 

They may also have an ephemeral throwaway account they use just once, confident that it 

cannot be linked back to any larger portrait of their real identity. Naive anonymity 

research methods that presume the affordance of anonymity entails its perception 

necessarily would miss the vital distinction between account types within the same 

platform.  
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The preceding definitions have largely offered compatible, if unique, 

conceptualizations of anonymity in terms of what information is disclosed either 

technically or perceptually, as evidenced by research into different account types within 

the same platform. Together these definitions offer a more robust conceptualization of 

anonymity than anticipated by binary measures or the trade-off school of thinking. They 

ultimately frame anonymity in terms of the degree of information that one believes 

hidden or known. This implicitly — if not necessarily intentionally — frames anonymity 

as a matter of connection not just to an identity, but to a particularly holistic notion of 

identity that privileges the “true” (that is, offline) self. There is no a priori reason to think 

this must be the case. Someone may very easily present aspects of their personality that 

they hide in everyday life from coworkers or even friends and family when acting online. 

For instance, a transgender person who tries out a new name online is anonymous in the 

sense that they are not using their “real” name but may feel far more visible and known 

than they do when using a deadname “IRL”.  

Moore (2018) proposes a dimensional approach to anonymity that challenges this 

presupposition. To do this, Moore divides anonymity into traceability, the ability to 

connect one’s actions to their real identity; durability, the ease by which new identities 

can be changed or adopted; and connectedness, the extent to which identities are 

localized to a specific environment. Of these, identity information linking back to offline 

identity can be entirely found within traceability as a component of anonymity. 

Connectedness refers to the discreteness of individual identities, drawing back to the 

phenomenon of context collapse (Marwick & boyd, 2011) and the ability to maintain 
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multiple distinct selves in different online and offline spaces, while durability references, 

among other things, the difficulty of changing or modifying an identity within a space. To 

Moore, anonymity stretches across both knowledge of a ‘real’ offline identity and the 

grounding of pseudonymous identities within online communities.  

Notably, Moore believes that many of the negative behaviors associated with 

anonymity, particularly regarding consequences and censorship, can be linked primarily 

to a lack of durability which creates social accountability in communities. Moore argues 

that the positive effects of anonymity exist primarily in allowing netizens to limit their 

traceability and the connectedness of their identities. To support this perspective Moore 

et al. (2020) distinguish between periods of policies allowing durable pseudonyms, non-

durable pseudonyms, and real name usage in an analysis of comments on the Guardian’s 

website and find that durable pseudonyms evince more cognitive complexity than both 

non-durable pseudonyms and (traceable and connected) real name posts, suggesting that 

negative outcomes of anonymity on the Guardian web page were predicated on cases of 

ephemeral, rather than durable anonymity. 

Rather notably, the preceding definitions of anonymity offered by Anonymous 

and Marx fit neatly within Moore’s concept of traceability. By contrast, Yun’s 

conceptualization of discursive anonymity, as a feeling of being known within 

communities, while ostensibly framed in terms of knowledge about a true self, may tie 

more strongly to Moore’s notion of durability. At the same time, Moore does not 

distinguish between the difficulty in creating accounts and the actual commitment and 

feelings of being known one experiences within a community, in contrast to Yun who 
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emphasizes the perceptual dimensions of anonymity. 

The above theorizing presents a wider array of types of anonymity and offers 

dramatic improvements over the trade-off model of anonymity in allowing for the 

conceptualization of many cases where certain types of anonymity exist and others do 

not. However, as Asenbaum (2018) argues, formal definitions have tended to 

conceptualize anonymity in terms of the nature and amount of information that is not 

presented; that is, anonymity is understood as the absence of certain information about 

individuals, or individuals’ perception that such an absence exists. For most theorists, this 

is tied to normalizing offline identity as more important and real than online identity. 

Moore (2018) takes the important step of conceptualizing these absences in terms of the 

temporal (durable) and spatial (connected) qualities of online identity, allowing 

anonymity to exist in reference to pseudonyms, not merely a singular offline self. That 

said, while Moore’s approach is a compelling advance over past definitions of 

anonymity, it still fails to account for the precise characteristics of online anonymous 

identity that, as the next section will argue, have been given incredible importance in 

literature theorizing anonymity in terms of its effects. An alternative approach 

(Asenbaum, 2018) is to instead define anonymity by what is emphasized by this selective 

omission of personal information. By looking at theories of anonymity’s influence on 

social behavior, it becomes clear that the traits that remain salient under anonymous 

conditions are of as much, if not greater, interest than the traits hidden away.  
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Anonymity in Theories of Deindividuation and Disinhibition 

Anonymity as Social Identity in The Social Identity Model of Deindividuation Effects 

An influential theory in the development of the study of anonymity and its effects 

is Zimbardo’s (1969) work on deindividuation. To Zimbardo, anonymity reduces self-

evaluation and other-evaluation and thus lowers concern for social evaluation and 

reduces the influence of shame, guilt, and other such emotions on motives. Zimbardo 

framed this deindividuation in universal terms, appealing to a pseudo-mystical force of 

chaos in contrast to ordered, civilized individuation. Likewise, Zimbardo emphasized the 

proposed antisocial consequences of this deindividuation. This argument is largely 

compatible with the prior definitions of anonymity as a loss of identity. If the 

presumptive association between disinhibition and negative outcomes is ignored, it is 

potentially compatible with the trade-off perspective on anonymity more broadly. 

However, the theory, as outlined by Zimbardo, has had mixed to negative effects that 

have failed to explain the range of deindividuated behavior.  

Postmes and Spears’ (1998) meta-analysis of deindividuation and antinormative 

behavior finds that that individuals default to what would be anticipated of their social 

groups much more regularly and predictably than they do strictly anti-normative 

behavior. This, in turn, aligns much more closely with the authors’ own revision of 

Zimbardo’s theory: the Social Identity Model of Deindividuation Effects (SIDE) 

(Reacher et al., 1995). This theory reframes deindividuation effects in terms of social 

identity theory (Tajfel and Turner, 2004). Instead of treating deindividuation as a return 

to a universal undifferentiated chaotic antisocial impulse as Zimbardo does, SIDE 
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reframes deindividuation as strengthening the influence of social, rather than individual, 

identity on behavior. As individual behavior becomes less salient and group identity 

becomes more salient, behavior more closely aligns with group norms specific to one’s 

social identity.  

In terms of construing anonymity, SIDE then is essentially incompatible with a 

universalist “trade-off” perspective of anonymity as different group identities might 

facilitate differently toxic or benign behavior. Asenbaum (2018) argues that, in 

emphasizing the role of salient group identities in conditions of low individual salience, 

SIDE constructs anonymity not only in terms of the individual loss of information, but 

also the presence of group information left in its wake. This offers a conception of 

anonymity grounded in both the salience of group identifying traits and the invisibility of 

others. Anonymity, the theory implies, must be understood not only in terms of what is 

invisible, but the remainder that is emphasized by that invisibility, though SIDE notably 

restricts its concern over what is visible to the language of specific group identities.  

Antecedents of Online Disinhibition 

Often cited in literature on anonymity and its effects on online discussion, Suler 

(2004) proposes a general online disinhibition effect that leads to both “benign” and 

“toxic” disinhibition. While Suler (2004) offers a sophisticated model of anonymity as a 

deindividuating psychological phenomenon contrasted with other forms of identity play, 

much work following the online disinhibition effect has simply drawn on the perspective 

that the internet’s affordance of anonymity leads to both benign and toxic disinhibition. 

Suler (2004) highlights six elements of technology that cause disinhibition, but only 
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defines each briefly and does not illuminate the precise structure of relationships between 

them.  

To Suler, dissociative anonymity is anonymity triggered by the absence of identity 

cues, leading to a deindividuated self. By contrast, dissociative imagination is when 

individuals adopt highly differentiated alternative personas in online spaces by altering 

their self-presentation. Minimization of status and authority is the lack of cues to offline 

social status, presumed to level online talk. Invisibility refers to the inability to see others 

and also the feeling that one remains unseen by others online. Asynchronicity is the 

ability to engage when building messages free from time, sending messages without 

seeing the consequences immediately. Finally, solipsistic introjection refers to a mental 

state where individuals fail to perceive others online as real, owing to many of the other 

mechanisms described, and treat actions online as mere extensions of oneself.  

While only one of these factors is labeled anonymity, both dissociative anonymity 

and the dissociative imagination refer to the presentation of online identity as distinct 

from offline, and to self-presentation arising from presenting pseudonymous selves 

online. Broadly, dissociative anonymity and its suppression of identity seems close to 

Zimbardo’s work on deindividuation, while dissociative imagination — adopting highly 

specific traits of alternative personas based on salient identity cues — seems quite similar 

to SIDE. Minimization of one’s own status and authority is, similarly, a form of what 

might be understood as discursive anonymity in the preceding literature.  

In that sense, while Suler narrowly presumes anonymity has a dissociative effect 

that roughly parallels Zimbardo’s more universalist notions of deindividuation, save for 
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the notable inclusion of pro-social outcomes of deindividuation, Suler contrasts a 

specific deindividuating conceptualization of anonymity with a myriad of other 

anonymities. In particular, the dissociative imagination is described as something of a 

direct counterpoint to anonymity. Where the former buries identity, the latter involves 

donning a mask and a pseudonym with distinct traits. This is, in effect, a notable break 

from many theorists of anonymity in that Suler specifically emphasizes individual online 

identity as a performance of other aspects of the self, rather than as a necessary loss of 

identity. In practice, much of anonymous online behavior on social media, with avatars 

and usernames and durable pseudonyms, may take place under conditions more similar 

to that which Suler predicts would lead to imagination than to anonymity. Theoretically, 

an interesting element of this is that Suler’s conception of the dissociative imagination is 

quite similar to SIDE, however, while the latter perspective emphasizes salient group 

identities, dissociative imagination instead looks to how individual traits may be 

presented based on archetypal or individual features.  

Notably, Suler (2001) presupposes much more individualistic effects when 

donning masks than the ‘trade-off’ conceptualization of anonymity and disinhibition his 

work has generally been used to support. Instead, his work more clearly aligns with 

treatments of anonymity that embrace a diversity of effects, though this latter claim is 

not immediately visible in initial descriptions of the online disinhibition effect.  

Moore (2018) hypothesizes that cases of durability and low connectedness 

facilitate dissociation. This, Moore argues, leads to a feeling of social accountability and 

being known within a community, rather than being deindividuated. In this sense, 



 

24 

Moore’s framework is, perhaps, more compatible with Suler’s full set of factors than 

previous definitions of anonymity. Not every dissociated identity is likely to lead to both 

benign and toxic disinhibition. Nor can it be presumed that efforts to create technical 

opportunities for this dissociation would apply equally well to all possible constructions 

of online identity. 

Similarly, three other factors in Suler’s model — invisibility, solipsistic 

introjection, and the minimization of status and authority — all refer, to some extent, to 

what Anonymous (1998) termed other-anonymity: the lack of knowledge about the 

recipients of messages. At the same time, these factors may be better understood through 

comparison to concepts other than anonymity. In particular, Short et al.’s (1976) social 

presence theory argues that social presence — defined as the salience of other parties in 

mediated communication — is central to understanding the psychology of 

communication. While not strictly a theory of anonymity per se, social presence theory 

has clear overlap with other-anonymity in ways that theories focused only on self-

anonymity may easily overlook. That said, Suler’s (2004) theory provides relatively little 

argument for when exactly one factor is expected to take precedence over the other, or to 

underline the exact relationship between these two states. The relationship between 

factors concerning one’s perception of their own anonymity and salient personal 

characteristics and the factors that relate more directly to the salience of others has not 

been clearly explicated.  

These theories show that, far from emphasizing the stripping of all paint from a 

canvas, it has largely been what is added or what remains that has colored the effects of 
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anonymity. Nonetheless, none of these theories alone is an entirely adequate definition 

of an anonymity which emphasizes the nature of the mask as much as the act of hiding. 

What is needed is a clear formal definition of anonymity that emphasizes the role and 

value of the pseudonym as the default and the truly anonymous as the unusual case. In 

this light, the remainder of this chapter will attempt to build upon past definitions of 

anonymity by emphasizing anonymity as offering a space for introducing imagination 

and constructing identity, rather than simply hiding one’s identity.  

Anonymity as Identity Performance 

Both SIDE and the online disinhibition effect leave significant space for 

anonymity, not as a pure suppression of personal information, but as a form of identity 

work, emphasizing, in the case of SIDE, salient group characteristics, and in the case of 

Suler’s larger body of work, individual avatars and virtual representations with 

significant archetypal components that emphasize different individual aspects of 

personality (Suler, 2001). While the focus of SIDE is primarily themed around social 

identity, and Suler’s disinhibition effect is profoundly individualistic in its perspective, 

both offer a radical transformation of the concept of anonymity from how it is conceived 

in most definitions. 

Asenbaum (2018) attempts to reframe anonymity to a specific practice of identity 

performance. Instead of a question of what isn’t presented, anonymity is reframed as an 

active process of identity creation and destruction. To Asenbaum, anonymity is a 

particular performance that functions to emphasize certain identities by simultaneously 

hiding and presenting information. This work is notable, both for the Goffmanian 
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emphasis on performance and masking allowing for contextual identities to be created by 

anonymity, and also for its emphasis on how identity is masked. Citing examples as 

diverse as uniforms that can subordinate individual to group identity and online 

discussions which allow individuals to hide or attempt to abandon their gender, age, race, 

etc to participate more readily as unique individuals, Asenbaum argues that anonymity 

can construct identity in a great number of ways that fall more in line with the 

presuppositions about anonymity suggested by SIDE and the online disinhibition effect 

than other constructions of anonymity have managed to achieve.  

At the same time, while recognizing that these uses are different, Asenbaum still 

elects to understand anonymity through a series of dichotomies. Anonymity allows truth-

telling but also deception. Anonymity allows individuality but also can be used to 

subordinate individual identity to group measurement. While Asenbaum treats example 

practices of anonymity differently, there is little to no attempt to move beyond trade-off 

thinking and discuss different types of anonymity, largely because the sheer diversity of 

situations encompassed in this theory of anonymity, ranging from demonstrations to 

graffiti in bathrooms to online chats to dark money in politics on to large structural 

processes must all fit within the singular conceptual framework. Additionally, while 

Asenbaum breaks from the perspective on anonymity that presumes a singular ‘true’ real 

life identity, he is, perhaps, too quick to assert that, when rendering individuals 

anonymous, “the democratic subject is temporarily relieved from the constraints of the 

one and only identity in the public sphere, which is subject to government surveillance 

and commercial targeting” (p.463).  
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Asenbaum notes some limitations to this claim, primarily that “the anonymity of 

the hood eradicating gender differences in a universalizing move enacts KKK members 

as default men, which deters women from participating in the Klan (p464).” However, he 

ultimately endorses the overall effect of anonymity to be one which removes the 

constraints of identity. Researchers of the internet, by contrast, have hypothesized that the 

internet as a whole may trend default male in much the same way (Nowak, 2018). In this 

way, anonymity is something that can obscure traits such as gender but may, in practice, 

fail to achieve the utopian promise Asenbaum argues far more often than Asenbaum 

admits.  

Lastly, in emphasizing performance over perception, Asenbaum seems to endorse 

a technical perspective on anonymity over a perceptual one without fully realizing this 

distinction. That is, the act of performing anonymity creates anonymity to Asenbaum, not 

the perception that one is engaging in such a performance. Grounding anonymity in these 

context-dependent performances also stresses a relationship between individuals and 

presumed audiences which seems to preclude any possibility of the more solipsistic 

notions of anonymity Suler considers as falling under the realm of online disinhibition. 

Asenbaum sees anonymity relationally, existing between individuals and the audiences 

that perceive aspects of their performances. By contrast, Suler’s (2004) conceptualization 

allows for anonymity while alone or, specifically, through perceiving oneself to be alone; 

this, ultimately, contradicts the notion that anonymity requires an immediate audience.  
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Redefining Perceived Computer-Mediated Pseudonymous Anonymity 

This section outlines a preliminary redefinition of online anonymity, reframing 

identity cues as core to the notion of anonymity instead of their omission. This 

reconceptualization is grounded firmly in the presupposition that anonymity must include 

identity creation in addition to destruction. It also references aspects of older definitions 

that serve to more clearly delimit this definition as a particular anonymity from the range 

of possible anonymities writ large.  

Perceived Anonymity 

While technical anonymity is of tremendous importance to the study of CMC, the 

fundamentally psychological perspectives of both SIDE and the online disinhibition 

effect suggest that it is perceptions of being anonymous which drive the majority of 

anonymity’s effects, a presupposition supported by Yun (2006)’s survey work contrasting 

the effects of perceived and technical anonymity. A counterargument, premised around 

material safety under authoritarian structures might argue that technical anonymity can 

create important space for anonymous communication. However, the kinds of everyday 

anonymity principally discussed here have little in common with those more extreme 

circumstances. Ultimately, an attempt to reconcile the various, often ignored, dimensions 

of technical anonymity, much less to fit the range of technical anonymities to that of the 

perceptual anonymities discussed here, falls outside the scope of the present work. 

Instead, the present effort focuses on more carefully delineating perceptual anonymity so 

as to build a definition immediately useful in studying the concept from a social 

psychological perspective relating to perceptions and resultant group dynamics.  
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Self -Anonymity 

This reconceptualization of perceived anonymity encompasses both self-

anonymity and other-anonymity. In this case, self-anonymity is an individual’s 

perception of their own anonymity (that is, a person’s beliefs about what identity cues 

they are making visible in a given space) whereas other-anonymity is an individual’s 

perceptions of others’ anonymity (that is, what identity cues they have about others.) 

Given the focus on defining both concepts from a single individuals’ perspective, self-

anonymity and other-anonymity cannot be conceived of as mirror images.  

Of these, self-anonymity is redefined on terms following Asenbaum’s (2018) 

emphasis on both identity creation and identity destruction, as well as Suler’s notion of 

dissociative imagination and SIDE’s presupposition that group identity characteristics 

can be more salient in cases where hiding information suppresses identity characteristics. 

A shared trait across these theories, though the specific term is not always used, is that of 

salience. Salience refers to a thing’s prominence and noticeability. SIDE treats salience as 

a core matter of determining what group identities may be triggered. Suler (2001)’s 

invocation of archetypes and avatars speaks to salient traits. The present definition opts 

instead to describe what is salient using the encompassing term “identity cue” to avoid 

circumscribing what aspects of identity can and cannot be made salient. This language 

has the added benefit of allowing the evaluation of different identity cues. Those more 

visible, such as a full 3D embodied avatar, may be anticipated to be more influential than 

those made less visible but still present (e.g., the same avatar as a stationary image next 

to a name.) Similarly, multiple consistent cues may work together to enhance the salience 
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of specific identity traits in this aspect. Durability and connectedness, from Moore’s 

(2018) framework are not irrelevant here but can merely be construed as two particular 

forms of identity cue, with durability in particular driven not by the technical affordance 

of durable accounts but the perception that one is an established member of a community 

with a valued identity. 

This focus on presentation in its own terms — rather than with respect to offline 

identity — facilitates a system where identity online need not defer to a presumed ‘real’ 

offline identity. In particular, this concept of identity draws from Russell (2020)’s 

emphasis on the way that online spaces can constitute an environment to experiment with 

different gender and sexuality identifications, as well as Haimson et al. (2021)’s notion of 

“trans technologies” as those where anonymity enables “realness” in ways that many 

cannot find in their offline lives while also allowing for fluid, rapidly evolving 

presentations of identity. No presupposition is made that identity characteristics must, in 

some way, defer in legitimacy to an individual’s presumptive offline identity.  

Other-Anonymity 

Drawing from Suler’s (2004) notion of solipsistic introjection, as well as Short et 

al.’s (1974) social presence theory, other-anonymity involves not only the cognitive and 

affective knowledge individuals have about others, but also the salience of others in the 

first place. That is, other-anonymity involves both the specific arrangement of identity 

cues present regrading others as well as the salience of others in a communication space.  

Social presence was initially defined by Short et al. as “the degree of salience of 

the other person in the interaction and the consequent salience of the interpersonal 
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relationships (p. 65).” Though, as Cummings and Wertz (in press) note, social presence 

has come to encompass a wide range of related constructs. Reexamining the concept in 

light of more recent research, Cummings and Wertz offer a revised definition of social 

presence: “the perceptual salience of another social actor (p.tbd).” This combines Short et 

al.’s initial emphasis on perceptual salience with the additional perception that a detected 

other is perceived as a social other, rather than an unfeeling object or an emotionless 

robot. This matches with the definition of self-anonymity presented above, through the 

reference to salience as a defining characteristic of anonymity. It also maps to Suler’s 

work on solipsistic introjection and the perception that others, while potentially salient, 

are not always perceived as distinct social actors with their own thoughts and feelings. 

Perceptual salience itself shares many traits with Suler’s (2004) notion of invisibility, 

particularly the aspects that pertain to not seeing others, rather than perceiving oneself to 

be unseen. Here, the salience of interactants is presupposed to be epistemically prior to 

their unique traits. When others are not salient, their unique traits, whatever objective 

knowledge an individual has, are unlikely to matter in determining social interactions. By 

contrast, when other social actors are perceptually salient, they are perceived as richer 

and more varied individuals.  

Altogether then, computer-mediated anonymity as construed here is individual 

perceptions of their own and others’ self-representation in computer-mediated contexts. 

This construction of anonymity and identity emphasizes both the differential effect of 

different self-representations, the possibility of hiding or revealing particular information 

in different audiences without respect to a singular ‘true’ offline identity and the 
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possibility of very different outcomes determined by the range of perceived self-

representation features.  

Summary 

 The study of political talk online has been driven in part by concerns about 

anonymity and its range of possible effects on public discourse, both good and bad. This 

chapter has argued that, to adequately understand anonymity’s role in online discourse it 

is not enough to simply presume all anonymity functions the same, but rather that 

differing anonymities brought about by differing inputs and perceptions can achieve 

diverse ends. In order to identify how differing anonymities may form more complicated 

and better differentiated connections to particular discursive outcomes, this chapter 

reexamined the concept of anonymity from a critical perspective. Firstly, a trade-off 

perspective on anonymity was considered and rejected. In this perspective, anonymity is 

a singular influence leading to both benign (disclosure, speaking out against injustice, 

freedom to explore identity) and toxic (insulting, deceptive, aggressive, and other 

antisocial behavior) disinhibition. The conceptualization of anonymity as a binary force 

between identity and anonymity that drives both results was examined and rejected. 

Notably Anonymous’ (1998) conceptualization of anonymity as a continuum concerning 

what personal information is hidden, as well as Moore’s (2018) conceptualization of 

anonymity as evaluated along dimensions of traceability, durability and connectedness 

stand out as exceptions to this simplicity.  

While the latter showed promise, actual theories of anonymity’s effects, SIDE, 

and the online disinhibition effect were shown to presuppose a version of anonymity that 
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creates ample space not only for hiding information but also for making other 

information more salient. This was tied to Asenbaum’s (2018) conceptualization of 

anonymity as a performance of simultaneous identity creation and destruction. Following 

this, this chapter offered a reconceptualization of online perceived anonymity. Perceived 

online anonymity is the totality of identity information individuals perceive to be 

presented and not presented in computer-mediated contexts, including elements of both 

perceived self-anonymity — the range and intensity of identity cues an individual 

presents in online contexts — and perceived other-anonymity — perceptions of others’ 

social presence. The next chapter will extend this definition by showing how perceived 

online anonymity can be connected to existing theories of mediated self-representation 

and its effects which, in turn, can lead to the formation of hypotheses as to predictable 

ways in which different identity presentations — or, put another way, different 

anonymities — might lead to unique results with regards to toxic and benign online 

disinhibition. Specifically, the Proteus Effect (Yee & Bailenson, 2007) posits that 

individuals embodied in online spaces adopt stereotyped behaviors associated with the 

avatars they wear, engaging in behavior similar to what Suler (2004) posits will happen 

under the dissociative imagination. While the Proteus Effect is ostensibly a theory that 

applies to immersive virtual environments (IVEs), the theory can easily be understood in 

terms of the above efforts to reconceptualize anonymity in mediated environments more 

broadly defined.  

 

  



 

34 

Chapter 2: The Proteus Effect 

 

   The Proteus Effect grew out of the observation that individuals adopt behavior 

associated with avatars assigned to them in online spaces. That is, when users enter a 

virtual reality space, or play a video game, the computer modeled bodies they ‘wear’ 

influence users to adopt behavior stereotyped of those bodies. For example, individuals 

assigned more conventionally attractive avatars adopted more-confident behavior within 

virtual environments and engaged in more self-disclosure in follow-up interviews than 

those assigned unattractive avatars; those assigned taller avatars negotiated more 

aggressively than those assigned shorter avatars (Yee & Bailenson, 2007). Those 

assigned sexualized avatars reported more self-objectification and acceptance of rape 

myths than those assigned non-sexualized avatars (Fox et al., 2013). Those assigned child 

avatars reported objects as larger and identified more with childish traits than those 

assigned adult avatars that were shrunk proportionally to the size of children (Banakou et 

al., 2013). Perhaps most relevant to the issue of anonymity as concerned in political talk 

is the finding that individuals assigned an ‘evil’ avatar in dark robes endorsed more 

aggressive behavior and reported less group cohesion following a discussion task in a 

virtual environment than individuals assigned a ‘good’ avatar in lighter robes (Peña et al., 

2009). A recent meta-analysis of 46 quantitative studies found that the Proteus Effect is 

robust and displays a consistent effect size of .22 to .26 (Ratan et al., 2020). While small 

by conventional standards, the authors note this is large in the context of media effects. 

Conceived, in part, as a response to a perceived focus within CMC literature on 

issues of anonymity and authenticity, the Proteus Effect instead seeks to shift emphasis 
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toward questions of the effects of self-representation on individual behavior. Thus, the 

Proteus Effect, — which looks to how the cues individuals use to represent themselves in 

virtual worlds influence their own behavior — is broadly consistent with the research 

agenda outlined in reconceptualizing anonymity within the previous chapter. In principle, 

this paper argues that the Proteus Effect, instead of an effect unique to virtual 

environments, can be understood as a specific case of self-anonymity as defined in the 

previous chapter. To illustrate the strength of the approach, this section will review 

existing literature around the Proteus Effect before contrasting and contextualizing it 

within theories of anonymity as described in the prior chapter (i.e., SIDE, solipsistic 

introjection, social presence theory). This theoretical alignment will be used to propose 

an experiment aimed at showing that online pseudonymity within a type of text-based 

chat rooms often used in informal political talk can achieve different effects on discourse 

depending on the precise identity cues made salient to anonymous participants.  

Causes of the Proteus Effect 

   As of yet, the mechanisms driving the Proteus Effect are not entirely clear (Ratan 

et al., 2020). Three explanations have been posited. Firstly, Yee and Bailenson (2007) 

argue that the Proteus Effect is driven by self-perception theory (Bem, 1972) where 

individuals learn about themselves by observing their own freely chosen behavior. As 

individuals engage with their own avatars and observe their own actions in the context of 

the avatars they use, they conform behaviorally to avatar characteristics. Alternatively, 

the Proteus Effect has been theorized merely as an application of priming, where the 

mere exposure to characters with such traits influences behavior in the fashion observed 
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(Peña et al., 2009). However, the Proteus Effect is significantly stronger when individuals 

control an avatar that represents themselves rather than when they simply see that avatar 

perform identical tasks (Yee & Bailenson, 2009). Finally, more recent work has argued 

that the Proteus Effect is driven both by self-perception theory and schema-activation, 

arguing that individuals connect their self-schema more closely to avatar-schema as they 

use avatars, and that related tasks become more likely to trigger these schemas together 

rather than individually (Ratan et al., 2020; Ratan & Dawson, 2016). That is, as one 

performs tasks using an avatar one’s self-perception is entwined with their perception of 

that avatar and individuals will alter their self-perceptions to include perceptions of 

salient avatar traits.  

   Altogether then, research has found that users controlling an avatar, rather than 

watching one, experience a stronger Proteus Effect (Yee & Bailenson, 2009), and that 

users who with an avatar more similar to themselves, or who have the opportunity to 

customize their avatars experience a stronger Proteus Effect (Ratan & Dawson, 2016; 

Ratan & Sah, 2015). However, none of these theoretical accounts offer a clear argument 

for why the Proteus Effect would exclusively apply to specifically three-dimensional 

avatars controlled either in virtual reality or through movement mapped onto a keyboard. 

This omission creates room to study the possibility of examining the Proteus Effect on 

social media and instant messengers. Yee (2007) holds that the Proteus Effect appears 

only when users control an avatar and not when watching a character reflects the unique 

influence of 3-dimensional embodiment. While this emphasizes the importance of 

connecting one’s avatar to oneself in the effect, it does not directly support the 
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assumption that complex virtual environments with 3-dimensional avatars are a 

precondition for the Proteus Effect. That is, though the effect is shown when one 

embodies an avatar rather than simply watching a stranger, the need for virtual worlds 

with complex high-cost modeled representations is not tested. 

The Proteus Effect and SIDE  

 At a glance, the similarities between the Proteus Effect and SIDE are striking. 

Both theories anticipate that, in cases where individuals share an identity trait associated 

with group membership, users would adopt traits more closely associated with the social 

identity than their own, as their own identity becomes less visible. In fact, Yee and 

Bailenson (2007) draw this comparison explicitly in their initial explanation of the 

Proteus Effect, arguing that, while the underlying processes are similar, SIDE draws on 

connection to local groups, whereas the Proteus Effect is premised on individual self-

representation. In this way, Yee and Bailenson suggest that SIDE’s vagueness regarding 

the definition of group identity allows individual cues, a separate category, to be 

conflated with group identity cues. Yee and Bailenson further argue that the two can be 

pitted against each other, using the example of individuals assigned to a hostile message 

board but given attractive avatars. They argue that SIDE predicts, in such cases of mixed 

cues, that individuals would default to the group identity (shared hostility), while the 

Proteus Effect pushes individuals to express an individual cue (attractive people being 

nicer and more outgoing). Likewise, though perhaps less important to the fundamentally 

social practice of anonymity (Marx, 1999), Yee and Bailenson suggest that SIDE is 

dependent on users engaging in a group, whereas the Proteus Effect can happen even 
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when individuals are alone.  

 While compellingly straightforward, this account is not at all clear when the 

nature of social identity, as SIDE considers it, is examined in more detail. As noted in the 

prior chapter, SIDE’s notion of group identity is fundamentally grounded in social 

identity theory. Here, Tajfel and Turner (1979) suggest that interpersonal communication 

may be envisioned to lie on a continuum between entirely determined by individual traits 

and entirely determined by perceived group traits. While the presence of large crowds 

could be understood to push interactions to further rely on these group traits, it is not the 

case that individuals acting alone become entirely unaware of gender, age, race, 

aggressiveness or other identity categories.  

While SIDE presumes that the presence of groups is a factor which may increase 

the salience of group norms, social identity theory does not strictly presume members of 

a physical grouping would intrinsically identify with that group. Instead, it is merely a 

single cue to the salience of group identity. Reache et al. (1995) describe experiments 

where individuals were rendered anonymous in situations that contrasted shared identity 

versus distinctiveness within groups. Rather than subordinating to the dominant norm or 

forming a superordinate group, these individuals instead simply did not experience group 

identity as salient. The assumption that such group identities are readily malleable likely 

stems from the influence of the minimal group paradigm — the finding that ingroup and 

outgroup identities are quite easily induced in laboratory environments even with regards 

to completely arbitrary or meaningless characteristics such as being a low or high guesser 

(Diehl, 1990). The Proteus Effect presumes a similar fluidity of identity, that individuals 
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will grow attached to characteristics regardless of prior traits. 

 Research on mixed groups can complicate this further, Randal (2002) finds that 

members in organizations experience more salience of their genders as group 

membership is mixed in disproportionate amounts. Randal (2002) finds that, when 

women constitute a small minority, rather than a roughly even portion of a group, the 

unbalanced composition itself leads to higher salience of gender. Karpowitz and 

Mendelberg (2014) observe that groups can move toward minority — rather than 

majority — norms as other factors, such as decision-making rules, highlight or minimize 

the influence of minorities on discussion. Yee and Bailenson (2007) imply that SIDE 

requires women in this circumstance, rather than becoming more aware of their own 

gender, to instead acclimate to dominant male norms of behavior. However, it is hardly 

clear that SIDE, as originally proposed, aligns with these critiques. 

Studies examining the Proteus Effect have tended to bear out the assumption that 

group compositions are more complicated than either shared representational norms 

triumphing over the Proteus Effect or the Proteus Effect replacing deindividuation within 

a group, as both phenomena may, instead, interact with each other. Van Der Heide et al. 

(2013) attribute weaker Proteus Effects as a consequence of having participants engage in 

their study alone instead of with human partners that could have notionally been 

influenced by the attractiveness manipulation used in the study. Lee et al. (2014) assigned 

individuals randomly to either male or female avatars within a group where the 

participant was always a gender minority (that is, a participant male avatar paired with 

two female confederate avatars or the reverse) and found those assigned male avatars 
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perform better at math. Additionally, this effect was found to be stronger when 

participants assigned male avatars were instructed to compete against, rather than 

cooperate with, confederates assigned female avatars. However, the effect of group 

composition itself was not tested directly.  

By reexamining the Proteus Effect as well as SIDE under the superordinate 

language of identity cues the arbitrary distinctions between these theories cease to matter. 

Likewise, the similarity between the Proteus Effect and SIDE suggests that viewing the 

former specifically as a theory of virtual worlds may not be a theoretically grounded 

choice. Why should Peña et al.’s (2009) Proteus Effect finding that individuals with KKK 

avatars behave more aggressively than individuals with doctor avatars be held to be 

theoretically distinct from Johnson and Downing’s (1979) finding, oft cited in 

deindividuation literature, that individuals dressed as KKK members behave more 

aggressively when anonymous than do anonymized individuals dressed as nurses? 

Instead, the Proteus Effect may be better understood as a theory of the adoption and 

salience of identity cues, fitting neatly into the theory of anonymity outlined above.  

The Proteus Effect and Online Disinhibition 

 In laying the groundwork for the concept of dissociative imagination, Suler 

(1999) predicts effects very similar to the Proteus Effect, though created by static images 

instead of more complex avatars. Here, Suler credits not the unique influence of 

embodiment in a fully realized animated virtual world, but the cognitive task of adopting 

a body in a much more rudimentary online space. Turkle (2011) similarly notes that users 

often roleplay online personas in text-based environments, quite similar conceptually if 
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not mechanistically to the fully embodied 3-dimensional avatars studies of the Proteus 

Effect typically entail. Even in the context of the gaming environments which the Proteus 

Effect is primarily concerned with, avatars are visual assemblies that offer a wide variety 

of identity cues beyond appearance. They may have names, voices, histories and 

personalities. They are designed with distinct body language and ways of interacting with 

the world. In this sense, the choice to emphasize visual self-representation to the 

exclusion of all else may limit understanding of the Proteus Effect, and of the breadth of 

its application. Holding that the effect requires very specific arrangements of visual 

representation and presuming, rather than testing, that the effect will not appear outside 

of these contexts is likewise limiting. 

 Perhaps the greatest point of contention between the online disinhibition and the 

Proteus Effect is that Suler (2001) draws on a much wider notion of individual traits than 

have appeared in the Proteus Effect literature to date. Rather than mirroring offline group 

dynamics or known traits from social psychology literature, Suler (2001) extends the 

preliminary idea of dissociative imagination to include a much wider variety of nonliving 

and nonhuman forms. Indeed, an avatar can just as easily be a werewolf, Zeus, or the 

Planet Earth; as it can be an approximately attractive or unattractive humanoid. Ratan et 

al. (2016) do contrast more supernatural examples, using superheroes, instead of common 

interpersonal norms and find evidence of the Proteus Effect. However, this example is a 

relative exception within the Proteus Effect literature, and even then, still hews much 

closer to the real-world baseline than Suler’s (2001) framework for thinking about the 

range of possible avatars. Once again, these connections favor viewing the Proteus Effect 
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as an extension of a superordinate concept of anonymity influencing behavior through 

salient identity cues rather than through specific theories of the effects of online avatars.  

Modality as a Moderating Factor in the Proteus Effect  

If anything, these theoretical accounts suggest that features such as modality and 

control schema may be better treated as moderators, influencing the strength of the effect. 

“Avatars” need not be treated as restrictively as the concept often is within the Proteus 

Effect research when it is hard to point to clear examples firmly contrasting the 

(computer-mediated) Proteus Effect with (less mediated) in person parallels. By 

recontextualizing the Proteus Effect within a larger notion of online anonymity, it is 

possible to expand the Proteus Effect beyond its traditional boundaries; it becomes 

possible to apply the concept to a much wider array of contexts than the narrow confines 

of three-dimensional virtual worlds and fully realized complex three-dimensional avatars 

as traditionally conceived. Chiefly, despite the long-term availability of platforms such as 

Second Life and VRChat, and the recent push by companies such as Meta to focus on 

virtual worlds, social media exchanges and online political discourse continue to take 

place predominantly within text-based communication.  

Contextualizing the Proteus Effect as a form of identity presentation in, 

particularly, online spaces makes it clear that research into the effect must justify any 

assumption that modality is not only relevant but core to the process. The anonymity 

framework presented in the past chapter suggests that avatars — complex assemblages of 

identity markers including race, age, gender, voice, appearance, body language, and even 

history and personalities (Banks, 2018) — may be uniquely powerful with regards to self-
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representation, but that their effect should not intrinsically be treated as unique and 

separate from other forms of presenting identity online. Rather, the effect of modality 

may be more naturally understood as a moderator, where ‘richer’ modalities trigger the 

Proteus Effect more strongly. This has been observed using meta-analytic methods to 

contrast studies which used virtual reality and computer desktop environments as spaces 

to trigger the Proteus Effect (Beyea et al., 2022) but not examined directly with less rich 

modalities. Under the framework of identity cues outlined in the previous chapter with 

respect to anonymity, a similar moderator effect can be assumed. That is, it is possible 

that by adding more salient identity cues or increasing the number of identity cues present 

which point in the same direction, the Proteus Effect could be stronger in cases of richer 

modalities than in ‘lean’ modalities such as text-based chat. By problematizing the 

Proteus Effect’s relation to particular media, it becomes possible to directly interrogate 

what aspects of the theory matter. Are visual representations, direct control of avatars’ 

movements schemes, and 3-dimensional virtual worlds where avatars can interact 

necessary to the effector simply the environment where the phenomenon happened to be 

previously observed and subsequently presumed requisite? Could similar effects to those 

seen in rich embodiments be achieved with much leaner media, potentially with those 

that include no visible component to self-representation at all?  

In the exceedingly rare cases when static image representations have been tested 

with the Proteus Effect, studies have found mixed results. Van Der Heide et al.(2013) 

found weak evidence of the Proteus Effect when manipulating avatar attractiveness in 

online dyadic text-based communication, but raised concerns that the awareness of a 
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partner’s appraisal and atypical measurements in the study may have led to a weaker 

observed effect than prior Proteus Effect studies. Beyea (2019) found that aggressive 

static image avatars could induce more aggressive behavior in commenting on message 

boards, but their attitudinal measures did not show increased aggression following from 

their manipulation. Finally, Ratan et al., (2016) found evidence that using an ideal self or 

superhero-themed avatar increased student motivation during avatar use tasks in text-

based group discussions.  

   The dissertation will extend the study of the Proteus Effect by testing whether 

similar effects to those observed with visual representations in sophisticated virtual 

worlds can occur in much more constrained self-representations. Finding evidence of the 

Proteus Effect in online political discussion would serve to connect the behavioral 

changes brought about by self-representation to largely empirically untested notions of 

anonymity and dissociation previously discussed. To highlight the significance of these 

theories to political talk, this dissertation will use self-representations that have been 

shown to induce aggression and reduced group cohesion in prior Proteus Effect work. 

Following closely the task and dependent variables used within a similar study by Peña et 

al. (2009) will help to connect this work to past observations of the Proteus Effect. 

Manipulating features common to many social media platforms, users will be assigned an 

aggressive or unaggressive username and avatar. Following Peña et al. (2009), the 

following hypotheses are expected to hold true within text-based environments.  
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H1. Users assigned aggressive accounts will (a) behave more aggressively, (b) 

report higher endorsement of aggressive norms and (c) report less group cohesion 

than those assigned unaggressive accounts. 

Self-anonymity presumes that increased salience of identity cues tied to an 

account will lead to stronger effects on self-expression. Based on the definition of 

anonymity theorized in Chapter 1, it is anticipated that more congruous identity cues will 

strengthen the salience of an account identity. Accordingly, the following additional 

hypotheses are made: 

H2. These effects will be stronger when users are given both visual and name-

based self-representations online, than when users are only represented by 

usernames. 

Drawing on the prior discussion of causes of the Proteus Effect as well as SIDE’s relation 

to social identity theory, it is predicted that the extent to which one identifies with the 

assigned account will moderate the relationship between account assignment and 

adoption of behavior (Ratan & Dawson, 2016), leading to the following hypothesis: 

H3. The effects predicted in H1a, b and c will increase as identification with 

assigned accounts increases. 

The Complicating Role of Other-Anonymity 

   One concern in experimentally manipulating the cues driving the Proteus Effect 

within group contexts is that changes in relationships may be observed because of the 

influence of adding visuals that depict others, rather than of that depict participants 

themselves. Or rather, while the primary goal is to experimentally manipulate the number 
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of cues participants have of their own representations, doing so in small-group settings 

will also manipulate the number of cues participants have of their conversation partners’ 

representations. Broadly, it is difficult to vary the levels of information about both self 

and other while only influencing self-anonymity and not other-anonymity. This, in turn, 

leads to concerns relating to both the salience and identity aspects of other-anonymity as 

presented in the preceding chapter.  

While the Proteus Effect has been traditionally concerned with what this work 

describes as self-anonymity, effects cannot be entirely disentangled from other-

anonymity occurring at the same time. Social presence theory (Short et al., 1976) 

anticipates that richer environments which include visual representations of individuals 

will lead to more awareness of other participants as social others. Similarly, Suler (2004) 

anticipates that invisibility, conceived as the absence of the immediately felt presence of 

others, will lead to more disinhibition. By making group members more salient, it is 

entirely possible that individuals will be more conscious of others as distinct people 

which, in line with social presence theory’s expectations, could reduce incivility. As the 

added cues further emphasize the similarity between individuals, and group members, it 

is possible that this could, instead lead to an increase in favorability toward group 

members via greater emphasis of a shared ingroup identity. Ultimately, no specific 

hypotheses concerning social presence were included in the preregistration of the current 

study. However, to eliminate the influence of other-anonymity on the manipulations, 

social presence must be considered and included in these models as a control variable.  
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Chapter 3: Methodology 

 

This study consisted of a preregistered experiment using a 2 (avatar and username 

vs. username) x2 (aggressive vs. unaggressive account details) between-participants 

factorial design. Following Peña et al. (2009), participants were assigned to participate in 

an online discussion in groups of three to discuss how bad behavior on that platform 

should be punished. However, where Peña et al. (2009) used an online game as the 

venue, this study used the instant messaging platform Discord.  

While less prominent than Facebook or Twitter, Discord is an instant messenger 

program that provides both voice and text services for large online communities with 

more than 140 million monthly active users (Lunden, 2020). Additionally, the platform 

has been widely linked to organizing political action such as Black Lives Matter protests 

(Griffith et al., 2021) and to organizing far-right political violence such as that of January 

6th, 2021 (Peters, 2021). Discord itself is organized topically, with individuals able to 

create and manage their own servers, which can range in size from 1–2 members to tens 

of thousands of members. Servers are primarily moderated by individual server owners 

rather than the platform itself. The arrangement of topical features allows for a number of 

explicit activist communities, but also the kind of hobbyist communities that Wright and 

Graham (2016) identify as an important arena for the study of informal everyday political 

talk online.  

Participants discussed how a member of an online platform who routinely mocks 

new users should be punished from a list of five punishments ranging from no 

punishment to being permanently banned from the community. This topic was chosen, 
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both for its similarity to a previous Proteus Effect study (Peña et al., 2009), and because, 

in asking about just punishments, and how/when communities should restrict members’ 

speech to protect other members, the topic creates room for everyday political talk 

despite its lack of connection to formal political issues. Groups were assigned to 

conditions where members did or did not have avatars depicted next to usernames. 

Additionally, all users within a group were assigned either an aggressive username (and 

avatar) or an unaggressive username (and avatar), with aggressiveness determined based 

on the results of a pretest. 

After the discussions, participants completed measures of social presence, 

identification, group cohesion, aggressiveness, as well as manipulation and awareness 

checks. 

Participants 

A total of 141 participants were recruited from the BU College of Communication 

SONA Research Participant pool in exchange for course credit. In order to secure a 

comparison sample distinct from the overused population of college undergraduates, an 

additional sample of 72 participants were recruited using Facebook advertisements 

targeted at adults currently residing within the United States in exchange for modest 

compensation (a choice between a 10% chance of winning a $50 Amazon gift card or a 

guaranteed $5 Amazon gift card.) To ensure fairness to all participants, those recruited in 

exchange for course credit were given the option to receive the gift card instead as 

desired.  

A number of participants recruited through Facebook were noted to have IP 
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addresses outside the United States, which should have prevented seeing the recruitment 

ad directly. This likely occurred due to organic sharing of the Facebook advertisements 

within communities of those doing such studies for compensation. Notably, a substantial 

fraction of these participants seemed to have attempted to participate in the study 

multiple times as identified by shared IP addresses, registration emails and, in multiple 

cases, expressed familiarity with study instructions that had not yet been presented to 

participants. While several of these participants were successfully prevented from 

participating in the study, others were not, mandating the need to remove all data from 

participants outside the United States entirely. By contrast, only one case of a repeat 

participant was observed in the sample with IP addresses within the area targeted by 

advertisements.  

Given the fact that these participants fell outside the sampling criteria, the 

contingent nature of the discussions, and potential influence from those completing the 

study multiple times, all groups containing at least one participant identified as being 

outside the US, as well as the other group with a repeat participant, were removed from 

the data set. Two other groups that completed the study were removed from the data set 

due to technical issues during the deliberation process rendering data unusable. This 

reduced the sample to 138 participants from the student research pool and 33 Facebook-

recruited participants.  

Participants were also eliminated individually (rather than in groups) if they 

correctly identified the study manipulation when asked and noted that they had been 

aware of the manipulation prior to a manipulation check question within the final 
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questionnaire. This left a final sample of 113 student participants, and 23 Facebook-

recruited participants.  

Student participants had a mean age of 20.95 years old, with participants between 

18 and 27 years of age. In terms of gender, 99 participants were female, 12 were male, 1 

was nonbinary and the last indicated they preferred not to answer the question; 62 

participants identified as Asian, 43 as White, 8 as Hispanic, Latino or Spanish Origin, 4 

preferred not to say, 3 identified as Middle Eastern or North African, and 3 identified as 

Black or African American. Participants were also asked to identify experience with 

similar instant messenger software: 41 participants had used Discord before, 66 had not 

used Discord but had used at least one type of other similar software, and 6 participants 

had no experience whatsoever with similar software.  

By contrast, Facebook-recruited participants had a mean age of 43.35 years old, 

with participants ranging from 18 to 74 years of age. In terms of gender 16 participants 

were female and 7 were male; 12 participants identified as White, 4 as Hispanic, Latino 

or of Spanish origin, 3 as Asian, 3 as Black or African American, 1 as an American 

Indian or Alaska Native, and 1 preferred not to say. Asked about past software 

experience, 12 had used Discord before, 10 had used similar software and only 1 

participant had used no comparable software.  

Materials 

Avatar and usernames designs.  

Participants were assigned an avatar/username combination chosen from a larger 

list. Peña et al. (2009) gave users identical avatars within condition; however, this was 
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accomplished in a group context where avatars were primarily identified by a shared 

uniform. In contrast, instant messaging avatars tend to be distinct. Without distinct 

usernames and avatars, identifying which participant is posting which message would 

prove difficult in a chat program. As such, instead of using identical avatars for all 

participants within each experimental condition, participants were randomly assigned one 

from a larger set of 12 aggressive or 9 unaggressive avatar/username combinations that 

qualified under pretest criteria. To preserve the aggressive/unaggressive manipulation in 

text and avatar-based materials, each avatar was given a corresponding thematically 

similar username.  

Sampling and Pretesting of Stimuli. 

Following Reeves and Geiger (1994)’s suggestion to improve media stimuli by 

varying the content of stimuli and using different media images at random, researchers 

created an initial list of 72 avatar and username pairs using images from pop culture, 

stock photography and images of characters created from popular “picrew” programs 

designed to function like dress-up dolls. To evaluate these avatars, a pretest was 

distributed online to a convenience sample recruited through postings on the r/samplesize 

community on the social media platform Reddit.  

Each pretest participant was asked to rate a randomized sample of a mixture of 25 

avatar/username pairs and usernames alone on six 7-point Likert-type questions, five of 

which were drawn from the items used in Nowak and Rauh (2008). These questions were 

used to verify avatars and username pairs were both realistic and perceived as similarly 

aggressive while also understanding any potential differences that could have caused 
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confounds in the selected manipulation. Specifically, users were asked to rate the extent 

to which they agreed with statements that avatars were aggressive, masculine, feminine, 

intelligent, reliable, and seemed like realistic avatars (the last of these was original to this 

study). The set of accounts used in the pretest consisted of 72 avatar/username pairs 

which were either presented as avatars with usernames or usernames alone required a 

total of 144 distinct possible objects to rate. No participant evaluated the same username 

both by itself and then paired with an avatar. A total of 81 participants rated avatars, 

though 40 participants did not successfully complete all 25 requested ratings. In the end, 

each username or username/avatar pair had an average of 11 ratings in total.  

   Avatars and username pairs with a greater mean difference than 1 scale point in 

terms of aggression between usernames presented with avatars and usernames presented 

by themselves were eliminated from the study. Any pair with a mean difference greater 

than one on more than 2 other dimensions was also excluded. Following this, the 12 most 

and least aggressive avatars were selected. Researchers electively removed another 3 

avatars that were taken as differing in design from the remaining images (e.g., a realistic 

professional headshot of a non-famous person paired with a realistic sounding name was 

cut after only one of which survived the earlier elimination process), leading to the final 

set stimuli. For a full listing of the final set of included avatars, see Figure 3.1 on the next 

page. 

Task. A modified version of Peña et al. (2009)’s manipulation was used in this 

study. Participants were initially presented with a scenario in which a member of an 

online community had repeatedly engaged in belittling newer members of the 
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community. Participants were then asked to imagine themselves as community 

moderators in charge of enforcing the rules. Participants were given a set of five possible 

punishments (no punishment, demand an apology, warn the perpetrator that they would 

be banned if the behavior recurred, ban them for one week, permanently ban them from 

the community) for the behavior described and asked to come to a consensus as to the 

ranked appropriateness of each for punishing the offender. Peña et al. (2009) used a 

similar prompt, albeit focused on violent behavior within a video game. By adapting a 

more general situation that encompasses participants’ views on civility, punishment, and 

restrictions on speech within a community, the topic was political in the sense of 

everyday political talk — while it lacked direct commitments to electoral politics and 

policy, participants were asked to discuss social values in an informal everyday sense 

(Mansbridge, 1999). For the full script used in sessions, see Appendix A.  
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Figure 1: Aggressive (left) and unaggressive (right) avatars and usernames 

 

Procedure 

Participants were recruited under the premise of signing up for a study of online 

discussion. Approximately an hour prior to beginning the study, participants were 

emailed a login email and password combination for the browser-based instant messaging 



 

55 

program Discord. Multiple sessions were run concurrently, and at least three participants 

were retained on a wait list each session in case those who had signed up did not log in.  

Logins automatically placed participants into a prearranged chat room that could 

be accessed remotely on a laptop. To ensure similar experiences, participants were asked 

not to take part in the study on a phone. Each account had its username and avatar 

preconfigured to match the study conditions. Participants were asked, within the 

discussion room, if they had any difficulties or questions about using the software. Upon 

confirming that everyone had successfully logged in and could navigate the instant 

messenger adequately, the researcher informed participants about the scenario and stated 

that they should anticipate spending 15 to 20 minutes discussing. In the event that a 

participant did not show up, another participant at the same time slot assigned to a wait 

list was provided login credentials instead. In the event that no wait list participant was 

able to log in within 15 minutes of the scheduled start time, the session was canceled. The 

researcher did not participate in the conversation on their own, but monitored the 

conversation and answered any clarifying questions asked of them about the task or 

scenario. Additionally, if no participant sent a message for two or more minutes, the 

moderator asked if anyone had anything else to add or if the group had reached a 

consensus. Otherwise, after 20 minutes of discussion passed, the moderator asked if they 

had reached a consensus. If they had, participants were asked to give the group’s rankings 

of each punishment. Otherwise, they were asked to report individual rankings. The 

moderator then gave participants a link for filling out a follow-up survey. If participants 

achieved a consensus more quickly, the researcher thanked them for participating and 
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gave the survey link. No procedure required in-person contact between researcher and 

participants, as the entire experiment was carried out online with participants using their 

own computers. 

Measures 

Measures consisted of both self-report posttest questionnaire items as well as 

analysis of the group discussion transcripts. The full self-report questionnaire is available 

in Appendix B. 

Self-Report Measures. 

 Participants were first asked to identify their group number, as well as the 

username they had used during the study. Following this, all psychometric scales 

(described below) were presented in a randomized order, with individual items presented 

in a random order within scales. Following completion of psychometrics, participants 

then completed a manipulation check, followed by an awareness check, and followed by 

demographic questions.  

   Group cohesion. Group cohesion was measured using a 3-item Likert scale drawn 

from Seashore (1954) following Peña et al (2009)’s use of this scale. This measure 

captures the strength of perceived group identity based on feelings of belongingness, 

relationships between group members and helping (e.g., How does your group compare 

with other groups on the way people help each other on the task?). As in prior work, this 

measure was anticipated to be higher for the groups assigned unaggressive avatars. α = 8., 

M = 4.9, SD = 1.2. 
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   Attitudes toward mocking others. This was measured using a three-item scale 

derived from the theory of planned behavior adapted from Peña et al. (2009) that 

measured participants intentions, attitudes and subjective norms toward the behavior 

(e.g., “I would make fun of someone if I ever participated in online discussions using this 

account”). While these questions indirectly capture the influence of the manipulation and 

relate more directly to how users appraise their avatars than actual behavioral change 

driven by behavioral change, this measure has been established in past studies of the 

Proteus Effect and provides a direct point of comparison to past research. Cronbach’s 

alpha for this scale was marginal. α = .7, M = 2.2, SD = 1.2. 

   Social presence. Social presence as a concept is intrinsically difficult to evaluate 

as a whole, as scales vary dramatically in how they conceptualize and measure the 

concept. Cummings and Wertz (in press) identify several distinct underlying 

conceptualizations categorized as social presence including the perceptual salience of a 

social actor and measures of mutual awareness and alignment. Additionally, Cummings 

and Wertz argue that researchers should seek to specify not only which 

conceptualizations of social presence they use, but how different conceptualizations do or 

do not relate to different outcomes. Accordingly, this study uses two distinct measures of 

social presence. Short et al.’ (1976) measure consists of seven different semantic 

differential items pertaining to the perceptual salience of social actors (e.g., “impersonal-

personal,” “dead-lively”) that jointly measure both the perception of another as a social 

actor and salience (α = .8, M = 5.0, SD = 1.0). By contrast, Lowden and Hostetter (2012) 

consists of 5 Likert-type questions predominantly concerning feelings of comfort with 
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other discussants, capturing the elements of mutual awareness and alignment that are 

alternatively conceptualized as “social presence” (e.g., ”I felt that my point of view was 

acknowledged by other participants in the meeting”). α = .9, M = 6.0 , SD = 1.0. 

   Identification. Identification was measured using scales from Downs, Bowman 

and Banks (2019). In an attempt to synthesize disparate views of the construct, Downs et 

al. (2019) describe identification as a polythetic construct, where multiple independent 

mechanisms can achieve the same end state. In particular, they measure 6 individual 

mechanisms behind identification (physical similarity, value homophily, wishful 

identification, perspective-taking, liking and embodiment). Of these, value homophily 

would necessarily confound with the independent variable in question, as endorsement of 

aggressive norms would, effectively, be synonymous with endorsement of an aggressive 

avatar’s values. Additionally, perspective-taking is focused on avatars’ independent 

actions, which would not strictly apply in this context, while wishful identification also 

asked about the “kind of person” the avatar is, likewise attributing more sophisticated 

personality. Physical similarity would not make sense in username-only conditions and 

could not be used in analyses Scales for embodiment (6 items, α = .9, M = 4.4, SD = 1.4) 

and liking (4 items, α = .80, M = 5.1, SD = 1.0) were retained as 7-point Likert type 

items.  

Manipulation checks. To check the success of the manipulation, participants 

were asked to rate the accounts they used with respect to the six metrics used in the 

stimulus pretest. Additionally, independent sample t-tests were used to verify that no 

significant differences in any manipulation check variables were observed between 
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accounts with visual avatars and those without.  

Verifying that the manipulation was successful, aggressive accounts were rated 

significantly more aggressive (M = 3.2, SD = 1.8) than unaggressive accounts (M = 2.2, 

SD = 1.2), t(122.9) = -3.5, p<.001. While significant enough to confirm that the 

manipulation is notable, it remains noteworthy that, despite their content (e.g., serial 

killers, movie villains, monsters, people with guns) the avatars in both groups were rated 

as more unaggressive than aggressive. No significant differences were observed in terms 

of how intelligent, reliable or realistic participants rated accounts based on condition 

(aggressive/unaggressive). However, aggressive accounts were perceived as less feminine 

(M = 3.0, SD = 1.7) than unaggressive accounts (M = 3.7, SD = 2.0), t(134) = 2.15, p<.05. 

Aggressive accounts (M = 3.7, SD = 1.8) were also perceived as more masculine than 

unaggressive accounts (M = 3.09, SD = 1.8), t(134) = -1.98, p<.05. This is not 

particularly surprising as aggression is often stereotyped as a masculine trait, and more 

aggressive avatars could simply have been coded as more masculine and less feminine 

(Williams & Best, 1990; Rosenkrantz et al., 1968).  

   Awareness checks. To ensure participants were unaware of the experimental 

manipulation, participants were given open ended questions asking them to describe the 

experimental manipulation as well as construct the researcher’s hypotheses. A follow-up 

question asked them when they came to this belief during the study. A substantial number 

of participants indicated correctly that the avatars were involved with the manipulation, 

with 5 participants correctly identifying the aggression manipulation, and another 22 

correctly identified that the avatars or usernames were manipulated, though could not 
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correctly identify why. Notably, the awareness checks immediately followed the 

manipulation check questions, which were likely to inform users of the manipulation. 

Unfortunately, while most of these participants indicated they had identified the 

manipulation during the survey, some explicitly identified the beginning of the survey as 

the point where this happened, and most did not specify when during the survey. To 

safeguard the integrity of data, all participants who identified the manipulation prior to 

the final manipulation-check survey questions or who did not specifically list the location 

in the survey where they identified the manipulation were removed from the data set as 

described in the sampling section above. 

   Demographics. In addition, questions regarding age, gender, ethnicity and 

previous experience with the technology were asked to better understand the sample’s 

characteristics and control for possible biases.  

Behavioral Measures 

 In addition to the self-report questionnaire, chat-logs were also coded with both a 

quantitative content analysis scheme focusing on the extent to which participants made 

supportive and disagreeing comments, and the frequency of elaboration; as well as 

analyzed qualitatively to identify the type of each elaboration and the broad response it 

received.  

Quantitative content analysis was used to triangulate and supplement self-report 

measures. Stromer-Galley (2007) provides a versatile coding scheme for deliberation 

adapted to both online and offline environments. While it does not purport to directly 

measure aggression behavior, it is noteworthy that “aggressive” verbal behavior 
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measured directly (e.g., the use of swears or insults) is comparatively unlikely to appear 

in the context of a moderated experimental task. Instead, the instrument emphasizes 

issues such as whether comments are positive or negative and proportional breakdown of 

speaking time focusing on the valence of interactions.  

In particular, previous work has found that tracking the valence of comments on 

others’ posts can both reflect whose voice carries influence in deliberation (Mendelberg 

et al., 2014) as well as offer insight as to whether the overall climate of a deliberation is 

more or less supportive (Karpowitz & Mendelberg, 2014). The number of unsupportive 

comments offers an indirect measure of aggression more likely to capture the actual 

differences in behavior in environments where actual visible aggression is unlikely to 

occur. To that end, quantitative analysis focused primarily on the use of codes marking 

individual thoughts as agreement or disagreement. 

Intended for scenarios where individuals would have voiced speaking turns of 

multiple minutes of length, this scale identifies turns as an individual’s entire duration of 

speaking and codes turns as well as shorter individual thoughts that are identified by 

coders as statements which express a single idea within a longer turn. However, this 

could not be applied without modification to this system as posts were generally a single 

sentence or shorter and separating multiple sequential posts did not always reflect on the 

same speech. For example, Stromer-Galley distinguishes between turns that start a new 

topic and those that respond to other participants. Given the semi-synchronous nature of 

Discord, users could begin typing their own thought, post a fraction of a second after 

another user and follow up with another post that, rather than its own thought, is a direct 
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response to the other user. Similarly, the use of the enter button to post a message serves 

as a somewhat natural indicator of pauses or shifts between thoughts in many cases and 

avoids the difficulty in requiring coders to decide what constitutes an individual discrete 

thought. This scale was adapted for use in Discord by collapsing separate turn and 

thought categories into a single level, with each post made on Discord consisting of a 

singular turn and thought.  

While the coding system used contains a robust array of tools to describe 

arguments, only three were of particular relevance here. Behavioral outcome measures 

used as dependent variables consisted of the observed frequency of statements expressing 

agreement, disagreement, and elaboration in the text chat. Agreement and disagreement, 

as no particular cases of overt incivility were observed, were used as weak proxies of 

aggression. That is, the more participants agreed with each other harmoniously, the less 

aggressive participants were behaving, and the more participants disagreed with each 

other, the more participants were likely to be engaging in aggressive behavior. Notably, 

this distinction is imperfect, as apparent agreement may be driven by fear of judgment 

(that is, fear of aggressive response) and disagreement may reflect the contrary. To 

account for this, elaboration — that is, giving reasons and supporting arguments for one’s 

positions — was also included as a dependent variable, with the assumption that patterns 

of increased agreement or disagreement with elaboration would reflect reasoned 

discussion, whereas decreasing elaboration would bolster the case that decreasing 

agreement or increasing disagreement reflect an underlying aggression. 

To render data more comparable across participants all variables were measured 
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as a percentage of that participant’s total contribution to the discussion. That is, the word 

count of all messages marked as belonging to each code were first summed for each 

participant. Then, these word counts were divided by the total number of words each 

participant typed, then that sum was divided by the total words that participant typed.  

Data Analysis Plan 

A preregistration containing formal hypotheses and planned analyses was made 

through the Open Science Foundation. In particular, as the data for this project was 

collected within groups who interacted with each other during the stimulus, participants 

cannot be assumed to be independent cases. Because of this, it was planned to use a 

mixed effects model, also known as a multilevel regression analysis, where individual 

“level 1” observations are nested within a higher category of “level 2” observations and 

slopes are allowed to vary between groups, allowing for a better understanding of the 

influence of participant groups on individual behavior.  

Notably, when using these models, it is important to consider mean-centering data 

(Hoffmann & Gavin, 1998). Individual coefficients reflect the effect of a change in a 

predictor value from 0 on the dependent variable. That is, the coefficient obtained in 

models reflects the change in a dependent variable expected following a one unit increase 

in the independent variable starting from 0. By mean centering these variables such that 0 

is either the group or overall mean of each predictor, coefficients, instead, represent the 

effect of a unit change from the mean value on the dependent variable. However, two 

types of mean centering are widely used in multilevel models. Grand mean centering 

subtracts the overall sample mean from each observation, whereas group mean centering 
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instead subtracts the individual means within groups from each observation. Each 

approach has relative strengths and weaknesses. In particular, group mean centering more 

effectively isolates level 1 units within groups. However, Paccagnella (2006) suggests 

that, in cases where group sizes are small, and, particularly where researchers are 

interested in observing effects on individuals, rather than focusing primarily on 

contextual differences, it is better to avoid group-mean centering. As the manipulation 

here occurred at the group level — and as each group contained only a few data points 

meaning individual contributions to group means would be relatively large which could 

potentially distort analysis — grand-mean centering was used. 

Handling of Multiple Samples  

To best manage the inclusion of multiple sampling methods from distinct 

populations, it was necessary to evaluate the extent to which the two sampling methods 

were comparable. An independent sample t-test confirmed that respondents from the 

Facebook condition were significantly older (M = 40.4, SD = 17.3) than the 

undergraduate students (M = 21.0, SD = 2.1), t(22.1) = 6.2, p<.001. Additionally, while 

the majority of participants in both methods were female, a chi-square test confirmed that 

the gender imbalance was different across groups. 69.6% (n = 16) of the participants from 

Facebook identified as female, while this was true of 89.2% (n = 99) in the SONA 

condition. (1, N = 136) = 6.0, p < .05. However, no significant differences were noted in 

the percentage of participants who were white vs non-white, or in degree of familiarity 

with similar communication platforms. Most notably, participants from Facebook typed 

an average of 218.8 (SD = 141.7) words, while those from the undergraduate sample 
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typed only 179.9 (SD = 103.2) words on average. These differences were not statistically 

significant, however, that may be due to the small sample size of Facebook participants in 

the final data set. 

Several approaches could be considered for handling this data. Most obviously, 

they could be analyzed separately and compared, or sampling method could be used as a 

“third level” grouping in the multilevel models, allowing the manipulation effects to vary 

between sampling method. However, the final sample of Facebook participants 

containing only 23 participants and the fact that there would only be two level 3 units 

would together render these approaches underpowered. As an alternative option, all 

participants were retained in the same analysis with sampling method included in the 

model as a control variable. 
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Chapter 4: Results 

 

Per the preregistration, all hypotheses were initially tested through a series of 

multilevel models repeated for a) 3 behavioral variables (agreement, disagreement and 

elaboration), b) endorsement of aggressive norms and c) group cohesion. In each case, 

models were constructed iteratively. First, an empty model with no variables besides 

group was fitted to evaluate the percentage of each variable’s data which varied at the 

group rather than individual level. These also served to establish a baseline of comparison 

for later models. Following this, variables of interest were added incrementally to the 

model, beginning with the independent variables. This approach allowed for granular 

views of the changes brought by including additional variables to the model, and 

construction of metrics representing the proportions of variance explained by adding 

these variables. Hayes (2006) uses a similar approach when illustrating the uses of 

multilevel modeling.  

Behavioral Outcomes 

 Behavioral measures were used to examine aggression by observing decreases in 

agreement, increases in disagreement, and increases in elaboration. No evidence was 

found to support H1a, that aggressive accounts would lead to more aggressive behavior. 

Similarly, regarding H2a, that these effects would be stronger in avatar than text 

conditions, no interaction was observed between modality and aggression. Regarding 

H3a, that identification with account would intensify effects of the aggressiveness 

manipulation, a small, but significant effect was observed between an interaction term for 

perceived avatar embodiment and aggressive condition for both agreement (p<.05) and 
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disagreement (p<.05), suggesting that aggressive accounts may have mattered only in 

cases of high perceived embodiment. However, these effects were quite weak and the 

direction matched in both cases, contrary to hypotheses: a one unit increase in the 

interaction term from the mean led to a 5.8% increase in the frequency of agreement and 

a 4.7% increase in the frequency of disagreement. More notably, the overall suitability of 

these models to accurately map to the data is somewhat dubious, as Akaike Information 

Criterion (AIC) (which weights the inclusion of additional variables against the 

explanatory power gained by adding any variables) increased as any variables were added 

to the empty model in any of these cases. As such and given the absence of any main 

effect of either identification or account aggression on behavior, it is somewhat dubious 

to over-impugn meaning to these results. For full results concerning agreement, 

disagreement, and elaboration respectively, see Tables 4.1–4.3. 

Results fail to reject the null hypothesis in the cases of H1a and H2a. In the case 

of H3a, the null hypothesis is partially rejected.  
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Table 1: Multilevel Models for Agreement 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Aggressive  -0.04 0.00 -0.01 0.06 0.07 

Avatar  0.06 0.10 0.08 -0.03 -0.03 

Aggressive*Avatar   -0.08 -0.04 -0.06 -0.09 

Salience    -0.04* -0.04* -0.04* 

Association    0.02 0.02 0.02 

Liking    0.02 0.02 0.02 

Embodiment    0.00 -0.03 -0.03 

Liking*Aggression     -0.03 -0.02 

Embodiment* 

Aggression 
    0.06* 0.06* 

Age      0.00 

Gender (male is 

reference group) 
     -0.03 

Race (all nonwhite 

is reference group) 
     -0.01 

Recruitment 

Method 
     -0.01 

Summary 

Statistics 
      

τ00 0.00 0.00 0.00 0.00 0.00 0.00 

σ2 0.03 0.03 0.03 0.03 0.03 0.03 

ICC 0.07 0.06 0.06 0.02 0.04 0.08 

Level-1 pseudo R2
 NA 0.00 0.01 0.00 0.05 0.11 

AIC -52.39 -46.43 -44.24 -25.74 -20.16 -7.01 

*p<.05, **p<.01, ***p<.001 
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Table 2: Multilevel Models for Disagreement 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Aggressive  0.00 0.01 0.01 0.01 0.01 

Avatar  -0.03 -0.02 -0.03 0.04 0.05 

Aggressive*Avatar   -0.01 -0.02 -0.03 -0.03 

Salience    0.00 0.00 0.00 

Association    -0.03* -0.03* -0.04** 

Liking    -0.01 0.00 0.01 

Embodiment    0.01 -0.01 -0.01 

Liking*Aggression     -0.01 -0.02 

Embodiment* 

Aggression 
    0.04* 0.048* 

Age      0.00 

Gender (male is 

reference group) 
     -0.07 

Race (all nonwhite 

is reference group) 
     -0.03 

Recruitment 

Method 
     -0.08 

Summary 

Statistics 
      

τ00 0.01 0.01 0.01 0.01 0.01 0.10 

σ2 0.01 0.01 0.01 0.01 0.01 0.01 

ICC 0.44 0.45 0.45 0.51 0.53 0.90 

Level-1 pseudo R2
 NA 0.00 0.00 0.10 0.16 0.09 

AIC -133.70 -124.60 -121.13 -100.25 -94.32 -69.22 

*p<.05, **p<.01, ***p<.001 
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Table 3: Multilevel Models for Elaboration 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Aggressive  -0.02 -0.07 -0.06 -0.02 -0.01 

Avatar  0.00 -0.05 -0.04 -0.05 -0.03 

Aggressive*Avatar   0.10 0.08 0.08 0.07 

Salience    0.02 0.02 0.03 

Association    -0.01 -0.02 -0.04 

Liking    0.01 0.00 0.01 

Embodiment    -0.01 -0.01 -0.01 

Liking*Aggression     0.02 0.02 

Embodiment* 

Aggression 
    -0.01 0.00 

Age      0.00 

Gender (male is 

reference group) 
     -0.13* 

Race (all nonwhite 

is reference group) 
     -0.06 

Recruitment 

Method 
     0.07 

Summary 

Statistics 
      

τ00 0.02 0.02 0.02 0.01 0.01 0.01 

σ2 0.03 0.03 0.03 0.04 0.04 0.04 

ICC 0.31 0.32 0.32 0.29 0.24 0.11 

Level-1 pseudo R2
 NA 0.00 0.00 -0.01 -0.10 -0.18 

AIC -21.76 -13.39 -11.56 10.31 19.94 32.94 

*p<.05, **p<.01, ***p<.001 

  



 

71 

Endorsement of Aggressive Norms 

 Regarding H1b, that participants would report higher agreement with aggressive 

norms when given aggressive accounts, no main effects were observed. Similarly, 

regarding H2b that the aggression manipulation would interact with the presence of 

additional visual cues about the account, no evidence of an interaction was found. With 

regards to H3b, that identification with accounts would increase the effects of aggressive 

accounts on behavior, no evidence of interactions was observed between either 

identification measure and account aggression (for full models, see Table 4.4 on 

following page). Therefore, results fail to reject the null in the case of H1b, H2b, or H3b.  
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Table 4: Multilevel Models for Endorsement of Aggressive Norms 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Aggressive  0.17 0.12 0.14 -0.13 -0.10 

Avatar  -0.17 -0.23 -0.13 0.16 0.16 

Aggressive*Avatar   0.10 -0.04 0.01 0.10 

Salience    0.14 0.15 0.15 

Association    -0.33* -0.35** -0.33* 

Liking    -0.19✝ -0.28* -0.27 

Embodiment    0.17* 0.24* 0.23 

Liking*Aggression     0.24 0.18 

Embodiment* 

Aggression 
    -0.16 -0.17 

Age      0.00 

Gender (male is 

reference group) 
     -0.46 

Race (all nonwhite 

is reference group) 
     0.21 

Recruitment 

Method 
     0.04 

Summary 

Statistics 
      

τ00 0.09 0.11 0.12 0.06 0.04 0.05 

σ2 1.36 1.34 1.34 1.31 1.34 1.38 

ICC 0.06 0.08 0.08 0.04 0.03 0.04 

Level-1 pseudo R2
 NA 0.01 0.01 0.03 0.01 -0.02 

AIC 441.149 442.37 442.12 431.04 432.66 422.27 

*p<.05, **p<.01, ***p<.001 

  



 

73 

Group Cohesion (c) 

 A similar pattern emerged with regards to group cohesion. No significant 

relationship was observed from account aggression (H1c), and no interaction effect was 

observed between avatar and account aggression (H2c). As in the case of H3a concerning 

behavioral outcomes, a significant interaction effect of liking and account aggression was 

observed, lending partial support to H3a that identification with an account would 

increase the effects of the experimental manipulation. However, including these 

interaction terms in the model did not “justify” the added variables as seen by an increase 

in AIC when adding these variables. Likewise, with no evidence of a main effect of 

account aggression at any stage of the models, it remains impossible to endorse these 

results with high confidence (for full results, see Table 4.5 below) 

 Results fail to reject the null in the case of H1c or H2c and partially reject the null 

in the case of H3c.  
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Table 5: Multilevel Models for Group Cohesion 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Aggressive  0.00 -0.22 -0.10 -0.16 -0.12 

Avatar  0.07 -0.16 -0.07 -0.17 -0.13 

Aggressive*Avatar   0.44 0.23 0.28 0.24 

Salience    0.40** 0.42*** 0.42*** 

Association    0.40** 0.37*** 0.36*** 

Liking    0.15✝ 0.05 0.02 

Embodiment    0.01 0.10 0.10 

Liking*Aggression     0.290 0.37* 

Embodiment* 

Aggression 
    -0.22 -0.23 

Age      -0.01 

Gender (male is 

reference group) 
     0.11 

Race (all nonwhite 

is reference group) 
     -0.03 

Recruitment 

Method 
     -0.35 

Summary 

Statistics 
      

τ00 0.21 0.23 0.22 0.05 0.08 0.10 

σ2 1.15 1.15 1.16 0.74 0.71 0.73 

ICC 0.15 0.17 0.16 0.07 0.10 0.12 

Level-1 pseudo R2
 NA 0.00 0.00 0.35 0.38 0.37 

AIC 430.70 432.90 431.68 362.98 363.14 358.99 

*p<.05, **p<.01, ***p<.001 
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Alternative Model Specifications 

The most notable issue with the above data analysis was the weak match between 

perceived and manipulated account aggression. That is, while participants in the 

aggressive group did report higher perceived account aggression (M = 3.2, SD = 1.8) than 

those in the unaggressive group (M = 2.2, SD = 1.2; t(122.9) = -3.5, p<.001), this 

difference was smaller than anticipated and neither group was rated as particularly 

aggressive. While it is possible that the Proteus Effect simply did not occur (or occurred 

so weakly as to be undetectable), it is also possible that the relative weakness of the 

manipulation may have masked an actual relationship. This suggests that the failure to 

identify meaningful relationships between the concepts under examination may have 

been influenced more by issues with measurement and manipulation than the lack of an 

underlying relationship.  

O’Keefe (2003) suggests that manipulation checks, such as the measure of 

perceived account aggression, instead be treated as mediating variables. In most cases of 

media exposure, the direct effect of a technological manipulation (in this case the specific 

letters and pictures used to create avatars) has an effect by first influencing participant 

perceptions of that media, which directly influence psychological outcome variables. In 

light of this argument, as well as the weak effects of the manipulation, a series of 

alternative models were specified using the manipulation check variable (perceived 

account aggression) instead of manipulated account aggression.  

However, a second issue arose in substituting perceived aggression for account 

condition within the same type of multilevel models used in the preregistered analyses. In 
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the case of endorsement of aggressive norms and agreement, the inter-class correlation of 

the empty model showed that very little variance in the data occurred at the group level 

(6.1% and 6.8% respectively). In both cases, the Hessian matrix failed to converge as the 

models, with variables specified, had no remaining variance at the group level. This 

indicates that multilevel modeling may have been a poor fit for the underlying data. 

Attempted models are provided for completeness (see Appendix C), however, 

interpreting either would be unreliable given the issues with group level variance. As 

such, hierarchical regression models are instead reported for these alternative analyses.  

Behavioral Outcomes 

 Similar to the preregistered analyses, the alternative modeling yielded no 

significant main effects of perceived avatar aggression on agreement, disagreement or 

elaboration. However, there was a significant main effect of avatar inclusion on 

agreement (β = 0.073, p<.05) that remained when controlling for all variables. A 

significant interaction effect between inclusion of avatars and perceived avatar aggression 

was also noted when agreement was the dependent variable, though this did not remain 

significant once all psychometric and demographic variables were included in the model. 

No interactions were noted between either measure of identification and perceived avatar 

aggression. For full results see Table 4.6 (agreement), 4.7 (disagreement) and 4.8 

(elaboration). 

 These results fail to reject the null hypothesis for H1a, H2a or H3a.  
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Table 6: Regression Results for Agreement 

 Independent 

variables only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

 
B 

std 

error B 

std 

error B 

std 

error B 

std 

error B 

std 

error 

Perceived Account 

Aggressiveness 
-0.02 0.01 0.01 0.02 0.01 0.02 0.01 0.02 0.01 0.02 

Avatar 0.06 0.03 0.07* 0.03 0.07* 0.03 0.07* 0.03 0.07* 0.03 

Perceived Account 

Aggressiveness*Avatar 
  -0.04* 0.02 -0.04 0.02 -0.04 0.02 -0.04 0.02 

Salience     -0.04* 0.02 -0.04 0.02 -0.04 0.02 

Association     0.02 0.02 0.02 0.02 0.02 0.02 

Liking     0.01 0.02 0.01 0.02 0.01 0.02 

Embodiment     0.00 0.01 0.00 0.01 0.00 0.02 

Liking*Aggression       0.00 0.01 0.00 0.01 

Embodiment* 

Aggression 
      0.00 0.01 0.00 0.01 

Age         0.00 0.00 

Gender (male is 

reference group) 
        -0.02 0.05 

Race (all nonwhite is 

reference group) 
        -0.01 0.04 

Recruitment Method         0.05 0.08 

Summary Statistics           

Adjusted R^2 0.03 0.06 0.06 0.04 0.02 

ΔR^2 NA 0.03 0.00 -0.02 -0.02 

*p<.05, **p<.01, ***p<.001 
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Table 7: Regression Results for Disagreement 

 Independent 

variables only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

 
B 

std 

error B 

std 

error B 

std 

error B 

std 

error B 

std 

error 

Perceived Account 

Aggressiveness 
0.02✝ 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.01 

Avatar -0.04 0.03 -0.04 0.03 -0.04 0.03 -0.03 0.03 -0.04 0.03 

Perceived Account 

Aggressiveness*Avatar 
  0.00 0.02 0.01 0.02 0.01 0.02 0.01 0.02 

Salience     0.00 0.02 0.00 0.02 -0.01 0.02 

Association     -0.03 0.02 -0.03 0.02 -0.04* 0.02 

Liking     -0.01 0.02 -0.01 0.02 0.00 0.02 

Embodiment     0.00 0.01 0.00 0.01 0.00 0.01 

Liking*Aggression       0.00 0.01 0.00 0.01 

Embodiment* 

Aggression 
      -0.01 0.01 -0.01 0.01 

Age         0.00 0.00 

Gender (male is 

reference group) 
        -0.13** 0.04 

Race (all nonwhite is 

reference group) 
        0.03 0.03 

Recruitment Method         0.06 0.06 

Summary Statistics           

Adjusted R^2 0.02 0.01 0.02 0.01 0.11 

ΔR^2 NA -0.01 0.01 -0.01 0.10 

*p<.05, **p<.01, ***p<.001 
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Table 8: Regression Results for Elaboration 

 Independent 

variables only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

 
B 

std 

error B 

std 

error B 

std 

error B 

std 

error B 

std 

error 

Perceived Account 

Aggressiveness 
0.00 0.01 -0.01 0.02 -0.01 0.02 -0.01 0.02 -0.02 0.02 

Avatar 0.01 0.04 0.01 0.04 0.00 0.04 0.00 0.04 -0.01 0.04 

Perceived Account 

Aggressiveness*Avatar 
  0.01 0.02 0.01 0.03 0.01 0.03 0.03 0.03 

Salience     0.04 0.02 0.04 0.02 0.04 0.02 

Association     -0.04 0.02 -0.04 0.02 -0.05* 0.02 

Liking     0.00 0.02 0.00 0.03 0.01 0.03 

Embodiment     -0.02 0.02 -0.02 0.02 -0.01 0.02 

Liking*Aggression       0.00 0.01 0.00 0.01 

Embodiment* 

Aggression 
      0.00 0.01 0.00 0.01 

Age         0.00 0.00 

Gender (male is 

reference group) 
        -0.16* 0.06 

Race (all nonwhite is 

reference group) 
        0.08 0.04 

Recruitment Method         -0.10 0.09 

Summary Statistics           

Adjusted R^2 -0.02 -0.02 -0.02 -0.04 0.02 

ΔR^2 NA -0.01 0.00 -0.02 0.06 

*p<.05, **p<.01, ***p<.001 
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Endorsement of Aggressive Norms 

 The model containing only the avatar (present/absent) experimental manipulation 

and perceived account aggressiveness identified a significant main effect of perceived 

avatar aggression on participants’ endorsement of aggressive norms (β = .15, p<.05) 

providing support for H1b, that (perceived) avatar aggression led to higher endorsement 

of aggressive norms. However, when an interaction term was included, this relationship 

ceased to be statistically significant. Instead, the interaction effect remained significant 

regardless of control variables (β = .33, p<.05 with all controls). This provides support 

for H2b, that the effect was stronger specific to the avatar condition. That said, R2 was 

low overall at .073 in the model containing only both independent explanatory variables 

and their interaction effect. While this increased to .121 in the final model, it would be 

unwise to overstate the magnitude of this effect. No interaction effects were observed 

between either measure of identification and perceived avatar aggression, meaning that 

H3b was not supported. For full results see Table 4.9.  

Also noteworthy is the role social presence played in these models. The perceived 

salience of other social actors exerted no effect on endorsement of aggressive norms, 

potentially implying that, even in cases where others’ avatars were aggressive and salient, 

this exerted no influence on individuals, in contrast with the effect of their own avatars on 

their attitudes. By contrast, self-reported mutual awareness and alignment negatively 

predicted endorsement of aggressive norms. The more the group was perceived as 

aligned, the less participants were willing to endorse aggressive norms, despite the fact 

that, in cases where individuals perceived their own avatar as aggressive, the same was 
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likely true of their perceptions of others’ avatars.  

 Altogether findings partially support H1b, support H2b and fail to reject the null 

for H3b.  

Table 9: Regression Results for Endorsement of Aggressive Norms 

 Independent 

variables only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

 
B 

std 

error B 

std 

error B 

std 

error B 

std 

error B 

std 

error 

Perceived Account 

Aggressiveness 
0.152* 0.07 -0.03 0.10 -0.07 0.10 -0.05 0.10 -0.07 0.10 

Avatar -0.21 0.21 -0.22 0.21 -0.21 0.21 -0.22 0.21 -0.25 0.21 

Perceived Account 

Aggressiveness*Avatar 
  0.35* 0.13 0.33* 0.13 0.31* 0.13 0.33* 0.14 

Salience     0.11 0.12 0.10 0.12 0.08 0.13 

Association     -0.31* 0.12 -0.31* 0.12 -0.33** 0.13 

Liking     -0.15 0.12 -0.08 0.13 -0.07 0.13 

Embodiment     0.15 0.08 0.15 0.09 0.16 0.09 

Liking*Aggression       -0.04 0.07 -0.04 0.07 

Embodiment* 

Aggression 
      0.09 0.06 0.08 0.06 

Age         0.01 0.02 

Gender (male is 

reference group) 
        -0.54 0.33 

Race (all nonwhite is 

reference group) 
        -0.06 0.23 

Recruitment Method         -0.25 0.47 

Summary Statistics           

Adjusted R^2 0.03 0.07 0.12 0.13 0.12 

ΔR^2 NA 0.04 0.05 0.00 -0.01 

*p<.05, **p<.01, ***p<.001 
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Group Cohesion 

 A main effect of perceived avatar aggression on group cohesion was noted (β = 

-.19, p<.05), supporting H1c. While the interaction between avatar inclusion and 

perceived avatar aggression was initially significant (β = .32, p<.05) it did not remain 

significant in models including psychometric and demographic variables (β = .18, p<.1), 

lending partial support to H2c. A significant interaction effect was observed between 

liking one’s avatar and perceptions of avatar aggression on group cohesion (β = -.13, 

p<.05), though no effect was observed for embodiment. This lends partial support to H3c. 

As in the case of endorsement of aggressive norms, adjusted R2 for models containing 

only independent variables was quite low (.063), while it was dramatically higher in the 

final models (.443), thus, the magnitude of these effects should likewise not be 

overstated. For full results see table 4.10. 

 These results support H1c, H2c and partially support H3c.  

Adding psychometric variables caused a change of .370 in R2 with only social presence 

and mutual awareness and alignment as significant, indicating that the added variables 

explained 37% of the variance beyond that accounted for by the independent variables. 

That is, as others were more salient, group cohesion increased and as the group built 

alignment, group cohesion increased. While the latter concept is, arguably, tied closely to 

group cohesion, this is not true of the perceived salience of interactants. While included 

primarily as control variables to isolate the individual identity component of the earlier 

proposed framework, the magnitude of these effects deserves notice, as does the fact that 
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this was a substantially distinct relationship than that between endorsement of aggressive 

norms and social presence. 

Table 10: Regression Results for Group Cohesion 

 Independent 

variables only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

 
B 

std 

error B 

std 

error B 

std 

error B 

std 

error B 

std 

error 

Perceived Account 

Aggressiveness 
-0.15* 0.06 -0.32** 0.09 -0.19* 0.08 -0.18* 0.08 -0.19* 0.08 

Avatar 0.05 0.21 0.03 0.20 0.02 0.16 0.01 0.16 0.01 0.16 

Perceived Account 

Aggressiveness* 

Avatar 

  0.32* 0.13 0.20 0.10 0.17 0.10 0.18 0.10 

Salience     0.39*** 0.10 0.40*** 0.09 0.39*** 0.10 

Association     0.38*** 0.09 0.35*** 0.09 0.35*** 0.10 

Liking     0.12 0.09 0.16 0.10 0.17 0.10 

Embodiment     0.02 0.06 -0.04 0.07 -0.03 0.07 

Liking*Aggression     0.02 0.06 -0.12* 0.05 -0.13* 0.05 

Embodiment* 

Aggression 
      0.01 0.04 0.01 0.04 

Age         -0.01 0.01 

Gender (male is 

reference group) 
        -0.06 0.25 

Race (all nonwhite is 

reference group) 
        0.09 0.18 

Recruitment Method         0.41 0.36 

Summary Statistics           

Adjusted R^2 0.03 0.07 0.44 0.45 0.44 

ΔR^2 NA 0.04 0.37 0.02 -0.01 

*p<.05, **p<.01, ***p<.001 
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In conclusion, the alternative analyses provide a quite different picture from the 

preregistered analyses. As this analysis plan was not included in the preregistration it 

should be approached with caution. However, these results are nonetheless promising for 

study of the Proteus Effect in two-dimensional environments. When using the more direct 

measure of perceived avatar aggression instead of the experimental manipulation, 

significant main effects of avatar aggression are noted on endorsement of aggressive 

norms and group cohesion. These effects are stronger in cases where congruous identity 

cues are presented. However, this result should be interpreted more cautiously in the case 

of group cohesion as controlling for perceived levels of association between members 

and identification caused this relationship to weaken to the point of non-significance. By 

contrast, no particular influence of either perceived account aggressiveness or the 

inclusion of an avatar was noted on behavioral measures, leaving the results as 

inconsistent overall.  
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Chapter 5: Discussion 

 

This study set out to examine the extent to which the Proteus Effect — the 

phenomenon where individuals adopt traits they associate with the avatars they embody 

in virtual worlds — would manifest in informally political text-based discussions on 

Discord. Specifically, it was hypothesized that individuals assigned aggressive avatars 

online would behave more aggressively in informal text-based political discussions and 

endorse more aggressive norms and report lower group cohesion after the fact. This study 

adapted methodology and measures from a prior study of the Proteus Effect that took 

place in an online game with more embodied avatars (Peña et al., 2009). 

 In doing so, this study set out to evaluate whether modality may be better 

considered as a moderating factor influencing salience of avatar characteristics rather 

than a simple precondition for the Proteus Effect to take place. To this end, the number of 

cues presented to participants was varied as well, with participants either shown an avatar 

and a username or only given a username. It was anticipated that those shown both cues 

would exhibit stronger effects of avatar aggression. As identification with one’s avatar 

has been noted in the literature as a key moderator of the Proteus Effect (e.g., Ratan & 

Dawson, 2016), it was also anticipated that identification with one’s avatar would 

moderate these relationships.  

This study was also intended to highlight how earlier theoretical discussion could 

integrate the Proteus Effect into a novel construction of the concept of anonymity. This 

framework emphasizes that anonymity should be understood as a matter of identity cues 

made salient and hidden. The Proteus Effect’s focus on individuals adopting traits from 
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the avatars they embody fits neatly into this perspective. The predictions offered by the 

Proteus Effect, transposed to a text-based environment, seem identical to those offered by 

this perspective, creating a space for theoretical consolidation within the anonymity 

framework proposed in Chapter 1. 

Interpretation of Results 

The initial registered analyses for this study broadly failed to reject the null 

hypothesis and no evidence of a Proteus Effect was observed with regards to any of the 

three dependent variables: enacted aggression (as seen through a higher willingness to 

disagree and less agreement), self-reported group cohesion, or self-reported endorsement 

of aggressive norms.  

 This held true across modality conditions and regardless of covariates. However, 

further analysis suggested that this may have been driven by the weak effects of the 

experimental manipulation and the poor fit of a multilevel modeling approach to the data, 

particularly in the case of aggressive norms. Following O’Keefe’s (2003) advice, a 

second set of analyses was undertaken which treated the manipulation check as the 

proximal cause of the hypothesized changes in outcomes, such that avatar assignments 

were assumed to lead to differing perceptions of an avatars’ aggressions which would, in 

turn, drive the Proteus Effect.  

These analyses were conducted using hierarchical multiple regressions. Under 

these alternative analyses individuals who perceived their avatars to be more aggressive 

reported higher endorsement of aggressive norms and lower group cohesion, but were not 

observed to have behaved differently during the manipulation. Evidence that these effects 
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were stronger in richer modalities where visual avatars were presented in addition to 

usernames was likewise mixed with clear evidence of this occurring in the case of 

endorsement of aggressive norms, but no influence on behavioral outcomes. Results were 

mixed in terms of group cohesion, such that modality effects lost significance when 

psychometric variables were included as controls. While all reported effects were small, 

the presence of significant main effects offers support for the Proteus Effect.  

Significant results were obtained only through self-report measures and not 

behavioral ones. This is likely driven by the fact that the measures used of aggression 

were indirect operationalizations of the underlying concept, treating agreement, 

disagreement and, to a lesser extent, elaboration, as proxies for aggression in the absence 

of clear verbal cues that could more directly be operationalized to measure aggression. 

Notably, Proteus Effect manipulations generally have a small effect size in richer media 

than that used in this study (Ratan et al., 2020). The hypotheses concerning moderation 

anticipated that effects would be smaller yet in leaner modalities like the instant 

messengers used in this study. Accordingly, it stands to reason that noise would explain 

the null results on behavioral outcomes. As the self-report measures were much more 

direct measures of their underlying constructs, it makes sense that they would be more 

sensitive in this case.  

Implications  

As these results were not obtained under the preregistered analyses, they should 

be interpreted with caution. That said, the findings presented in the alternate analysis 

section suggest that the Proteus Effect can happen in text-based environments, if perhaps 
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less powerfully than in the CVEs in which it has often been studied.  

The Proteus Effect Occurs Through Avatar Perceptions  

 One inadvertent “finding” of this study is that perceptions of the experimental 

manipulation played a role in the Proteus Effect, while the objective experimental 

manipulation did not. Nonetheless, the observed results seem identical to what would be 

expected of the Proteus Effect. That is, these results show the Proteus Effect operates on 

perceptions of avatars, rather than their objective traits, though, objective assigned traits 

of avatars influence how those avatars are perceived. Objectively, the avatars used here 

were cartoonishly aggressive — featuring serial killers and menacing figures advancing 

toward the viewer threateningly, among others — to the point that several participants 

who saw only a single subset of aggressive avatars were able to correctly guess the 

aggression manipulation. Despite this, participants did not generally perceive those 

avatars as aggressive in the specific context of a chat avatar, thus blunting the effect. 

However, those who did perceive avatars as aggressive, regardless of their ‘objective’ 

aggressive traits, did respond as anticipated by the Proteus Effect.  

On a pragmatic level, this calls into question elements of mediation in the Proteus 

Effect that have not been directly studied and suggests that the random assignment of 

differing avatars may be better treated as an indirect cause leading to differing avatar 

perceptions which then drive behavioral and attitudinal changes resulting from the 

Proteus Effect. Future research should deliberately engage in this kind of mediation 

analysis to see to what extent this influences the Proteus Effect, adopting O’Keefe 

(2003)’s suggestions for the study of media exposures in experimental science to the 
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specific context of the Proteus Effect more formally and, preferably, in advance of data 

analysis.  

Secondly, this suggests that the role of media in the Proteus Effect may operate 

more as hypothesized in the earlier discussion of anonymity, that is that while 

technological factors and avatar assignment are important, what ultimately influences 

psychological outcomes are perceptions surrounding those technological factors. Or 

rather, it is not the objective imposition of traits that influences the Proteus Effect, but the 

perception that those traits have been imposed. While the two are related, perceived 

anonymity should be understood as the proximal cause of anonymity effects. This 

suggests that the Proteus Effect more clearly lines up with the articulation of anonymity 

in Chapter 1. It is not the objective assignment of avatar traits that matters, but the 

perception that those traits are present that influences how individuals perceive their own 

identities. This argument fits with all theoretical justifications for the Proteus Effect. 

Whether priming, self-perception theory or, especially, schema-activation, all accounts 

are driven primarily by perceived traits of the avatar, not objective characteristics. The 

Proteus Effect remains a specific highly studied instantiation of this broader anonymity, 

but it should be understood within a larger causal framework rather than through any 

narrowly technologically deterministic lens.  

The Proteus Effect is not Dependent on a Particular Medium 

 These analyses suggest that the Proteus Effect can occur in text-based 

environments. This aligns with Beyea (2019)’s Proteus Effect findings, though that study 

also had mixed results. By contrast, the clearer results in favor of a Proteus Effect 
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occurring in text found by Ratan et al. (2016) could be attributed to the longitudinal 

nature of that research supplementing the weaker effects of a modality which offers less 

avatar cues. In doing so, it becomes harder to differentiate the effects Suler (2001) 

observes of avatars in online-text based environments and the Proteus Effect in richer 

modalities. That is, the effects of emphasizing certain personality traits via adopting self-

representations that embody archetypal traits in text-based media seem quite similar to 

the effects of incorporating an avatar-schema into an individual’s self-schema in more 

fully realized virtual worlds. On the other hand, the finding that the perceived salience of 

other social actors did not to relate to endorsement of aggressive norms, and that mutual 

awareness and alignment instead led to a decrease in endorsement of aggressive norms 

suggests that the contrasting hypotheses offered by the Proteus Effect and the SIDE 

model cannot so easily be reconciled. That is, the study provides evidence that individual 

characteristics influenced behavior as hypothesized, but the salience of group 

characteristics did not lead to the effects that SIDE would hypothesize.  

In short, these findings suggest a shift from a medium-specific approach to 

studying the Proteus Effect to one which examines the underlying psychological 

mechanisms as influenced by technology. The distinctions posited between self and other 

anonymity should be a key area of this approach given the initial results with regards to 

social presence as perceived salience of other social actors and mutual awareness and 

alignment. This fits neatly into the trajectory toward the study of online anonymity 

outlined in the earlier sections of this dissertation. By removing the technological 

limitations on the study of the Proteus Effect, the theory becomes, in essence, a theory of 
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self-presentation and its relationship with the construction of identity, as this paper has 

suggested anonymity must become. 

Technology Moderates the Proteus Effect 

 The results also suggest that modality moderates the Proteus Effect. This is to say 

that the inclusion of images led to a stronger Proteus Effect. The effect on aggressive 

norms did not occur at all in text-based environments, while there was weak evidence of 

moderation in the case of group cohesion. These findings suggest that the Proteus Effect 

has been observed primarily in richer virtual worlds because the higher salience of avatar 

manipulations in these environments may more easily trigger the Proteus Effect. At the 

same time, research has not sought to distinguish the relative effects of different rich 

modalities as of yet, though recent meta-analytic work (Beyea et al., 2022) has found that 

the Proteus Effect is stronger in virtual reality than desktop environments.  

 The present manipulations were not able to establish that the Proteus Effect can 

occur in exclusively text-based environments, as effects on endorsement of aggressive 

norms only occurred within the avatar conditions in this study. While the theorizing 

around identity in this work has focused on the notion that salience — that is, how 

noticeable identity cues are — is the paramount variable driving images over text alone, 

the present work cannot adequately rule out the hypothesis that visual cues are a 

prerequisite for the Proteus Effect, though there is little apparent theoretical argument as 

to why this would be the case.  
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Toxic Avatars Can Lead to Toxic Disinhibition 

 These findings also offer clear pragmatic guidelines that may influence policy in 

instant messengers. Instead of viewing pseudonymous self-presentation as necessarily 

disinhibited, these findings suggest that, for instance, limiting the capacity of individuals 

to select aggressive avatar characteristics could facilitate less aggressive behavior. 

Proteus Effect manipulations have been identified for a host of traits from assertiveness 

to gender roles, all of which might be invoked by constraining the avatars individuals are 

able to embody in particular online spaces. While research has yet to extend all 

manifestations of the Proteus Effect to text-based environments, there is little reason to 

think they would not transfer as was observed with aggression in this study.  

While, outside of fiction (e.g., Greaves, 2022) it is generally not possible to lock 

individuals in a basement and coercively assign them a new social role in order to make 

them adopt social traits (for an exception see Zimbardo et al. (1971)), such self-

presentation manipulations can be done online, often without being immediately obvious 

or abhorrent. For instance, the pseudonymous social media platform Reddit allows users 

to create avatars by combining pieces from predetermined lists of all possible options. 

Users independently choose facial features, skin tones and outfits from a variety of lists 

containing only what the platform owners have made available. Platforms could, 

notionally, curate the lists of available features to induce a desired Proteus Effect, such as 

by burying aggressive options at the back of lists while foregrounding prosocial options, 

or simply removing the former entirely. In doing so, platform owners could potentially 

nudge (Thaler & Sunstein, 2009) users toward avatars more likely to induce desired 
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behavioral outcomes.  

This is not to suggest that platforms should engage in such tactics or even that 

traits such as aggression should be nudged against. In fact, while potential effects on 

behavior would likely be small, there is some reason to view the possibility with caution, 

as such attempts to influence public discussion are not strictly desirable and could be 

used to diminish legitimate expressions of discontent or cause a backlash. At the same 

time, the possibility’s existence does suggest that the outcome of pseudonymity need not 

be (toxic) disinhibition if (toxic) disinhibition is not built for. 

Limitations and Future Research 

Among this research’s many caveats, the most important is that results obtained 

were not obtained through the preregistered analysis, but rather alternative analyses 

selected after the preregistered analysis failed to achieve results. While these alternative 

analyses were justified, any results obtained through such methods must be presented and 

understood with caution. Relatedly, while the experimental manipulation succeeded at 

creating a difference in perceived-avatar aggression between groups, this difference was 

smaller than may be desired and no avatar was perceived to be more than neutrally 

aggressive. Future research should anticipate potential difficulties in inducing strong 

perceptions of avatars, as even images of the villains of slasher movies, pictures of people 

pointing guns at the viewer and an avatar depicting the sinister Emperor Palpatine of the 

Star Wars franchise were not perceived to be particularly aggressive avatars. The weak 

results of the manipulation despite the “objective” inclusion of a number of aggressive 

identity markers boosts the argument that perceived avatar traits trump objective 
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manipulations in directly inducing the Proteus Effect. 

Likely as a consequence of the extreme nature of included avatars, a number of 

participants, particularly from the student sample, saw through the manipulation to 

identify avatar characteristics as the manipulated dependent variable, likely as a 

consequence of efforts to find avatars that participants would perceive as aggressive. 

While these participants were removed from all analyses, the exclusion of those astute 

enough to notice the manipulation may have biased the sample included in analyses by 

leaving only the subset of individuals unlikely to notice and react against or toward these 

manipulations. Another limitation is that the behavioral measures preselected to serve as 

proxies for aggression may not have functioned as such. This is less easily addressed, as 

few participants behaved visibly aggressive or polite to other participants. Nonetheless, 

the failure to successfully triangulate results across dependent variables using different 

measurement strategies weakens results.  

 The split sampling approach used for this study encountered a number of 

difficulties. Chiefly, participants recruited from social media often failed to meet 

inclusion criteria regarding being located in the United States, leading to the removal of 

many participants from the study. This weakened the ability to compare across samples, 

though no significant differences were observed between the Facebook and 

undergraduate samples despite their demographic differences.  

 Another possible confound is that participants may have found the discussion 

question ‘too easy’ as it was noted while facilitating discussions that many groups 

seemed to arrive at conclusions very quickly with minimal debate. The situation, where 
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experienced hypothetical community members made fun of new members for not 

knowing community norms was seen as one where a variety of possible valid answers 

could be selected, anticipating contrasting informally political arguments in favor of 

community good and free expression. However, many participants noted that the topic 

was quite “easy” in their manipulation check responses. Additionally, participants arrived 

at final conclusions that were largely similar. The recommended action of warning 

participants that they would be banned if behavior repeated was overwhelmingly selected 

as the best option by 72.3% of respondents, with another 20.0% identifying it as the 

second-best option. Not acting was overwhelmingly viewed as the worst (75.6% of 

respondents) or second worst (11.4% of respondents) option.  

 At first, these responses were seen as an indication that the discussion task may 

have been one where the compromise option was simply too clearly best and inaction 

unjustifiable. However, analysis of deliberation transcripts challenged this supposition. 

Notably, it was found that a number of participants very explicitly emphasized their 

responsibility — as moderators — to act. The hypothetical situation did ask participants 

to imagine being moderators, but did so without anticipating that this would do more than 

prompt discussion of participants’ values. At the same time, as a volunteer content 

moderator on a small social media platform, I have often seen that moderators feel an 

instinctive need to be seen taking action on all user reports that come their way, often to 

the concern of administrators who wish that moderators would be more willing to quickly 

dismiss clearly frivolous accusations of misconduct. The fact that the observed arguments 

invoked the specific responsibility of a moderator to act in ways that specifically aligned 
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with this personal account provided the impetus for a secondary examination of the data 

to observe and theorize these events more formally.  

The following chapter details a qualitative examination of the discussion data that 

was aimed at evaluating to what extent these anecdotal observations bore out, as well as 

ascertaining whether the kind of informal political talk this study sought to investigate 

still took place despite the ease of the discussion task. A follow-up experiment was then 

designed to see if assigning participants to behave “as moderators” had influenced their 

behavior in ways that could be understood almost as a second Proteus Effect independent 

of the nature of their account condition. Specifically, assigning them to act in the role of 

moderators may have served to impose an additional shared additional identity cue on 

participants. This may have driven them to construct their online personas not only 

through the obvious avatar traits, but also in terms of the assigned social role of a 

moderator. If evidence of this can be found, it would suggest that similar identity effects 

can occur through theoretically similar mechanisms, despite those mechanisms being 

divorced from the specific assemblage of the avatar or account that participants used.   
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Chapter 6: Qualitative Assessment of Participant Discussions 

 

Over the course of data collection, I noted a surprising pattern of discussion 

among users. The discussion prompt asked users to envision themselves as content 

moderators in an online community, principally to mirror the manipulation used by Peña 

et al. (2009). It was anticipated in advance that the specific wording of the prompt would 

have little effect beyond encouraging participants to discuss how they personally believe 

matters of mild breaches of the social contract should be handled in online discussion. 

However, within the discussions, many participants seemed to spontaneously begin 

caring quite a bit about the fictional communities they moderated, framing their opinions 

not just in what they believed best, but what would best satisfy the responsibility of 

building a good community or what might satisfy the goals of a presumed employer (e.g., 

attracting more members to the platform.) One participant noted that “at least as a mod, 

we should do something about it” to dismiss inaction even when others suggested the 

behavior itself might not need to be dealt with at all. Rather remarkably, after one early 

session, a participant noted spontaneously that the discussion experience had given them 

a newfound appreciation for the complexity of content moderation online that they had 

not previously had.  

The experiment was intended to lure participants into an informally political 

discussion, offering a relatively non-politicized topic that nonetheless had room for 

strong ideological underpinnings concerning free speech, the collective vs individual 

good and the responsibility to stop or control online misbehavior. Instead, it seemed that 

participants often adopted the perspective of moderators as they construed it, engaging in 
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a form of shared perspective-taking that had everything to do with the prompt asking 

them to put themselves in moderators’ shoes and potentially quite little to do with the 

specific individual account details assigned to users, or individual preferences for 

punishment in the abstract. Groups exhibited a strong trend to prefer the middle answers 

with surprising uniformity as the “fairest” punishment, determining that punishments 

must be handed out. While it is possible that this reflects surprising ideological 

uniformity in the sample, or simply that the discussion prompt had a generally socially 

preferable solution, initial examination of the data led to the inductive argument that this 

attitude could also have been driven by the need to act as moderators and, in doing so, to 

be seen doing something.  

This possibility challenges the boundaries of the Proteus Effect, narrowly 

construed as unintentional adoption of another identity schema into one’s own. 

Arguments invoking a moderator’s perspective often did so in a way that appeared 

intentional. For instance, one participant wrote: “letting them know there is a possibility 

of being banned shows we as monitors on the platform are serious about keeping discord 

a safe community.” This statement deliberately invokes the role of moderators as a group 

identity in order to persuade other participants, rather than unconsciously acting it out. 

Traditionally however, researchers have not directly equated the Proteus Effect to the 

more active practice of perspective-taking (Clark, 2020), though cases such as this seem 

to blur the line between unintentional and intentional adoption of alternative perspectives.  

Why would moderators feel pressured to act or to be seen acting visibly? Firstly, 

it must be understood that the volunteer community managers that populate Discords, as 
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well as Subreddits, forums, and a variety of other smaller platforms differ dramatically 

from the systems Facebook, Google and Twitter put in place. As Gillespie (2018) notes, 

volunteer community managers often have a clear social investment in the success of a 

group, an established position of trust within the communities they moderate and a wealth 

of social ties to the community; all of which stand in sharp contrast to the vast and 

anonymized teams of paid content moderators on larger less clearly partitioned platforms. 

Much of the existing research on these moderators has focused on a platform perspective, 

analyzing the role they play in a larger social media ecosystem (e.g., Gillespie, 2018; 

Matias, 2019) or the effects of moderation policy or systems (e.g., Wright, 2006). As an 

exception, Wohn (2019) conducted qualitative interviews of a number of community 

moderators on the streaming platform Twitch. She found that a number of moderators 

frame themselves as “Justice Enforcers” who feel empowered and made responsible to 

take an active role in finding and punishing “bad guys.” Seen this way, it is likely that 

moderators may face some pressure to engage in social desirability, specifically 

moderators may feel a need to engage in what Paulhus (2002) describes as impression 

management driven by moralistic bias, where individuals are driven to act in ways that 

claim moral qualities to external audiences. In this sense, moderators may face social 

pressure to act, regardless of whether they think their actions will be welcomed by the 

community or are ultimately necessary, simply to demonstrate a satisfactory moral 

character as a justice enforcer: “at least as a mod, we should do something about it”.  

To better ground these inductive observations, a qualitative analysis of the 

transcripts generated in the preceding was undertaken. This analysis focused on how 



 

100 

participants justified their stances, looking to differentiate more cleanly removed 

justifications from ones focused on the specific prompt to engage in discussion as 

moderators. At the same time, this allowed me to evaluate to what extent participants 

engaged in the kind of everyday online political talk that is considered to be of such 

importance (Wright & Graham, 2016; Wright, 2012).  

Methodology 

 This thematic analysis of session conversation was undertaken to examine the 

ways that participants justified their arguments, through broader invocations of (political) 

ideology and ethics and invoking logics more specific to the perspective of moderators. 

In particular, this analysis expanded on instances where the “elaboration” category was 

marked in the prior content analysis using Stromer-Galley’s (2003) coding categories: 

Elaboration can be in the form of further justification (as simple as: I’m for k–8, 

because I think it solves the problems we face), a definition, a reason for holding 

the opinion, an example, a story, a statistic, or fact, a hypothetical example, a 

solution to the problem, further explanation for why the problem is a problem, a 

definition, an analogy, a consequence to the problem or solution, a sign that 

something exists or does not exist, or any further attempt to say what they mean 

or why they have taken the position that they have (p10).  

The qualitative analysis adopted a bottom-up approach to identify what specific 

justifications were invoked when participants elaborated on their stances. That is, this 

analysis categorized what arguments were invoked to justify orientations toward the 

respective punishments. All messages included in the transcripts from group discussions 
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that were coded as containing elaboration were then analyzed to see how this elaboration 

functioned. This analysis adopted a bottom-up approach, examining chat data and coding 

the arguments made into new categories until the coding scheme proved adequate to 

cover the entire breadth of relevant data rather than starting with a set of codes in 

advance.  

Upon initially reading through all messages containing elaboration, I identified 

and coded five recurring justifications. These served to describe all instances where 

participants provided what I would call ideologically driven justification for their 

arguments (rather than, say, arguing based purely on the difficulty of taking certain 

actions or simply recounting an anecdote without clearly using it to lend weight to a 

specific justification). In light of the fact that arguments could be contrasted against each 

other, all codes were made distinct binary values that could co-occur. Law and Order 

consisted of arguments premised on the fact that the moderators should hand out 

punishment to enforce rules or use force to keep community members behaving 

acceptably, or simply that moderators must act because that is their job. Community 

Good concerned arguments about the relative harms and benefits to a community from 

certain actions such as fears of driving off members and hurting the platform, or capacity 

to attract new members. Education/Rehabilitation concerned the relative rehabilitative 

value of potential punishment as a teaching tool. Victims versus Oppressors consisted 

of statements that considered the relative harm to victims and those engaged in 

misbehavior, such as those hypothesizing that while leveling a punishment may hurt the 

person engaging in bad behavior, the needs of the victim should be treated with more 
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importance. Free speech referred to discussion of the principle of free speech. Lastly, a 

Not Justification category was used for cases of elaboration that did not clearly relate to 

justifying moderation policies on ideological grounds, such as arguments about pragmatic 

difficulties in implementing a punishment or statements exclusively referencing past 

experiences with different systems of enforcement that made no clear appeals to why a 

policy might be preferred. This code was not deployed with any other code.  

Notably, this coding did not attempt to categorize the quality of any argument, or 

whether the arguer endorsed or rejected the justification they used. Many participants that 

invoked Free Speech did so with some degree of ambivalence, or even outright disavowal 

of their own points. As anticipated, the use of these various justifications often reflected 

an implicit or explicit adoption of a moderator’s perspective. A thorough analysis of how 

they were deployed — in ways which these justifications warranted (Toulmin, 2003) 

their arguments from moderators about the duty of moderators — served to answer the 

questions posed about initial evidence of a second Proteus Effect. That is, while few of 

the justifications described were anticipated to map directly onto arguing as moderators 

or not doing so, a more in-depth qualitative analysis of the way they were deployed and 

their priors served to better elucidate the argument that participants positioned themselves 

as moderators for the purposes of the debate and that this influenced their stated beliefs.  

As with the predefined content analysis in the prior study, each justification code 

was initially coded at the level of individual messages included in the transcript, then 

transformed to express the percentage of each individual participant’s total word count 

occupied by messages marked with that code, to understand its prevalence in terms of 
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identifying what percent of the discussions had the traits of informal political talk.  

Results 

 Participants spent, on average, slightly more than a quarter of their time 

elaborating. (M = 26.8%, SD = 22.8%). However, out of this elaboration, justifications 

proved rarer. Law and Order (M = 6.1%, SD = 11.5%) was the most common, followed 

by community good (M = 5.21%, SD = 10.4%), then education (M = 4.5%, SD = 10.0%) 

and victims versus oppressors (M = 3.5%, SD = 8.5%). Free speech was the least 

common justification discussed (M = 1.8%, SD = 6.4%). Not Justification consisted of 

8.1% of participants’ words on average (SD = 11.8%). Note, these results should not 

imply that the hypothetical average participant spent 6% of their time discussing Law and 

Order, 5% discussing the Community Good, and so on. Rather, the median for each of 

these justifications was 0%, with a minority of participants spending a significant 

proportion of their speech discussing each.  

Law and Order 

 At its core, the Law and Order justification pertained to appeals to the necessity of 

carceral systems to maintain communities. For instance, one user noted:  

people just dont care how they actions hurt other people sometime , and they 

never be held accountable for they actions so they keep doing it . so i will 

definitely put some type of restrictions on an account i moderate for such rude 

behavior 

This emphasizes a view of civility as something maintained by the actions of moderators 

to affirmatively stop bad actors. Often this premise was largely unstated. Instead, users 
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simply argued that it is the job of moderators to act strictly and harshly, “it is his/her 

responsibility to apologize to someone who get hurt by them [the person mocking new 

users], it is moderator's responsibility to stop this behavior” for instance, was deployed in 

response to statements that moderators may not need to stop behavior. Similarly, appeals 

to the rule of law were marked under this category. 

Rather notably, this argument often contains an implicit deference to hypothetical 

community stakeholders that did not exist in the context of the discussion task, 

showcasing adoption of a moderator’s particularly constrained perspective and bolstering 

the case of a Proteus Effect occurring. For instance, one participant argues: “If we have a 

RULE against dissing, then we have to enforce it or bad behavior will spread. But if it’s 

just a NORM not to clown on new members, then some low-level dissing is fine imo.” 

This argument implies that, as a moderator it is not the participant’s job to set community 

rules, only to enforce the rules that a community sets for itself, or that are set by a 

community’s owner. Interestingly, this ignores the broader context of the discussion task, 

asking participants which procedures they believe are best used to handle these situations. 

This participant’s group proceeded to spend a significant amount of time discussing their 

(hypothetical) online community and articulating its norms, engaging in an almost 

roleplay-like mode of communication, offering clear indications of just the kind of 

identity adoption this analysis sought to find.  

This kind of deference can, alternatively, be seen as an argument in favor of a 

diversity of rulesets across communities. As another participant summarizes: “to be fair, 

it's only an online community. It's like private clubs, they set their own rules who can join 
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and how to behave in the room.” Seen thus, this is less a refusal to engage in debate about 

how moderators should take action and more an articulation that one size of moderation 

does not fit all, such that different types of communities may want different rules. 

Nonetheless, the way these statements are structured reflects a surprising commitment to 

the identity of moderator.  

Overall, this code represented, to varying extents, an endorsement in retributive 

justice as well as a deference to strong systems of rules. This provides evidence that these 

discussions can trigger the type of informal political talk that this project was attempting 

to study, which lacks many of the formal logical and behavioral commitments of ideal 

deliberation, but rather reflects an emergent appeal to and discussion of deeper 

underlying ideologies and political stances. It also highlights the ways in which 

participants seemed to adopt the perspective of a moderator, even to the extent that it 

hindered them from engaging directly in the actual discussion topic. While many cases 

were too ambiguous as to ascertain how often this occurred, this nonetheless offers 

evidence that several participants did adopt the perspective of a moderator when 

approaching the task, showing evidence of a Proteus Effect.  

Community Good 

 Community Good deals with those arguments framed as benefiting the broader 

community, rather than punishing or helping any individual. These arguments were 

deployed most commonly in terms of the presumed need to increase community 

membership. As one participant notes: “Would we lose people faster if they were being 

banned or leaving on their own because of this one person?” In practice, this grounds the 
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participants’ perspective as firmly aligned with the goals of growing and empowering the 

overall community, implicitly adopting a perspective more aligned with presumed 

interests of moderators and further strengthening the case for a Proteus Effect. 

 At its most extreme, this logic takes on an explicitly capitalist slant. I.e., “But 

would we rather have a bad customer? I wouldnt. If the customer is bad, they might drive 

off better customers, so I would rather they leave.” Notably, nothing in the prompt 

suggested that participants should envision moderators as having a financial interest in 

the platform’s success, and, in practice, discord moderators are not generally employed 

by Discord at all, rather they volunteer their work on behalf of the communities in which 

they partake. This supposition of financial interest, and the fact that many participants 

chose to envision the platform’s financial interests as intrinsically more worth defending 

than user’s interests, reflect internalized beliefs about what moderators do and who they 

serve that were then reflected in how participants addressed the question of what should 

be done.  

Other participants however, adopted a broader conception of community good. 

One participant (discussing both the harms to victims versus oppressors and community 

good) equates the idea of punishing individuals with creating a better climate for the 

majority: “Yea I think I have option 5 before option 1 just because why should the users 

being harassed feel unwelcomed. I would rather extremely punish one person for bad 

behavior than allow bad behavior to run rampant.” Others suggested that not punishing 

users might achieve the same effect, not changing the behavior but preserving the 

appearance of social harmony to the community’s benefit:” If it doesn't require a 
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punishment, the person may not be aware of he/she's wrong; but it can help maintain a 

positive image of the community since it seems nothing happened.” 

Others still adopted notions similar to the ‘roleplay’ discussed in Law and Order, 

where the individual instance of mocking was seen as an opportunity to identify what 

values and types of behavior a hypothetical community should be built on, and what in 

turn should facilitated and enforced by these participants as moderators, rather than 

directly addressing the question of punishment: 

A little off topic, but it is ironic to me that this individual is mocking people for 

not following community norms, when that action itself goes against the 

community norms we want to foster. This is definitely an opportunity to have a 

larger conversation about how we as moderators can better improve the norms. 

This too illustrates participants putting themselves very directly into the shoes of 

moderators, considering not only how they would like to see these situations handled 

ethically, but what their individual responsibilities and interests as moderators should be 

to help the broader community. While distinct from the earlier economic logics that 

framed the moderators’ job as one of increasing membership, this nonetheless reflects, at 

its core, an act of roleplaying the moderators’ perspective, however participants happened 

to construct the notion of moderators as a group.  

Education/Rehabilitation 

 The Education/Rehabilitation topic consisted of messages focusing on the 

rehabilitative value of punishment. That is, participants often assumed that some 

punishment could serve an educational value, allowing the perpetrators to know that their 
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actions were wrong: “But also, knowing that if you don't have something restorative in 

terms of letting them know their behavior is wrong, I feel like letting someone just go out 

into other communities to bully people is the wrong move.” 

 Notably, this topic was not always invoked with a potential rulebreaker’s benefit 

in mind. In some cases participants cited procedural grounds, that it would be unfair to 

punish people without clearly illustrating why, both individually and in terms of 

preventing misbehavior in the broader community: “I think it would be unfair just to ban 

the user because they may not understand the issue for why they were banned. It also 

creates confusion among the community because they don't know why. Talking to the 

user and trying to get them to understand is better than just banning them without any 

warning.” In this sense, the focus on the educational value of punishment could easily 

overlap with appeals to the community good.  

 This topic is somewhat distinct from the prior two as participants did not 

necessarily position themselves as clearly as moderators. Discussing education implied 

that the participants would be the ones in a position to educate, not need remedial ethics 

lessons, but did not necessarily adopt a moderation logic in the same way seen by 

deferring to the authority of community rules or needing to act simply because they were 

moderators and moderators should act.  

Victims versus Oppressors 

 Victims versus Oppressors consisted of posts contrasting the harm that actions 

might do to those engaging in misbehavior with the harm that inaction might do to the 

ones suffering this misbehavior. As one participant discussed this weighing process:  
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As a position of leadership in the online community, making new members feel 

welcome is a vital part of the job. Therefore, I think we should take these 

problems seriously and make it clear this kind of communication is not allowed in 

our community. The first two options (no punishment and apology) seem too 

lenient. However, we also have a duty to our current members and treating them 

with respect and empathy.  

Rather notably, this category often overlapped with Free Speech, as participants 

often grounded the harm for punishing misbehavior on chilling free speech. As one 

participant noted: “I feel like with freedom of speech vs. someone being ridiculed, 

someone being ridiculed is more important since it directly harms the person.” Rather 

notably, in contrast to the supposition seen in Law and Order that moderators have a duty 

to act, this position, while often weighing the harms of misused speech more highly, 

adopted a more ‘neutral’ perspective toward misbehavior. As with education, this was not 

strictly refusing to act as moderators so much as there was simply no clear data to suggest 

participants did or did not position themselves as moderators when making these 

arguments.  

Free Speech 

 The least commonly seen justification, Free Speech, consisted of those statements 

which considered the value of allowing unrestricted speech. Not all participants who 

invoked these arguments did so in favor of them, as participants often invoked Free 

Speech without much attendant argument. One noted: “is there probably also a like 

freedom of speech issue here if you keep removing them” in relation to the notion of 
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banning platform users. This statement earned no response, and the participant did not 

expand or change their opinions from prior stated contrary preferences after suggesting 

the potential issue. Indeed, participants did not seem, on the whole, particularly moved 

with the notion of free speech.  

 That said, some participants did evoke Free Speech arguments with a stance that 

was almost hostile to the idea of content moderation, in contrast to the earlier 

justifications that either positioned participants as roleplaying moderators or more 

neutrally toward moderation. One participant noted: “We already have a mechanism for 

regulating speech, and that is the American judicial system. I do not see why we need a 

second system.” suggesting that only judges should be able to punish individuals for 

incivility online and no system outside of the courts should be able to restrict behavior. 

However, this was something of an exception to the overarching norm of ignoring 

concerns over censorship or chilling free discussion entirely or weighing them very 

explicitly against alternative virtues as in the case of Victims versus Oppressors.  

Discussion 

 This qualitative analysis was undertaken to examine the extent to which 

participants evinced another kind of identity adoption than that initially hypothesized. 

Specifically, initial observations of chat transcripts identified a number of cases where 

participants seemed to adopt moderators’ perspectives into their identity, reflecting, 

perhaps, a kind of second, if less strictly avatar-driven, case where behavior was altered 

by the identity cues salient to participants in the study. Initial examination of the data 

suggested that this second Proteus Effect could be associated in some cases with a 
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perceived need to act, rather than letting mild rudeness go unsanctioned, which may, in 

turn, have driven the surprising degree of uniformity observed in the way participants 

answered the discussion task. An ancillary goal was to examine the extent to which 

participants engaged in offering arguments that, rather than simply discussions of 

preference about the specific issue, tapped into or reflected broader political attitudes.  

Results and Implications 

 Participants were observed to spend ‘only’ approximately a quarter of their time 

elaborating on positions, with much of this taken up by elaboration on feasibility grounds 

or offering anecdotes that did not clearly invoke the kind of political discussion at play. A 

portion of this elaboration did invoke larger themes as participants justified their 

arguments from a variety of perspectives. The relative frequency of this discussion could 

be interpreted pessimistically as an indication that such political talk was rare in this 

study. At the same time, Wright (2012) notes that interpreting results such as these 

dismally is often a consequence of implausible expectations setting impossible standards 

for deliberation. Instead, for the purposes of this study it is enough to show that these 

justifications were deployed and, while comprising a relative minority of discussion, 

were recurring and common enough to appear across discussion groups, suggesting that 

some degree of informal political talk did occur despite the apparent ease of the 

discussion task. 

 Five recurring justifications were observed to take place infrequently. Of these, 

the two most common justifications Law and Order and Community Good often 

invoked the responsibilities of moderators to justify particular plans of action for 
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punishing mild misbehavior online. This offered preliminary evidence that participants 

may have engaged in an unanticipated form of Proteus Effect, adopting, in addition to the 

hypothesized aggression of assigned avatars (or lack thereof), the group role of 

moderation prompted via text as a characteristic of the personas they should adopt during 

the discussion. It is likely somewhat controversial to label this behavior a Proteus Effect 

specifically, if the Proteus Effect is construed directly as stemming from avatar 

characteristics, as while participants were assigned to adopt moderator as an identity 

label, the trait itself was not obviously paired with their avatars. That is, instead of being 

asked to embody or roleplay a character who was a moderator, participants were simply 

asked to participate as themselves as moderators while also using avatars. The 

manipulation tasked participants to consciously add these traits to their self-schema, 

rather than assigning them a role and hoping that the traits were matched. At the same 

time, the underlying hypothesized process, where the salient identity label of moderator 

shared across the group influenced individuals to alter their self-perceptions and, 

accordingly, the way they argued, overlaps neatly with the Proteus Effect, and definitely 

fits within the anticipations of the anonymity framework presented in Chapter 1. Thus, it 

seems somewhat fair to use the label of Proteus Effect. However, calling what was 

observed in this analysis a Proteus Effect serves not to bolster the theory but to 

problematize yet more assumptions as to its boundary conditions.  

Relatively few participants engaged substantially in justification at all, with the 

average participant spending only approximately 5% of their speaking time discussing 

each of these arguments, thus, while these results are promising in terms of suggesting 
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the effect could have occurred, they are insufficient to demonstrate the phenomenon by 

themselves. The less common justifications of Education/Rehabilitation and Victims 

versus Oppressors were more neutral toward adopting a moderator’s perspective; at the 

very least they offered little clear example where this perspective was manifest in 

participants’ arguments. The least common justification, Free Speech, was invoked in 

some cases, in explicit opposition to the very notion of content moderation. 

Limitations and Next Steps 

However, the limited secondary data analysis of the discussions cannot not 

adequately untangle the causal relationships between these actions or, more strictly, 

disentangle the observation that participants often cast themselves as moderators from the 

possibility that participants might simply have defaulted to similar terms even without an 

explicit identity prime. While it was possible to observe some participants adopting this 

kind of logic, it is not clear that this was a causal response to the prompt, nor that the 

phenomenon was widespread enough to merit serious consideration. Instead, this analysis 

should be treated as an exercise in theory generation, leading to hypotheses which a 

future project, such as the one in Chapter 7, could test.  

In fact, the strong push toward the middle options and to ignore doing nothing 

might have been driven by some form of social desirability bias in light of the publicly 

visible nature of rankings to other discussion participants. While these observations lend 

some evidence to the supposition that a second type of identity manipulation had 

inadvertently been activated, they cannot not address this question with any great deal of 

control. Additionally, they cannot precisely identify the cause of this manipulation. 
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Participants were assigned the role of moderator, but then also asked to discuss 

pseudonymously amidst a group of others assigned the same social role. SIDE (Postmes 

et al., 1998) predicts that individuals in such situations would default to a stronger social 

identity; similarly, the Proteus Effect is generally assumed to be stronger when 

participants embody — rather than merely see — an assigned avatar (Yee & Bailenson, 

2009). Thus, even if the assignment of a moderator role did cause attitudinal changes, this 

analysis cannot distinguish between changes caused by the role and changes caused by 

the following performance of that role.  

Rather, the goal of this analysis is best understood as an effort in justifying 

additional hypotheses about the outcomes of the task. In particular, the notion that the 

ease of the task may have been driven by the need of moderators to be seen acting lends 

itself to empirical experimentation. Accordingly, a follow-up experiment was designed to 

test the specific arguments made here — that telling participants they were being asked to 

participate “as moderators” altered their behavior by causing them to incorporate a 

moderator perspective into their decision making, which manifested by driving 

participants to rate the warning punishment that would specifically show them to be 

doing something — on a broader scale and provide conclusive evidence of this identity 

manipulations’ effects.  
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Chapter 7: A Follow-Up Study 

 

The thematic analysis in Chapter 6 served to identify that some number of 

participants explicitly or implicitly framed their positions in ways that emphasized a 

moderator’s perspective. However, that analysis could not identify if this was an atypical 

result or a common one, or establish that it was the prompt’s demand for participants to 

imagine themselves as moderators that drove this effect. Accordingly, a follow-up study 

was designed to further test these hypotheses. The goals of this study were twofold. The 

first was to investigate the extent to which prompting participants to act “as moderators” 

may have influenced their behavior outside of any effect of avatars themselves as 

observed in the prior analysis. Based on the earlier push for moderators to take action, it 

was believed that participants specifically acting as moderators may have felt more need 

to “do something” about even mild misbehavior. Accordingly, it was hypothesized that 

individuals asked to act as moderators would rank potential punishments differently than 

those given no such instruction:  

H1: Individuals asked to rank punishments for mild misbehavior simply based on 

their own preferences or, alternatively, while imagining themselves as a 

community moderator will rank punishments differently.  

This hypothesis is noteworthy in that, while moderator was assigned as an identity 

trait, it is not directly associated with an “avatar” as required by the Proteus Effect. In the 

initial study, where groups were assigned to act as moderators together, the manipulation 

more clearly aligns with what SIDE theory considers to be salient group norms. 

However, in this follow-up, where individuals lack a group context, this is not the case. 
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In setting out the Proteus Effect, Yee and Bailenson (2007) argue that group norms and 

individual identity cues should be seen as distinct characteristics, with the former driving 

SIDE and the latter driving the Proteus Effect, though both are hypothesized to be 

influenced by similar factors and share causes. In practice, an individual assigned to a 

group identity with no local group to exercise norms fits more in line with what Yee and 

Bailenson discuss as an individual identity cue. If the effects described here happen 

regardless of the actual presence of a group, it would suggest that the line between 

individual identity cues and group norms is not as clearly defined as Yee and Bailenson 

state. Instead, the overarching language of identity cues without artificial boundaries 

between individual and group traits may help to avoid an unnecessary and illusory 

distinction.  

The second goal of this study was to examine if engaging in discussions, where 

participants acted out the role assigned to them, may have strengthened identity 

manipulation effects. This hypothesis was driven from the basic format of Proteus Effect 

studies, which rely not on assigning individuals an avatar, but on having them use it. Yee 

and Bailenson (2009) confirm that participants using an avatar reported stronger effects 

than those merely assigned one. In the study presented in Chapters 3–6, participants were 

not only given an instruction to adopt a moderator’s identity, but also asked to act out the 

part socially for a period of time. The manipulations used in this follow-up, however, 

only involved completing the ranking task without any discussions. While participants 

can be asked to act out the identity without being asked to do so for longer than a few 

seconds or to engage with others, the discussants in the previous study clearly did so to a 
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much larger extent. Likewise, the discussion was a social activity. Van Der Heide et al. 

(2013) argue that it is the absence of a social environment where participants can 

influence others through their roles that led to a weaker Proteus Effect. The assumption 

that a salient identity may become more powerful when shared across an anonymous 

social group calls back SIDE’s (Postmes et al., 1998) emphasis on shared group identities 

acting as a powerful identity cue in pseudonymous occasions. Accordingly, it was 

hypothesized that, without the group discussion to facilitate shared identity and role 

taking, the overall effect of the projected identity in this case would be weaker. As such:  

H2: The difference between those asked to rank punishments neutrally will be 

more pronounced when compared to those who ranked punishments as 

moderators and completed a group discussion prior to ranking than when 

compared to those who ranked the punishments without prior discussion.  

Methods 

 This study consisted of a short online experimental survey using materials 

adapted from the initial discussion experiment. Participants were asked to complete the 

same ranking task from the previous experiment, though without any accompanying 

group discussion. Participants were randomly asked either to complete the ranking while 

pretending they were a community moderator, or simply asked to indicate their 

preferences.  

Participants 

 155 participants were recruited from the Boston University College of 

Communication SONA research participant pool in exchange for course credit. This 
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procedure was identical to that used in the prior study, though no participant who had 

participated in the first study was allowed to complete the follow-up. A comparison 

dataset from the previous discussion study was drawn. This group (n = 113) consisted of 

all participants recruited for that study from the SONA research participant pool to 

maximize comparability. This comparison sample served to test the effects of H2, that the 

presence of the discussion would lead to stronger identification with a moderator 

perspective. 

Of the new participants, three participants who took less than a minute and four 

participants who took longer than a day to complete the study were removed from the 

study due to data quality concerns. It was estimated that it would be quite difficult to read 

and answer the entire questionnaire within a minute. The upper bound was determined 

based on the observation that no participants took shortly more or less than a day, so this 

cutoff allowed for the easy removal of those who would almost certainly have completed 

the study over multiple sessions Another 29 participants who did not complete the full 

procedure were removed from the data set, leaving a final sample of 119 participants 

recruited for this study, compared to 113 from the prior study. The final newly recruited 

participants consisted of 66 in the neutral prompt condition and 53 in the moderator 

prompt condition. Participants had a mean age of 20.4, and participants ranged between 

18 and 30 years old; 98 were female, while the other 21 identified as male. Participants 

primarily identified as Asian (n = 57) or white (n = 50), with 8 participants identifying as 

Hispanic, Latino or Spanish Origin, 3 Middle Eastern or North African, 2 Black or 

African American, 2 Other, and 2 preferring not to say. The demographics of the 
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comparison discussion group were as reported in Chapter 3. These participants had a 

mean age of 21.0 years old, with participants between 18 and 27 years of age. In terms of 

gender, 99 participants were female, 12 were male, 1 was nonbinary and the last 

indicated they preferred not to answer the question; 62 participants identified as Asian, 43 

as White, 8 as Hispanic, Latino or Spanish Origin, 4 preferred not to say, 3 identified as 

Middle Eastern or North African, and 3 identified as Black or African American.  

Materials 

Participants were initially asked to complete a short consent form. Following this 

they were asked to complete a variation on the ranking task used in the discussion study, 

then fill out the lone psychometric scale (endorsement of aggressive norms) from the 

prior discussion study. Finally, participants were asked to complete demographic 

questions consisting of age, gender, race or ethnicity and prior instant messenger 

experience.  

Discussion prompts. Participants were automatically randomly assigned to either 

a moderator prompt or neutral prompt condition. Both prompts were based on the initial 

discussion prompt, though did not ask participants to discuss the topic. The prompt 

consisted of two paragraphs, the first of which was the same for all participants:  

Online communities are spaces where anonymous individuals can participate in a 

variety of discussions on a wide variety of topics, using text, audio and video to 

communicate over the internet. These communities exist on a number of social 

media and instant messenger platforms. 

Following this, participants in the moderator condition were asked:  
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I would like you to pretend you are a content moderator for one such community. 

That is to say, pretend you are in charge of handling misbehavior within the 

community. A member of the community is routinely mocking or making fun of 

new users for being unfamiliar with community norms. As moderators, you have 

five options you can choose to use in response to this misbehavior. 

While participants in the neutral condition were instead asked: 

Pretend that a member of such a community is routinely mocking or making fun 

of new users for being unfamiliar with community norms. For these purposes, you 

should consider five possible consequences for this behavior.  

Participants were then asked to rank the 5 response options of increasing severity, used in 

earlier discussion study (i.e., no punishment, an apology, a warning, a weeklong ban, a 

permanent ban) from most to least appropriate.  

Endorsement of aggressive norms. Participants were given the 3-item 

endorsement of aggressive norms scale used in discussion one from Peña et al. (2009) 

that was used in the discussion study (α = .85 M = 1.8, SD = 1.0). 

Demographics. Finally, participants were asked to indicate their age, gender, 

race/ethnicity, and prior experience with instant messenger programs.  

Results 

 A one-way ANOVA identified significant differences in endorsement of 

aggressive norms between the three conditions (moderator, neutral, moderator with 

discussion task) evaluated in this study (F = 3.82, p < .05). Those given a neutral prompt 

(M = 1.8, SD = 1.02) and moderator prompt (M = 1.8, SD = 1.0) both reported less 
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endorsement of aggressive norms than the pooled participants from the discussion task 

(M = 2.2 , SD = 1.2). However, Tukey’s HSD tests identified no significant pairwise 

differences between groups.  

 A series of independent samples median tests was used to evaluate the differences 

between median ranking of each punishment option between the neutral group, moderator 

group and the pooled sample from the initial discussion study. The data generated in the 

first study was ordinal. The necessity of recreating the phenomenon by working as 

closely as possible with the original dataset necessitated working on the same ranking 

tasks that were used before. This also helped to preserve comparability between groups 

but prevented more powerful or sophisticated analytical tools from being used. 

Additionally, this approach inflates the number of comparisons, as no rankings were 

independent; however, it has the significant advantage of allowing differences in rankings 

to be understood not only in whether groups ranked the punishments differently, but also 

which punishments were ranked differently across groups. Additionally, single items of 

ranked data are able to be treated as ordinal instead of incorrectly identified as interval or 

ratio data.  

Due to the absence of variance in the ranking of “no punishment,” no test-

statistics could be computed. As such, in this case, results fail to reject the null 

hypothesis. Likewise, I fail to reject the null hypothesis when examining the rankings for 

requesting an apology. The null hypothesis cannot be rejected (χ²(2, N = 229) = 0.24, p 

= .887). However, with the remaining warning (χ²(2, N = 232) = 11.00 p<.01), 1 week 

ban (χ²(2, N = 229) = 16.76, p<.001) and permanent ban (χ²(2, N = 232) = 6.61, p<.05) 
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options, the null hypothesis is rejected indicating that, in the case of the more severe 

punishments, differences exist between groups. For comparisons of differences in 

rankings between groups, see Figures 7.1–7.5 below.  

 

 

  

Figure 2: Rankings for "No Punishment" Option 
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Figure 4: Rankings for "Warning" Option 

Figure 3: Rankings for "Apology" Option 
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Figure 6: Rankings for "One Week Ban" Option 

Figure 5: Rankings for "Permanent Ban" Option 
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In each of these cases, a series of pairwise comparisons was used to identify 

which groups differed from each other. In each case, Bonferroni corrections were applied 

due to the multiple simultaneous comparisons. With regards to delivering a warning, 

significant differences were noted between the neutral and pooled discussion group 

conditions (χ²(1, N = 179 ) = 10.05, p<.01), though not between moderator and neutral 

conditions (χ²(1, N = 119) = 0.515, p = 1.00) or moderator and discussion group 

conditions(χ²(1, N = 166) = 4.71, p = .90). In particular, the median ranking for those 

given the neutral prompt was 1.5 vs 1 in the other conditions. In the case of the one-week 

ban, both neutral (χ²(1, N = 116) = 15.23, p<.001) and moderator (χ²(1, N = 113) = 7.14, 

p<.05) groups differed significantly from the initial discussion group, though not from 

each other (χ²(1, N = 119) = 0.042, p = 1.00). This punishment was given a median rank 

of 3 in both moderation and neutral prompt groups and 2 in the discussion task group. 

The rankings of the permanent ban option varied only between the neutral and discussion 

groups (χ²(1, N =  179) = 6.29, p<.05), but those who were asked to rate as moderators 

were not significantly different from either the neutral group (χ²(1, N = 119) = 0.334, p = 

1.00) or the discussion group (χ²(1, N = 166) = 2.87, p = 2.71). The median ranking was 4 

for all groups.  

 Accordingly, while the results did not provide clear evidence of a linear 

relationship between the three groups, significant differences were largely between the 

neutral condition and the initial discussion study, with the moderator without discussion 

condition falling approximately between the two. These results provide support for H2, 

that the previous study’s moderator condition with accompanying discussion would differ 
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more from the neutral condition than the moderator condition without discussion. 

Likewise, while the differences between the neutral and moderator prompts were not, 

themselves, significant, the overall pattern of results included only significant differences 

between neutral prompts and moderator prompts with accompanying discussion and 

insignificant differences between moderator with and without discussion groups (except 

in the case of preference for a one-week ban). This serves as indirect evidence for H1, 

that differences would exist between those prompted to act as moderators and those not 

prompted to do so.  

Discussion 

 This second study followed the observation that many participants were observed 

to have framed their actions as moderators in the first discussion study, in particular 

selecting uniform answers to the discussion task that emphasized the need of moderators 

to be seen taking action (and thus accounting for more than 90% of all participants 

ranking the least severe action option of simply delivering a warning as the first- or 

second-best answer.) While this was, in a sense, participants simply following 

instructions, it was not anticipated in advance that simply asking participants to behave as 

moderators for the sake of framing the discussion topic would engage in a kind of 

identity play and adopt the social role assigned to them in ways which might alter their 

behaviors and stated preferences.  

 To test this empirically, participants answered the question from the first study 

based solely on their own preferences instead of a discussion, either asked to answer the 

questions as moderators or neutrally. No significant differences were detected between 
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groups. However, when comparing both conditions to the initial answers from the 

discussion study (which was believed to have a stronger identity manipulation as 

participants were not only asked to think of themselves as moderators but to play the role 

for an extended discussion) the neutral group differed from the discussion study in 

rankings of three out of five punishments, while the group prompted to answer as 

moderators only differed from the discussion study in ranking a single punishment, 

suggesting that the moderator condition fell roughly between the neutral and discussion 

conditions, providing indirect support for H1.  

Implications 

These results lend support to the argument that the prompt to participate “as 

moderators” effectively served as a second means of imposing an identity on participants, 

influencing the way they answered questions in an immediately subsequent task. These 

results, while not stemming from an ‘avatar’ as a particular assemblage of identity 

characteristics, nonetheless mirror what would be assumed of the Proteus Effect in these 

circumstances. There is, on one level, a clear technological distinction between assigning 

participants an avatar that is coded as a moderator and simply asking to imagine 

themselves to be moderators for a brief task.  

On another level, theoretical accounts of these findings seem to align with the 

hypothesized mechanisms underlying the Proteus Effect, achieved through similar but 

clearly distinct means. For instance, the most robust explanation of the Proteus Effect 

(Ratan & Dawson, 2016) suggests the effect operates by tying individuals’ avatar-

schemas to self-schemas via avatar embodiment. This is essentially an identical 
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mechanism to tying individuals' schema for content moderators to their self-schema by 

having them inhabit the role. This approach favors returning to work by Suler (2001) and 

Postmes et al. (1997) and treating the Proteus Effect not as a wholly unique phenomenon 

dependent on particular technological configurations, but one particular means of 

manifesting certain identity traits while suppressing others, influenced by, but not wholly 

dependent on the technology. Rather, these results favor integrating the Proteus Effect 

into the broader anonymity framework outlined in the earlier sections of this dissertation. 

Under this framework, the results of this study are not necessarily a manifestation of the 

Proteus Effect as initially construed in Chapter 6. Instead, they can be seen as a distinct 

manipulation of the same broader underlying phenomena that result in the Proteus Effect 

in the first place. 

Limitations and Future Directions 

 The chief limitation of this analysis is the limited nature of the data used by 

necessity to mirror the circumstances in which these phenomena were first observed (a 

series of items ranked ordinally). This approach, though necessary to compare to the prior 

study and to maximize the likelihood of recreating the same phenomenon, limited the 

robustness of analyses that could be conducted and the possible strength of findings. 

While this analysis provided a meaningful comparison for an ad hoc follow-up study, 

future research should, accordingly, set out with manipulations in mind that allow for 

more easily analyzed data to bolster the initial work done here.  

One factor that could not be examined clearly in these analyses, but which could 

be of great interest to future research is that different identity manipulations were 
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activated at the same time in the initial discussion study and seemed to have achieved 

independent effects on behavior. This promising finding suggests not only potential 

avenues of contrasting the strength of differing identity cues directly, but also a wealth of 

questions as to what happens when identity manipulations are inconsistent with each 

other. Additionally, by connecting the Proteus Effect to anonymity, it becomes possible 

to examine what happens in cases where “real life” identity cues are not so hidden as they 

are in most Proteus Effect studies. For instance, many players of MMO games use voice 

chat to converse with each other while playing characters that do not resemble the 

stereotypes associated with their voices. This suggests that offline friends who share 

group identities may, likewise, enact very different effects from avatars than those whose 

only salient identity characteristics are those presented by the avatars they use.  
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Chapter 8: Conclusions 

 This dissertation began with the notions that anonymity is thought to play a 

substantial role in the nature of everyday online political talk. However, as Chapter 1 

illustrates, anonymity as a concept is often mistreated, left under-defined and 

oversimplified as a trade-off where all presumed benefits and drawbacks follow from the 

act of hiding one’s identity and becoming deindividuated. Much as SIDE explains offline 

anonymous behavior better than deindividuation theory by emphasizing what social 

categories become visible when anonymous (Postmes & Spears, 1998), the broader 

question of anonymity, Chapter 1 argues, is best addressed by answering what becomes 

salient when individuals adopt pseudonyms online. This discussion leads to a redefinition 

of anonymity: Perceived online anonymity is the totality of identity information 

individuals perceive to be presented and not presented in computer-mediated contexts, 

including elements of both perceived self-anonymity — the range and intensity of identity 

cues an individual presents in online contexts — and perceived other-anonymity — 

perceptions of others’ social presence.  

 This definition was used to connect the concept of the Proteus Effect, that 

individuals adopt behaviors of their avatars in virtual worlds (Yee & Bailenson, 2007) to 

SIDE’s notion of salient group identities influencing behavior (Postmes et al., 1997) and 

Suler’s (2004) conceptualization of dissociative imagination all under the consolidating 

framework of anonymity. While Yee and Bailenson (2007) do argue that the effect is 

explicitly different from SIDE due to the emphasis on individual cues rather than group 

cues, the consolidating definition of anonymity obliviates these definitional issues and, 
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thus, challenges the domain-specificity of the Proteus Effect. In turn, this lends empirical 

heft to the definition of anonymity presented here as one which reflects the diverse 

influences anonymity can exert on political discussion. In particular, Peña et al. (2009) 

found that participants assigned Jedi avatars reported less endorsement of aggressive 

norms than those assigned “Evil Jedi” avatars.  

 To justify this connection, it was necessary to show empirically that the Proteus 

Effect could occur even in text-based environments, and that the factors thought to 

influence anonymity in the above definition — the salience of identity cues — would 

serve to highlight the effect’s strength. Accordingly, an experiment was designed using 

the platform Discord, where participants were asked to imagine themselves as moderators 

and discuss the rankings of five possible punishments for an individual who routinely 

mocked new users in a community. In accordance with past Proteus-effect manipulations, 

participants were randomly assigned either aggressive or unaggressive usernames. These 

usernames were either accompanied by aggressive or unaggressive profile pictures. 

Preregistered results were non-significant. That said, a series of alternative analyses 

found that perceived avatar aggression was related positively to endorsement of 

aggressive norms and lower group cohesion, particularly in the case where participants 

were assigned both usernames and visual avatars. That is, the observed effect happened 

when they were assigned more concurring identity cues. These results show that the 

Proteus Effect is not platform specific, and that it can translate to the kind of everyday 

political talk seen on Twitter and Discord and Reddit and a great variety of forums, 

suggesting that the Proteus Effect can be understood in terms of anonymity as presented 
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earlier. 

A second unanticipated identity manipulation was observed while conducting this 

study. Rather than only internalizing their account details, it seemed participants adopted 

the perspective of moderators in the way they argued and, potentially, the conclusions 

they reached about what were the best rankings of punishments. A qualitative analysis of 

the discussion transcripts revealed that a minority of participants explicitly (“as a 

mod…”) or implicitly (e.g., frames of duty or obligations to platform owners) revealed a 

commitment not just to identifying the best punishments, but doing so as moderators. An 

online follow-up experiment confirmed that participants in the first study (who were 

asked to imagine themselves as moderators and discuss appropriate punishments) adopted 

a different pattern of punishments — ranking the performative option of warning 

misbehavers more highly — than those merely asked to rank the punishments while 

acting as moderators or those asked to simply indicate their punishment preferences 

without any prompted role. Specifically, while the initial study’s participants (asked to 

imagine themselves as moderators and discuss the issue) varied significantly from both 

the group asked to describe themselves as moderators and the group given no prompt, the 

differences between the discussion group were larger when compared to the group given 

no prompt. These findings suggest that asking participants to imagine themselves as 

moderators triggered a salient identity cue, with this outcome furthered when then also 

asked to embody it through group discussion. These results are essentially identical to the 

Proteus Effect.  

However, it is difficult to describe the instruction to act as a moderator as an 
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avatar effect. This is doubly true in cases where no discussions occurred, and participants 

were not provided any means of embodiment beyond their own self-concepts. These 

findings suggest that avatars are not necessary to trigger the kind of identity 

manipulations that the Proteus Effect causes: simply making traits salient can be enough.  

Anonymity Can Consolidate Existing Theory  

 So, what does it all mean? This research serves to justify empirically a novel 

definition of anonymity emphasizing, on the one hand, salient identity cues as the 

primary influence on influencing how individuals perceive themselves, and, on the other 

hand, social presence as the primary influence on how they perceive others. The present 

work — an initial example to showcase the utility of this consolidating framework — 

focused more on self-anonymity than other-anonymity, though measures of social 

presence were included in studies.  

Initial results have been promising. The redefinition of anonymity provides a 

space for theoretical consolidation of SIDE, disinhibition, and the specific theory of the 

Proteus Effect using the perceptual language of salient identity cues. This simultaneously 

serves to challenge the boundaries and arrangements of these theories, and to fit them 

into a practical framework. Chiefly, SIDE seems to trigger similar effects via salient 

group identity cues to those observed in the Proteus Effect. Yee and Bailenson (2007) 

identify this similarity, but take only preliminary steps to resolve it, instead delineating 

SIDE to purely the influence of groups present at a given moment, while ascribing 

individual identity cues to be a distinct category. However, SIDE does not conceptualize 

group identity merely as shared salient traits among those present together, but salient 
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traits tied to individuals’ social identities. Even were a clear distinction to be made 

between group traits (tied to social circumstances) and individual ones (tied to personal 

characteristics) it is clear that avatars do not reflect either specifically group or individual 

traits and these may intersect. Likewise, as the moderator manipulation shows, avatars 

are not strictly necessary to trigger identity manipulations based on individual traits.  

To resolve this dilemma, two possible approaches present themselves. First, one 

could expand on the initial distinctions posed by Yee and Bailenson to create a more 

extensive typology of identity manipulations. However, there is little a priori reason to 

believe such an approach would be meaningful. Instead, this work suggests that a wide 

variety of these effects can be consolidated under the label of identity cues and 

anonymity. Theoretically, this approach suggests that findings drawn from different 

contexts and theories should be used to inform each other until theoretical distinctions 

can be seen empirically. For example, the role of identification has been noted in studies 

of the Proteus Effect; is there any reason to presuppose these should not extend to group 

identity manipulations or individual identity manipulations that are not tied to avatars? Is 

there any reason that identification with assigned identities may not equally influence 

SIDE?  

This is not to diminish the importance of avatars — complex assemblages with a 

wide variety of traits (Banks, 2018) — or the role of shared group identities or archetypal 

images. Rather, each of these distinct phenomena are interesting and important cases, and 

the technical opportunities they offer to influence what identity cues individuals perceive 

themselves giving off are important and worthy of study. By testing the specific role of 



 

135 

particular contexts which can trigger similar behavioral changes future research can 

better discriminate and identify theoretically meaningful differences that do not translate 

over these contexts. This would allow for clearer identification of the unique role of 

factors such as avatars. 

 By fitting each of these within the consolidating framework of anonymity, it 

becomes possible to examine these theories in context of each other and to prod the 

boundaries of each. This, in turn, creates room for further advancing these individual 

theories. For instance, the studies here suggested that multiple distinct types of identity 

cues — names, pictures, text prompts containing the assignment of a role — exerted 

distinct influences on participants. Under the umbrella of self-anonymity, future work can 

contrast different types of identity cues to better understand which exert greater influence 

and how these influences interact. Preliminary evidence suggests that social presence — 

perceptions of others’ anonymity — may have exerted a much stronger influence on 

group cohesion than self-anonymity did. SIDE posits that group identity matters as an 

identity cue, and social presence will undoubtedly influence the salience of these 

individual identity cues.  

Anonymity Need Not Be a Trade-Off 

 The redefinition of anonymity investigated here provides a clear research agenda 

for investigating the role anonymity plays in online political discussion. These findings 

suggest that anonymity can have diverse effects, rather than simply presenting all effects 

on all occasions. Anonymity, when it leads to a presentation that is fundamentally 

aggressive, can lead individuals to behaving more aggressively. This, in turn, can be 
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anticipated to lead to outcomes such as incivility and harassment, but also to more 

willingness to call out immoral conduct. Other arrangements of anonymity could easily 

emphasize shared communal identities and values as Walther et al. (2015) suggest occurs 

when communication becomes hyperpersonal. Following past Proteus Effect research, it 

seems likely that different arrangements of salient identity cues could lead individuals to 

adopting gendered behavior, to become more or less assertive or to any number of other 

effects.  

 Traditionally, the trade-off perspective of anonymity has argued that the benefits 

of anonymity entail accepting its drawbacks. This redefinition, and the empirical results 

observed here, suggest that this need not be the case. Not all anonymity is created equally 

and the particular configuration of anonymity and how individuals use it can be modeled 

more effectively in research to build clearer and better causal models.  

 It is tempting to translate these recommendations to policy. However, there are a 

number of risks in doing so. As Russell (2020) argues, the range of anonymity as a tool 

of self-expression can allow individuals with marginalized identities to enact race, 

gender, etc. online in important ways helpful to identity formation. Restricting 

anonymous identity performance to top-down instantiations of prosocial effects could 

easily hamper these activities or alienate platform users. Likewise, it is not necessarily 

easy to translate specific technical manipulations into user perceptions of those 

manipulations. Perceptions of avatars can likely be influenced by beliefs about how those 

avatars are constructed, which can, in turn, be influenced by policies and affordances 

platforms provide. Additionally, it can be difficult to translate specific identity cues into 
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policy recommendations. Aggression need not be a bad thing in all instances, nor does a 

lack of aggression automatically constitute a net good. Other manipulations may exert 

similar complicated influences. More narrowly scoped instances of political talk which 

aim to evoke a particular atmosphere or conversation dynamic might benefit from these 

manipulations in ways that large platforms do not. At the same time, even large platforms 

should be aware that anonymity should not be anticipated to lead to deleterious effects in 

all cases.  

Anonymity is Many and Varied 

 On November 10th, 2022, someone took advantage of Twitter’s newly revised 

verification system to create an anonymous account. The account presented itself as the 

official Twitter presence of pharmaceutical giant Eli Lilly. They tweeted that: “We are 

excited to announce insulin is free now” (Shimunov, 2022). Looking realistic, this 

statement garnered thousands of responses in the six hours it took Twitter to remove the 

tweet. Eli Lilly’s stock price plummeted, and the company, as well as other producers of 

insulin, lost billions of dollars in market cap in the space of an afternoon as this tweet 

sparked discussion on the high prices charged for insulin, a cheaply produced life-saving 

medication (Adams, 2022).  

Eli Lilly’s shareholders would potentially classify this act as a kind of toxic 

disinhibition; an individual using anonymity to engage in wildly destructive behavior 

thanks to the obscuring and deindividuating effects of hiding one’s name. From another 

perspective, this was instead a distinctly sophisticated political performance of 

anonymity. The tweeter not only hid their real name, but actively created another identity, 
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which granted the message its power to challenge corporate practices. In this sense, 

anonymity in the Eli Lilly incident was hardly deindividuating. The individual’s 

anonymity came from presenting a series of highly visible identity cues: Eli Lilly’s name, 

its corporate logo, and a small white checkmark on a blue background. Together, these 

things enabled the anonymous satirist to enact the role of Eli Lilly: not to take on the 

traits of the company, but to critique them.  

 Why mention this example? The incident, one of many similar hoaxes which 

occurred in the same short time period, illustrates the complex roles anonymity can play 

in causing political talk online, and showcases that anonymity itself can drive significant 

and very real consequences. While the language of salient identity cues is apt to describe 

the events, the specific anonymous performance here was bent toward a use 

fundamentally distinct from the ways in which anonymity has been used in this 

dissertation. The issue of the internet and informal everyday political talk is much larger 

than the narrow question of anonymity. Even then, the role of anonymity is broader and 

more convoluted than could adequately fit within a single series of studies.  

 Future research should take this dissertation’s revised definition of anonymity as a 

launching point to further pursue the many and varied anonymities that exist together 

online. 
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Appendix A: Discussion Group Script 

The following is the full script for the discussion groups that took place during the 

study described in Chapters 3–5 is below. Text in parentheticals and italicized is 

instructions the chat moderator was to follow where exact wording could not be provided, 

while all other text was copied and pasted into the chat during each discussion group. 

Additionally, chat moderators answered questions if asked directly. All text is exactly as 

typed in though session numbers and participant usernames would vary by session, and 

the email used and survey link have been omitted. No formatting has been altered.  

(The researcher will greet individual participants as they sign in. These times may be 

somewhat spread out due to the technical elements of this design. Once everyone has 

logged in, the researcher will begin.)  

Hello everyone! Everyone seems to have logged in successfully. Could everyone type 

something into the textbox near the bottom of your window now to let me know that the 

program is working? 

 

(The researcher will wait for everyone to type something into the chat window to confirm 

that the software is working successfully. If there are issues, the researcher will attempt 

to troubleshoot.)  

Great, it looks like everything is working! Does anyone have any questions before we 

begin?  

 

(The researcher will briefly wait for any comments or questions.)  

Okay. The program we’re using right now is called Discord. Discord is widely used by 

online communities of all sizes for both text and video chat. For the discussion today, I 
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would like you to pretend you are a content moderator on one such community. That is to 

say, pretend you are in charge of handling misbehavior within the community. A member 

of a community is routinely mocking or making fun of new users for being unfamiliar 

with community norms. As moderators, you have five options you can choose to use in 

response to this misbehavior.  

These options are:  

1. This situation does not require a punishment.  

2. The individual should be required to apologize.  

3. The individual should be told to stop and informed that they will be banned 

should the behavior recur.  

4. The individual should be removed from the community for a period of one week.  

5. The individual should have their account permanently banned from that 

community.  

I would like you to first discuss the merits and drawbacks of each punishment in this 

situation, before ranking them from most to least appropriate for this situation. This 

conversation should take approximately 15 to 20 minutes and will be stopped after 20 

minutes. There are no right or wrong answers to the scenario 

Does anyone have any questions, or are you ready to begin?  

 

(The researcher will briefly wait for any comments or questions.)  

 

Okay, please feel free to begin! 

 

(The researcher will wait and observe as the participants discuss, answering questions or 

resolving technical difficulties as needed. After the group has decided, or twenty minutes 

have passed, the researcher will respond.) 

Okay, good job everyone, unfortunately we’re out of time. Could you please now 

summarize your rankings for each punishment? 

 

(Or, if the participants reach a conclusion early or simply stop talking in chat)  

 

Okay, it looks like you’ve reached a conclusion. Does anyone else have anything they’d 

like to add?  
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(been a bit quiet, instead of reached a conclusion if they’re quiet.) 

 

(The researcher will allow the group to post or explain that they haven’t reached a 

consensus.)  

Great, thank you!  

 

That concludes the discussion part of this study. I will now post a link to an external 

survey. The survey will ask you for the username you used during the discussion and 

your session number. Your session number is **####**. Please remember both. 

 

Additionally, when you have finished, please do not discuss this study with anyone, as 

data is still being collected. If you have questions or concerns, you can reach out to 

EMAIL ADDRESS or any of the contact methods mentioned on the consent form you 

signed. 

 

Here is the link to the survey: (Qualtrics Survey Link)  

 

Your usernames are the names you used in the chat, that is __________, _________ or 

____________ 
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Appendix B: Study 1 Questionnaire  

The full study 1 questionnaire is below. Question order was randomized as 

described in Chapter 3. Descriptions of scale, as well as sources, are included in 

parentheses.  

(Instructions)  

Thank you very much for participating in this study! In the following questionnaire, you 

will be asked to enter several questions concerning your experiences during the 

discussion. This questionnaire should take approximately 5 minutes to complete, after 

which you will be finished with the study. 

 

Please enter the username of the account you used during the discussion here:  

At the end of the discussion you were instructed to copy and paste a numerical code. 

Please enter the room code here: 

 

(Short et al., 1976; Perceived Salience of Interactant) For each of the pairs of words 

below, please circle the number that best describes your evaluation of the discussion 

experience. 

Dead 1 2 3 4 5 6 7 Lively 

Unsociable  1 2 3 4 5 6 7 Sociable 

Impersonal  1 2 3 4 5 6 7 Personable 

Insensitive  1 2 3 4 5 6 7 Sensitive 

Remove   1 2 3 4 5 6 7 Immediate 

Unemotional   1 2 3 4 5 6 7 Emotional 

Unresponsive   1 2 3 4 5 6 7 Responsive 

 

(Lowden & Hostetter; 2012, association and mutual awareness) Please indicate the extent 

to which you agree with each of the following statements about the discussion. (Strongly 

Disagree to Strongly Agree)  

I felt comfortable conversing through this medium in the meeting.  

 I felt comfortable interacting with other participants in the meeting  

 I felt comfortable participating in the meeting discussion  

I felt that my point of view was acknowledged by other participants in the 

meeting  

 I was able to form distinct individual impressions of some meeting participants  
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(Downs et al., 2019; identification) Please indicate the extent to which you agree with 

each of the following statements concerning the account you used to represent you during 

the discussion. (Strongly Disagree to Strongly Agree)  

 (Liking) I like this account.  

 (Liking) I dislike this account.  

 (Liking) I have positive feelings toward this account.  

 (Liking) I feel like this avatar is interesting.  

 (Embodiment) I felt like I was inside this account during the discussion.  

 (Embodiment) During the discussion I was transported into this account.  

 (Embodiment) During the discussion, it felt as if I was this account.  

 (Embodiment) During the discussion it was as if I’d become one with the account.  

(Embodiment) When discussing, it felt as if the account’s body became my own.  

(Embodiment) During the discussion it was as if I acted directly through this 

account.  

 

(Peña et al., 2009; group cohesion and endorsement of aggressive norms) 

(Group Cohesion) To what degree did you feel that you are really a part of your group? 

(Not at all < > Extremely)  

(Group Cohesion) How does your group compare with other groups on the way people 

get along together? (Much worse < > Much better)  

(Group Cohesion) How does your group compare with other groups on the way people 

helped each other on the task? (Much worse < > Much better) 

 

(Endorsement of Aggressive Norms) Please indicate the extent to which you agree with 

each of the following statements concerning the account you used during the discussion. 

I would make fun of someone if I ever participated in online discussions using 

this account.  

Using this account, for me to make fun of someone would be good  

Others using accounts like this would often mock others.  
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(Adapted from Nowak & Ruah, 2006; manipulation checks) Please indicate the extent to 

which you agree with each of the following statements about the avatar and/or username 

you used during the discussion. (Strongly Disagree < > Strongly Agree)  

This account seemed aggressive  

This account seemed feminine  

This account seemed masculine  

This account seemed intelligent  

This account seemed reliable  

This seemed like an account I would see someone use on an instant messenger 

 

(Peña et al., 2009; Open Ended awareness check)  

What did you think the experiment was about? 

What did you think the researchers' hypothesis was (i.e.,what did you think they were 

looking for, trying to study, etc.)? 

If you were suspicious about the goals of the experiment, when did you figure them out? 

 

(Demographics) 

Please enter your age below (in years). 

 

Please indicate your gender. 

 Male 

 Female 

 Other (please indicate preferred identification) 

 Prefer not to say 

 

Which categories describe you? Please select all that apply to you. 

American Indian or Alaska Native  

Black or African American  

Asian  

Native Hawaiian or Other Pacific Islander  

White  

Hispanic, Latino or Spanish Origin  

Middle Eastern or North African  

Other  

Prefer not to say  
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Which of the following instant messaging programs have you used in the past? (Please 

check all that apply.) 

Discord  

Slack  

WhatsApp  

WeChat  

Line  

IRC  

AOL Instant Messenger  

Signal  

Other 

None of the Above  
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Appendix C: Alternate Multilevel Model Specifications 

 

The following tables depict alternate specifications for multilevel models 

described in Chapter 4, specifically, these are identical to the preregistered analyses 

reported in that chapter, except that the experimental manipulation has been replaced by 

the manipulation check question. Dependent variables are as specified in table labels.  
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Table 11: Alternate Multilevel Models for Agreement 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Variables  Estimate Estimate Estimate Estimate Estimate 

Perceived Account 

Aggressiveness 
 -0.02 -0.04** -0.03* -0.03* -0.03* 

Avatar  -0.06 -0.06 -0.06 -0.06 -0.07* 

Perceived Account 

Aggressiveness*Av

atar 

  0.04* 0.04 0.04 0.04 

Salience    -0.04* -0.04 -0.04 

Association    0.02 0.02 0.02 

Liking    0.01 0.01 0.01 

Embodiment    0.00 0.00 0.00 

Liking*Aggression     0.00 0.00 

Embodiment* 

Aggression 
    0.00 0.00 

Age      0.00 

Gender (male is 

reference group) 
     -0.02 

Race (all nonwhite 

is reference group) 
     0.01 

Recruitment 

Method 
     -0.05 

Summary 

Statistics 
      

τ00 0.00 0.00 0.00 0.00 0.00 0.00 

σ2 0.03 0.04 0.03 0.03 0.04 0.03 

ICC 0.07 0.03 0.03 0.00 0.00 0.01 

Level-1 pseudo R2 NA -0.02 0.07 0.01 -0.01 0.04 

AIC -52.39 -45.31 -44.10 -24.14 -9.34 8.55 

*p<.05, **p<.01, ***p<.001 
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Table 12: Alternate Multilevel Models for Disagreement 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Variables  Estimate Estimate Estimate Estimate Estimate 

Perceived Account 

Aggressiveness 
 0.01 0.01 0.01 0.01 0.01 

Avatar  0.03 0.03 0.04 0.03 0.04 

Perceived Account 

Aggressiveness* 

Avatar 

  -0.01 -0.01 -0.01 -0.02 

Salience    0.00 0.00 0.00 

Association    -0.034* -0.032* -0.04** 

Liking    0.00 -0.01 -0.01 

Embodiment    0.01 0.01 0.01 

Liking*Aggression     0.01 0.01 

Embodiment* 

Aggression 
    -0.01 -0.01 

Age      0.00 

Gender (male is 

reference group) 
     -0.07 

Race (all nonwhite 

is reference group) 
     -0.03 

Recruitment 

Method 
     -0.08 

Summary 

Statistics 
      

τ00 0.01 0.01 0.01 0.01 0.01 0.01 

σ2 0.01 0.01 0.01 0.01 0.01 0.01 

ICC 0.44 0.42 0.42 0.48 0.53 0.43 

Level-1 pseudo R2 NA -0.01 -0.02 0.08 0.14 0.04 

AIC -133.70 -123.00 -116.53 -94.66 -82.09 -53.13 

*p<.05, **p<.01, ***p<.001 
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Table 13: Alternate Multilevel Models for Elaboration 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Variables  Estimate Estimate Estimate Estimate Estimate 

Perceived Account 

Aggressiveness 
 -0.01 -0.01 -0.01 -0.01 0.01 

Avatar  0.00 0.00 -0.01 -0.01 0.01 

Perceived Account 

Aggressiveness* 

Avatar 

  -0.01 0.00 0.00 -0.02 

Salience    0.02 0.02 0.03 

Association    -0.02 -0.02 -0.05 

Liking    0.00 0.00 0.01 

Embodiment    -0.01 -0.01 -0.01 

Liking*Aggression     0.00 0.00 

Embodiment* 

Aggression 
    0.00 0.00 

Age      0.00 

Gender (male is 

reference group) 
     -0.14* 

Race (all nonwhite 

is reference group) 
     -0.07 

Recruitment 

Method 
     0.07 

Summary 

Statistics 
      

τ00 0.02 0.02 0.02 0.01 0.01 0.01 

σ2 0.03 0.03 0.03 0.04 0.04 0.04 

ICC 0.31 0.33 0.33 0.25 0.25 0.11 

Level-1 pseudo R2 NA 0.01 0.00 -0.08 -0.10 -0.18 

AIC -21.76 -11.12 -5.52 15.92 30.12 42.61 

*p<.05, **p<.01, ***p<.001 
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Table 14: Alternate Multilevel Models for Endorsement of Aggressive Norms 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Variables  Estimate Estimate Estimate Estimate Estimate 

Perceived Account 

Aggressiveness 
 .17* 0.31*** 0.26** 0.26** 0.26** 

Avatar  0.18 0.18 0.15 0.18 0.25 

Perceived Account 

Aggressiveness* 

Avatar 

  -0.32* -0.31* -0.29* -0.3e* 

Salience    0.08 0.07 0.08 

Association    -0.31* -0.32* -0.33** 

Liking    -0.12 -0.05 -0.07 

Embodiment    0.16 0.15 0.16 

Liking*Aggression     -0.06 -0.04 

Embodiment* 

Aggression 
    0.09 0.08 

Age      0.01 

Gender (male is 

reference group) 
     -0.54✝ 

Race (all nonwhite 

is reference group) 
     0.06 

Recruitment 

Method 
     0.25 

Summary 

Statistics 
      

τ00 0.09 0.06 0.00 0.00 0.00 0.00 

σ2 1.36 1.33 1.33 1.27 1.26 1.31 

ICC 0.06 0.04 0.00 0.00 0.00 0.00 

Level-1 pseudo R2 NA 0.02 0.02 0.06 0.07 0.03 

AIC 441.15 438.76 434.79 426.93 431.69 421.79 

✝p<.1 *p<.05, **p<.01, ***p<.001 
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Table 15: Alternate Multilevel Models for Group Cohesion 

 Empty 

model 

Independent 

variables 

only 

With 

interaction 

term 

With 

psychometrics 

With 

identification 

interaction 

With 

demographic 

variables 

Variables  Estimate Estimate Estimate Estimate Estimate 

Perceived Account 

Aggressiveness 
 -0.17** -0.06 -0.01 -0.02 -0.01 

Avatar  -0.08 -0.08 -0.06 -0.03 -0.01 

Perceived Account 

Aggressiveness* 

Avatar 

  -0.24 -0.18 -0.17 -0.17 

Salience    0.380*** 0.39*** 0.39*** 

Association    0.389*** 0.36*** 0.35*** 

Liking    0.12 0.14 0.16988✝ 

Embodiment    0.02 -0.03 -0.03 

Liking*Aggression     -0.114419* -0.13* 

Embodiment* 

Aggression 
    0.01 0.01 

Age      -0.01 

Gender (male is 

reference group) 
     -0.05 

Race (all nonwhite 

is reference group) 
     -0.09 

Recruitment 

Method 
     -0.40 

Summary 

Statistics 
      

τ00 0.21 0.24 0.21 0.05 0.05 0.04 

σ2 1.15 1.07 1.07 0.70 0.68 0.72 

ICC 0.15 0.19 0.16 0.07 0.07 0.06 

Level-1 pseudo R2 NA 0.07 0.07 0.39 0.41 0.37 

AIC 430.70 428.11 426.71 361.35 364.53 361.20 

*p<.05, **p<.01, ***p<.001 
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