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ABSTRACT

Type-II superlattices (T2SLs) have emerged as promising alternatives to the more estab-

lished bulk material systems for infrared (IR) photodetection. This is due to predicted fun-

damental advantages, such as the tunability of the band gap and theoretically reduced Auger

recombination rates. However, the superiority of these materials has not been experimen-

tally realized, prompting the need for further investigation. A bottleneck in the development

of improved superlattice (SL) structures and devices is the cost in time and resources re-

quired to prototype and characterize these materials as well as incomplete knowledge of the

material properties and physical phenomena that characterize these structures. Therefore,

the field would greatly benefit from simulation methodologies that enable the development

of advanced T2SL materials. In this work, the field of IR photodetection is reviewed high-

lighting the most common T2SLs structures currently being experimentally implemented.

A quantum transport model that includes the necessary physical mechanisms to model

carrier transport in these structures will be presented. The results of an investigation on

the extraction of vertical carrier mobility, a property important for carrier collection, from

quantum transport simulations is presented for an example T2SL. It is demonstrated that

carrier transport in these structures can be highly coherent. In this case, the apparent mo-
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bility is suppressed due to ballistic resistance, requiring care when predicting the intrinsic

mobility of these materials. The best method of mobility extraction is one that considers

the dependence of the resistance on device length. This method was applied to predict

the quantum efficiency (QE) in curved focal-plane arrays composed of n-type mid-wave

InAs/InAsSb and InAs/GaSb structures subjected to the effects of superlattice disorder and

external strain imposed by the curving procedure. It is demonstrated that the external strain

has a minimal impact on the QE relative to disorder in both structures suggesting the de-

vice design could be viable. Additionally, it was found that large magnitudes of positive

axisymmetric strain could result in enhanced hole transport. Finally, a comprehensive in-

vestigation is presented that probed for optimized n-type long-wave InAsSb/InAsSb SL

structures, a material known to result in low QE devices, for various substrate lattice con-

stants. Several structures were found demonstrating hole mobilities with greater resilience

to SL disorder providing potential candidates for future prototyping.
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CHAPTER 1

Introduction

1.1 MOTIVATION

Type-II superlattices (T2SLs) have been developed as an important class of quantum struc-

tures based on III-V and other semiconductor materials. Specifically, T2SLs based on

III-V materials are being investigated as an alternative to the established II-VI bulk ma-

terial system for infrared (IR) photodetection due to the tunability of the band gap over

a large portion of the IR spectrum (Rogalski et al., 2017). These materials exhibit some

predicted advantages over the established HgCdTe material system. However, the demon-

stration of superior performance of these materials is still elusive (Rogalski et al., 2019).

Proposed T2SL materials include Ga-based (Rehm et al., 2009; Nguyen et al., 2007b; Mar-

tyniuk et al., 2014; Delmas et al., 2017; Klipstein, 2022) and Ga-free (Ting et al., 2009;

Haddadi et al., 2014; Ting et al., 2020) superlattices (SLs) as well as more complicated

structures such as the “W” (Meyer et al., 1995; Aifer et al., 2005, 2006, 2010; Olson et al.,

2016), “M” (Nguyen et al., 2007c,a, 2008, 2009; Delaunay et al., 2009; Lang & Xia, 2013;

Chevallier et al., 2017; Du et al., 2020; Singh et al., 2022), and “N” (Salihoglu et al., 2012,

2014; Hostut et al., 2015; Wu et al., 2016; Akel et al., 2018; Du et al., 2020) structures.

The abundance of different structures in the T2SL material system demonstrates the in-

credibly versatility this material system offers in terms of band structure design, but it also

highlights a problem in optimizing these materials to realize the theoretical advantages. Ex-

perimental realization and characterization of IR T2SL materials and devices is costly and

time consuming. With an effectively infinite parameter space of different T2SL designs, a

comprehensive experimental investigation aimed at optimizing the structures would require

significant investment. Thus, methodologies for simulating the physics of these materials
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could provide significant aid in the development of this material system and reduce the re-

sources required for developing viable prototypes. This work will focus on the simulation

of carrier transport in T2SL materials across several investigations. The overarching goal

is to simulate the performance of advanced materials and devices for use in the field of IR

photodetection.

Mobility is an important component of diffusion length and impacts the collection of

photogenerated carriers in PDs. While techniques exist for studying the vertical carrier

mobility in T2SLs, such as magnetotransport (Umana-Membreno et al., 2012; Swartz &

Myers, 2014) and time-of-flight (Olson et al., 2013) methods, they can be challenging re-

sulting in relatively few studies. The field would greatly benefit from the development

of a method to systematically study mobility in T2SLs using simulation. To the author’s

knowledge, prior to the work in this dissertation there had not yet been a comprehensive

analysis of the extraction of mobility from quantum transport simulations for application

to IR PDs. This is important, because as devices shrink, the concept of mobility requires

careful consideration due to the increasing influence of contact and ballistic resistances to

carrier transport (Shur, 2002; Niquet et al., 2014). Concurrently, quantum transport simu-

lations are computationally expensive, so the domain size of the simulations can be limited

according to computational resources. Thus, the impact of this device size dependence on

the apparent mobility needs to be taken into account when predicting device properties for

a larger structure. To this end, a comprehensive investigation on the extraction of mobility

from non-equilibrium Green’s functions (NEGF) for use in predicting T2SL IR PD perfor-

mance will be presented in Chapter 5. In later chapters, this information will be used as

the foundation for investigations of the fundamental transport properties of various T2SL

structures.

An emerging architecture in the field of IR sensors is the curved focal-plane array
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(cFPA). This design is a modification of the standard focal-plane array (FPA) in which

the planar device is mechanically curved, resulting in a structure that exhibits fewer optical

aberrations and a reduced optical footprint (Guenter et al., 2017). For T2SL materials to

achieve ubiquitous use they must be compatible with the state-of-the-art device designs.

However, the curving procedure of the cFPA introduces another complexity in the predic-

tion of T2SL material performance. The curving procedure introduces an additional strain

which can affect the electrical characteristics of the material. This work will present the

results of two investigations into the use of the two most common T2SL materials in mid-

wave (MWIR) cFPAs in Chapter 6.

The biggest hurdle to the adoption of T2SLs as a material of choice for IR PDs is the

failure of these materials to achieve the performance of state-of-the-art HgCdTe in many

applications (Rogalski et al., 2019). The effectively infinite parameter space of T2SL de-

signs presents a challenge in finding structures that are optimized for particular properties

due to the high cost of experiment and characterization of T2SL materials. A methodology

developed to search for optimized structures through simulation could lead to the devel-

opment of T2SL materials with enhanced performance. To this end, the results of a study

on the development of a method for optimizing n-type T2SLs devices in the long-wave

(LWIR) regime, which suffer from relatively low QE (Gunapala et al., 2019), for enhanced

hole transport will be presented in Chapter 7. The focus of the study is on predicting the

hole transport efficiency based on band structure calculations and Gaussian process regres-

sion.

1.2 OUTLINE

The remaineder of this dissertation will be organized into seven chapters. Chapter 2 will be

an introduction into the field of IR materials for photodetection, focusing particularly on
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T2SLs. An overview of the quantum transport formalism used to study carrier transport in

T2SLs will be presented in Chapter 3. A brief overview of a few analytical models for pre-

dicting IR PD performance will be given in Chapter 4. Chapter 5 will present the results of

a comprehensive investigation into the extraction of mobility from quantum transport sim-

ulations for T2SLs. Chapter 6 will present the results of two studies on MWIR T2SL-based

cFPAs predicting the QE for different magnitudes of structural disorder. An investigation

into optimizing LWIR Ga-free T2SL structures for enhanced hole mobility will be pre-

sented in Chapter 7. Finally, general conclusions will be given in Chapter 8.
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CHAPTER 2

Infrared Photodetection

Infrared (IR) sensors have several properties that make them important devices in several

fields. IR radiation is emitted by objects when at a temperature between 30K and 4,000K

(Razeghi & Nguyen, 2014), as determined by Wien’s displacement law:

λmax =
2898

T
, (2.1)

where the wavelength λmax is in mm and T is the temperature in Kelvin. This means that

objects at these temperatures can be detected without additional light sources, a process

called “passive sensing”. This is particularly advantageous for defense (Rogalski, 2003)

and astronomical applications (Beletic et al., 2008). Additionally, IR radiation has bands

of high atmospheric transmission, particularly in the mid-wave (MWIR) (3µm−5µm) and

long-wave (LWIR) (8µm−12µm) regimes (Rogalski, 2003). Specifically, objects at a tem-

perature of 300K emit radiation at a wavelength of 9.7µm. This allows for imaging of

objects through atmospheric haze. The most common IR sensors fall into two categories:

thermal sensors and photonic sensors.

Thermal sensors were early examples of IR detectors. The operating principal for ther-

mal detectors is that incoming IR radiation will change the temperature of the sensing ma-

terial. Then, some temperature-dependent mechanism is measured in the sensing material

which determines the temperature of the target object (Rogalski, 2003). There are several

drawbacks to this category of IR detectors. Specifically, they are typically wavelength in-

dependent, preventing the analsysis spectral content and they have relatively slow response

times (Rogalski, 2003) compared with photonic sensors. However, it is worth mentioning

that microbolometers can still be competitive, particularly in the LWIR regime, for low cost
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IR detection due to the ability for detection at room temperature Rogalski et al. (2023).

Photonic sensors operate through the absorption of a photon in a semiconductor ab-

sorber layer and the subsequent collection of the photogenerated charge carriers. In con-

trast with thermal sensors, photonic sensors exhibit a wavelength dependent response to

incident photon flux (Rogalski, 2003). They can achieve perfect signal-to-noise and fast

response times; however, they do require cooling (Rogalski, 2003). The state-of-the-art

high operating temperature (HOT) IR photodetectors (PDs) are typically photonic detec-

tors with HgCdTe absorber layers (Rogalski et al., 2023). In the following sections, I will

provide a brief overview of three of the most common material categories for MWIR and

LWIR PDs: HgCdTe, quantum well infrared photodetectors (QWIPs), and type-II super-

alttices (T2SLs). The rest of this dissertation will focus on T2SL photonic detectors for the

potential use in high-performance MWIR and LWIR PDs.

2.1 BULK HGCDTE

Bulk HgCdTe is the typical material of choice in IR PDs that require the highest per-

formance (Kinch, 2007; Rogalski et al., 2023). This can be attributed to the fact that at

present, they exhibit the most favorable properties for simultaneously achieving high-QE

and background-limited performance (BLIP) at higher temperatures (Rogalski et al., 2023).

This includes a composition dependent band gap (BG) that ranges from a negative gap to

1.5eV (Bianconi & Mohseni, 2020). Additionally, these materials exhibit high absorption

coefficients, vertical carrier mobility, and minority carrier lifetimes (Rogalski et al., 2023).

I will elaborate further on some of these properties in Section 2.3.2 as a point of compar-

ison with those of T2SLs. While these properties are very advantageous for IR detectors,

there are several disadvantages of using HgCdTe compared to alternative options. Firstly,

the II-VI bonds are relatively weak, leading to surface and interface defects (Bianconi &
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Mohseni, 2020). Furthermore, they tend to suffer from relatively poor uniformity and low

yield, resulting in increased costs of production (Bianconi & Mohseni, 2020). Addition-

ally, the substrate used for growing HgCdTe is CdZnTe which has a low industrial base

and high cost (Bajaj et al., 2007). Lastly, the cutoff wavelength of bulk ternary alloys are

adjusted by a single composition parameter. This reduces the ability to optimize structures

for specific use cases in contrast with the versatility of quantum structures like QWIPs and

T2SLs (Razeghi & Nguyen, 2014). QWIPs and T2SLs present a potential alternative which

may not reach the same level of performance, but could provide adequate performance for

specific use cases at a reduced cost.

2.2 QUANTUM WELL INFRARED PHOTODETECTORS

QWIPs are a type of intersubband photonic device that are typically developed with more

chemically stable wide BG materials (Rogalski, 2003). Thus, high yield relative to HgCdTe

results in reduced cost (Chen et al., 2022). As mentioned in the previous section, an addi-

tional advantage is that the spectral response of a QWIP can be adjusted in various ways

(material, structure), which provides greater versatility in optimization and design of de-

vices. At temperatures below 50K, QWIPs can be competitive with HgCdTe (Chen et al.,

2022). However, there are several disadvantages that limit the overall performance of these

materials. The intersubband process typically involves the excitation of electrons from the

ground state to an excited state. This can be done in a bound-to-bound process in which the

excited state is still confined to the well or in a bound-to-continuum process in which the

excited state is in the continuum state above the well barrier (Chen et al., 2022). Due to the

selection rules associated with this type of transition, normal incident light is not able to

be absorbed. This severely reduces the quantum efficiency (QE) that can be achieved with

these devices alone, and require additional components (like grating) to improve this value
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(Rogalski, 2011). For example, Choi et al. (2015) demonstrated a resonator-QWIP design

which was able to achieve a QE of up to 40% in the LWIR regime. Additionally, the rel-

atively high thermal generation rate in QWIPs results in maximum operating temperatures

that are much lower than state-of-the-art detectors in the MWIR and LWIR regimes (Ro-

galski, 2003). QWIPs are more competitive for longer wavelength infrared regimes where

HgCdTe and T2SLs require low operating temperatures as well (Rogalski, 2003).

2.3 TYPE-II SUPERLATTICES

Type-II superlattices (T2SLs) are an important class of quantum structures based on III-V

and other semiconductor materials. In particular, T2SLs based on III-V materials are being

investigated as an alternative to the established II-VI bulk material system for infrared (IR)

photodetection. They can be thought of as a hybrid between bulk infrared materials and

QWIPs, incorporating a combination of the benefits of each material class. Absorption oc-

curs via interband processes between minibands, similar to bulk materials. However, they

also exhibit substantial structural control over the response of these materials to particular

infrared bands. The type-II overlap in these structures allows for significant wavefunction

overlap between wells in the structure, resulting in the formation of minibands (Razeghi

& Nguyen, 2014). Of which, the BG can be tuned over a large portion of the IR spectrum

(Rogalski et al., 2017). These materials exhibit some predicted advantages over the more

established bulk II-VI material system due to theoretically lower Auger recombination rates

(Youngdale et al., 1994) and stronger chemical bonding (Rogalski et al., 2017). Further-

more, there is a large existing industrial base for III-V materials which should result in

reduced manufacturing costs (Bajaj et al., 2007). However, the demonstration of superior

performance of these materials is still elusive (Rogalski et al., 2019). The two most com-

mon T2SL materials are the Ga-based (Rehm et al., 2009; Nguyen et al., 2007b; Martyniuk
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et al., 2014; Delmas et al., 2017; Klipstein, 2022) and Ga-free (Ting et al., 2009; Haddadi

et al., 2014; Ting et al., 2020) superlattices (SLs). These two different material systems

have competing advantages. With the inclusion of more complicated structures such as the

“W” (Meyer et al., 1995; Aifer et al., 2005, 2006, 2010; Olson et al., 2016), “M” (Nguyen

et al., 2007c,a, 2008, 2009; Delaunay et al., 2009; Lang & Xia, 2013; Chevallier et al.,

2017; Du et al., 2020; Singh et al., 2022), and “N” (Salihoglu et al., 2012, 2014; Hostut

et al., 2015; Wu et al., 2016; Akel et al., 2018; Du et al., 2020) structures. These structures

are composed of an underlying SL structure, like the Ga-based or Ga-free version, with

an additional repeating barrier layer incorporated within the SL period. With these various

structures, fine control over the band structure of a photodetector can be achieved using

T2SLs.

I will present a summary of these structures in Section 2.3.1. Then, I will discuss several

important material properties for predicting IR device performance comparing those of

T2SLs with state-of-the-art HgCdTe in Section 2.3.2. Finally, I will present the QE that is

achieved in some T2SL IR PDs and compare them with a few alternatives in Section 2.3.3.

2.3.1 Type-II Superlattice Structures

InAs/Ga(In)Sb SLs were first proposed as a viable material for application in IR detectors

by Smith & Mailhiot (1987). Since then, T2SLs have been investigated as an alternative

to the more established bulk material systems. As described in Ting et al. (2020), the

investigation into Ga-free InAs/InAsSb SLs predates InAs/Ga(In)Sb (Osbourn, 1984), but

renewed interest was generated in the use of the material for IR detection when significantly

longer minority carrier lifetimes were demonstrated in InAs/InAsSb SLs than in InAs/GaSb

SLs for LWIR (Steenbergen et al., 2011). While these two structures are the most common,

several more complex III-V heterostructures have been developed as well, including the so-
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called “W” (Aifer et al., 2005), “M” (Nguyen et al., 2007c), and “N” (Salihoglu et al., 2012)

structures. A brief review of these structures will be provided in this section.

T2SL structures tend to suffer from relatively short SRH lifetimes (Kopytko & Ro-

galski, 2022). Thus, basic pin PDs tend to suffer from high dark current, reducing the

operating temperature (Li et al., 2019). As mentioned in Rogalski et al. (2023), achieving

HOT is a main goal of modern high performance IR PDs. To reduce this dark current, var-

ious barrier detector architectures have been utilized (Martyniuk et al., 2014). One popular

device is the nBn photodetector which has been designed specifically to reduce the dark

current associated with GR mechanisms, tunneling currents, and surface leakage (Maimon

& Wicks, 2006). The depletion region extends nearly exclusively over the large gap bar-

rier layer reducing the dark current associated with SRH mechanisms. Additionally, by

selectively etching to the top of the barrier layer a natural passivisation layer is provided

(Maimon & Wicks, 2006). Finally, band-to-band tunneling current is reduced due to the

electric field being confined to the wide gap material layer. In this dissertation, we will

investigate several T2SL structures and will focus on the application of these materials to

the current nBn designs.

2.3.1.1 InAs/GaSb

InAs/GaSb SLs have been investigated as an alternative to the more established bulk ma-

terial systems for IR detection, particularly for MWIR and LWIR (Rogalski et al., 2017).

Reasonably high quantum efficiency (QE) has been demonstrated for InAs/GaSb absorbers

in both the MWIR (Rehm et al., 2009; Hostut & Ergun, 2021) and LWIR (Nguyen et al.,

2007b; Hostut & Ergun, 2021) regimes. Furthermore, theoretical predictions indicate that

these SLs should exhibit significantly reduced Auger recombination when compared with

bulk materials (Smith et al., 1985; Grein et al., 1993; Youngdale et al., 1994). While suf-
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Figure 2.1: Representation of InAs/GaSb band structure where the band gaps of each layer
are colorized.

fering from higher dark current when compared with HgCdTe (MCT), the development of

barrier architectures has significantly improved the performance of IR PDs utilizing this

SL (Martyniuk et al., 2014; Delmas et al., 2017; Klipstein, 2022).

InAs/GaSb is a type-II SL which means that the conduction band of the InAs layer over-

laps the valence band of the GaSb layer (Rogalski et al., 2017). The high conduction and

valence band offsets between InAs and GaSb allow for relatively narrow well thicknesses.

This improves the spatial overlap of the electron and hole wavefunctions resulting in higher

absorption near the cut-off wavelength compared with InAs/InAsSb SLs (Klipstein et al.,

2014). A representation of the InAs/GaSb SL structure is given in Fig. 2.1.

2.3.1.2 InAs/InAsSb

InAs/InAsSb SLs have several advantages over InAs/GaSb SLs, including a simpler growth

process and high defect tolerance (Ting et al., 2022a). However, the most consequential ad-

vantage is that InAs/InAsSb has been demonstrated to have much longer minority carrier

lifetimes in the MWIR (Höglund et al., 2013) and LWIR (Steenbergen et al., 2011) regimes

than Ga-based SLs. However, due to the smaller band offsets compared with InAs/GaSb,
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Figure 2.2: Representation of InAs/InAsSb band structure where the band gaps of each
layer are colorized.

InAs/InAsSb SLs require larger SL periods to produce the same band gap. The larger

spatial separation of the electron and hole wavefunctions results in lower absorption near

the cut-off wavelength (Klipstein et al., 2014). Consequently, InAs/InAsSb typically have

lower QE values (Alshahrani et al., 2022). This is a particular issue for n-type InAs/I-

nAsSb at longer wavelengths (i.e. LWIR and very-long-wave (VLWIR)) where hole diffu-

sion lengths are short (Ting et al., 2020, 2022a). A representation of the InAs/InAsSb SL

structure is given in Fig. 2.2.

2.3.1.3 “W” Structure

The “W” structure SL was first proposed in 1995 by Meyer et al. (1995) as a replace-

ment material for InAs/InGaAs in MWIR lasers with the goal of achieving higher gain.

This structure consists of incorporating AlSb barriers between InAs layers which in turn

surround a Ga(In)Sb layer. In 2005, Aifer and colleagues proposed using the W struc-

ture for the absorber of LWIR and VLWIR PDs (Aifer et al., 2005) and achieved high QE

photodiodes using an alternative W structure with AlGaInSb barriers (Aifer et al., 2006).

Furthermore, graded-gap devices have been developed that benefit from the precise control
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Figure 2.3: Representation of a W SL band structure, as proposed in Aifer et al. (2005),
where the band gaps of each layer are colorized.

over the band structure that can be achieved using W structures that strongly suppress bulk

tunneling and GR in the depletion region of T2SL IR detectors (Canedy et al., 2009; Aifer

et al., 2010). Finally, the W structures can also be incorporated into T2SL photodetectors

in the form of majority carrier barriers that significantly reduce dark current (Olson et al.,

2016). Promising results were achieved using a Ga-free version of the W-structure for the

absorber and barrier layers for both MWIR and LWIR photodetection (Olson et al., 2016).

The W structure theoretically should have improved optical properties over traditional

T2SLs owing to the increased electron-hole overlap as well as the quasi-2D density of

states (Aifer et al., 2005, 2006). Furthermore, the W structure features increased effective

masses that can suppress tunneling currents (Aifer et al., 2006). A representation of the W

SL structure is given in Fig. 2.3.

2.3.1.4 “M” Structure

Initially proposed in 2007 by Nguyen and colleagues, the “M” structure SL was designed

as an alternative to the W structure that exhibits better growth properties. The layer struc-

ture consists of the repeating layer pattern AlSb/GaSb/InAs/GaSb/AlSb. The M structure
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has all common atom interfaces, while the W structure has AlSb/InAs interfaces which are

highly stressed, suggesting that the M structure should have lower defect density (Nguyen

et al., 2007c,a). The AlSb barrier layer creates a double quantum well structure for holes,

thus affording the M structure precise control over both the conduction and valence mini-

band levels (Nguyen et al., 2007c,a). Due to this property, the M structure is a highly

versatile barrier layer material that can be tuned to the device requirements (Nguyen et al.,

2008). Since its proposal, the M structure barrier has been incorporated in numerous T2SL

photodetectors with promising results (Nguyen et al., 2008; Delaunay et al., 2009; Nguyen

et al., 2009). Recently, a two-color LWIR T2SL photodetector was demonstrated incorpo-

rating M structure barriers and achieving background limited performance (BLIP) at 77K

(Chevallier et al., 2017).

Like the W structure, it has been suggested that the M structure may improve absorp-

tion as the AlSb barrier pushes the hole wavefunction towards the InAs layers. However, it

was demonstrated that the inclusion of AlSb barriers demonstrates no significant enhance-

ment in the absorption coefficient (Lang & Xia, 2013). On the other hand, the inclusion of

M barrier layers are predicted to reduce dark current through three main mechanisms: re-

duced Auger recombination by increasing separation of the heavy-hole (HH) and light-hole

(LH) bands, reduced generation-recombination in the depletion region through inclusion of

barrier layer, and reduced band-to-band tunneling with increased effective mass (Du et al.,

2020). A representation of the M SL structure is given in Fig. 2.4.

2.3.1.5 “N” Structure

The “N” structure was proposed in 2012 by Salihoglu and colleagues as an alternative

to the M structure (Salihoglu et al., 2012). The structure consists of periodic layers of

InAs/AlSb/GaSb. It is predicted to improve the electron-hole wavefunction overlap over
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Figure 2.4: Representation of M SL band structure, as proposed in Ref. Nguyen et al.
(2007c), where the band gaps of each layer are colorized.

the M structure when in reverse bias while maintaining the other advantages of the M

structure (Salihoglu et al., 2012; Hostut et al., 2015; Wu et al., 2016; Akel et al., 2018; Du

et al., 2020). Since its proposal, high performance detectors have been demonstrated with

N structure absorber and barrier layers that substantially suppress dark current (Salihoglu

et al., 2012, 2014; Hostut et al., 2015).

The asymmetric incorporation of the AlSb barrier layer in the N structure compared

with the M structure shifts the electron and hole wavefunctions to compensate for the shifts

associated with reverse bias. It has been demonstrated theoretically that the inclusion of

the AlSb barrier increases absorption at the interface by about 25% (Salihoglu et al., 2012).

A representation of the N SL structure is given in Fig. 2.5.

2.3.2 Type-II Superlattice Material Properties

Throughout this dissertation, when studying the transport properties of holes, we will fre-

quently make estimations of the QE for an example device. The three most important

material properties for the QE are the absorption coefficient, the vertical carrier mobil-

ity, and the minority carrier lifetime. In the following sections, a brief overview of some
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Figure 2.5: Representation of N SL band structure, as proposed in Ref. Salihoglu et al.
(2012), where the band gaps of each layer are colorized.

experimental values for these parameters for T2SLs to date will be presented.

2.3.2.1 Absorption

The absorption coefficient is a parameterization of the efficiency of photon absorption

through a material as a function of photon energy. When light is incident on a semiconduc-

tor material, photons with sufficient energy can excite an electron from the valence band

into the conduction band forming a photogenerated electron-hole pair. The efficiency with

which this occurs is a function of the electronic properties of the material. In general, bulk

materials with direct band gaps like HgCdTe and InSb will exhibit relatively high absorp-

tion coefficients near the cutoff energy (Rogalski et al., 2023). While Ga-free and Ga-based

T2SLs are typically direct gap materials in reciprocal space, due to the type-II alignment,

there is a spatial separation between the electron and hole wavefunctions. Absorption prob-

ability is a function of the spatial overlap between the electron and hole wavefunctions, so

the absorption coefficients that are achievable in these materials are typically of smaller

magnitude. Also, as mentioned in Section 2.3.1.2, Ga-free superlattices typically require

thicker SL periods, which results in a reduced absorption coefficient when compared with
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Ga-based small period SLs, particularly in the LWIR regime (Alshahrani et al., 2022).

The absorption coefficient extracted for Ga-free and Ga-based SLs in the MWIR and for

a Ga-free SL in the LWIR regime are reproduced from Klipstein et al. (2014) and Manyk

et al. (2019), respectively, in Fig. 2.6. Note that all line plots in this dissertation have been

generated using MATLAB® with a standardization toolbox (Aalok, 2021).
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Figure 2.6: The absorption coefficient extracted for (a) MWIR Ga-free and Ga-based SLs
from Klipstein et al. (2014) and (b) a LWIR Ga-free SL from Manyk et al. (2019).

These results match expectations with the MWIR Ga-based SL exhibiting the highest ab-

sorption coefficient near cutoff (1,500 cm−1) and that of the MWIR Ga-free SL being

higher (1,000 cm−1) than the LWIR Ga-free SL (500 cm−1). We will use these values

when investigating MWIR Ga-free and Ga-based T2SLs in Chapter 6 and LWIR Ga-free

T2SLs in Chapter 7.

2.3.2.2 Vertical Carrier Mobility

Mobility is an important component of diffusion length and can affect carrier collection in

PDs. It is a parameterization of the efficiency with which carriers can transport through a

material. While techniques exist for studying the vertical carrier mobility in T2SLs, such
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as magnetotransport (Umana-Membreno et al., 2012; Swartz & Myers, 2014) and time-

of-flight (Olson et al., 2013) methods, they can be challenging, resulting in relatively few

studies. I have included the results of several investigations in Fig. 2.7.
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Figure 2.7: The vertical carrier mobility extracted for (a) electrons (Swartz & Myers,
2014; Taghipour et al., 2017; Casias et al., 2020; Gui et al., 1998) and (b) holes (Olson
et al., 2017; Casias et al., 2020; Tsai et al., 2020; Soibel et al., 2020; Arounassalame et al.,
2022; Gui et al., 1998) from various publications for T2SL structures in the MWIR and
LWIR regimes.

The most obvious difference between the mobility data for electrons and holes is the in-

version of the temperature dependence. It has been demonstrated that this can arise due to

SL disorder resulting in hopping transport between localized states (Bellotti et al., 2021).

Consequentially, the magnitude of the mobility for holes can also be several orders of mag-

nitude lower than electrons, particularly at lower temperatures. This suggests that hole

transport is more substantially impacted by the structure properties of the T2SL material
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and would benefit from studies aimed at optimizing the structure for enhanced hole trans-

port. I will touch upon how high positive asymmetric strain in the SL plane may be a path

towards improved hole transport in Chapter 6. While not necessarily demonstrated in the

specific data in Fig. 2.7, band structure investigations computing the hole effective mass as

a function of cut-off wavelength for Ga-free T2SLs suggest that hole transport should be-

come poorer with increasing cut-off wavelength (Ting et al., 2017). This is due to the fact

that LWIR Ga-free T2SLs require relatively thick SL periods to achieve long cut-off wave-

lengths. This may be counteracted to some degree by having fewer interfaces, and thus less

SL disorder. In Chapter 7, I will present a comprehensive investigation aimed at finding

Ga-free T2SL structures optimized for enhanced hole transport in the LWIR regime.

Also included in Fig. 2.7 is experimental data on the electron, HH hole, and LH hole

mobility for bulk Hg0.776Cd0.224Te for comparison (Gui et al., 1998). The HgCdTe sample

exhibits higher electron and hole mobility than the T2SLs, which can be expected for a

bulk material compared with a heterostructure in the growth direction. It should be noted

that the inversion of the hole mobility in the bulk HgCdTe is likely due to ionized impurity

scattering (Gui et al., 1998).

2.3.2.3 Minority Carrier Lifetime

In addition to mobility, lifetime is another important parameter impacting carrier collection

efficiency in PDs. It determines how long photogenerated carriers will perpetuate before

being recombined. As mentioned in Section 2.3.1.2, Ga-free T2SLs have demonstrated

significantly longer minority carrier lifetimes compared with Ga-based SLs. Various stud-

ies have demonstrated lifetimes on the order of µs while studies on Ga-based T2SLs have

placed the minority carrier lifetime on the order of ns (Rogalski et al., 2023). This dis-

crepancy has been purported to be attributed to Ga-based defects or potentially due to the
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thicker barriers causing greater carrier confinement in Ga-free SLs (Razeghi & Nguyen,

2014). This suggests an advantage for using Ga-free T2SLs, but as pointed out in Sec-

tion 2.3.2.1, Ga-free T2SLs tend to have lower absorption coefficients that can offset this

advantage. It is also worth noting that HgCdTe have demonstrated minority carrier life-

times on the order of ms (Rogalski et al., 2023).

In the following dissertation, the focus will be on T2SL structures for use in nBn detec-

tors. Specifically, the results of investigations on both Ga-free and Ga-based MWIR struc-

tures for use in nBn detectors, in which the minority carriers are holes, will be presented

in Chapter 6. Furthermore, an investigation into optimizing the Ga-free T2SL structures

for hole transport in the LWIR regime will be described in Chapter 7. For this, we will

used experimental values for the minority hole lifetimes. The results of minority hole life-

times extracted from Ga-free (Martyniuk et al., 2013) and Ga-based (Soibel et al., 2020;

Arounassalame et al., 2022) T2SLs in the MWIR regime and a Ga-free T2SL in the LWIR

regime (Olson et al., 2017) are included in Fig. 2.8.
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Figure 2.8: The experimental minority hole lifetime extracted for various T2SLs in the
MWIR and LWIR regimes.
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2.3.3 Quantum Efficiency of T2SL IR Devices

The QE of a PD is the ratio of captured photogenerated carriers to incident photons. There-

fore, it is a function of the absorption of photons (generation of photocarriers) and the

lifetime and mobility (collection of photocarriers). Devices with high QE are necessary for

high performance. I have included experimental QE results from the literature for backside-

illuminated nBn detectors with Ga-free and Ga-based SL active regions in the MWIR and

for a Ga-free SL in the LWIR regime in Fig. 2.9.
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Figure 2.9: The QE extracted for backside-illuminated nBn devices with (a) MWIR Ga-
free (Arounassalame et al., 2022) and Ga-based (Bishop et al., 2008) SL active regions.
Also included is the QE extracted for an nBn device with a (b) LWIR Ga-free SL active
region (Gunapala et al., 2019).

It is worth noting that these results depend not only on the material, but also on the details

of the device and environment (thickness of the active region, applied bias, and the temper-

ature). So, a one-to-one comparison is not possible. However, we can examine the results

qualitatively. In the MWIR regime the Ga-free nBn PD is capable of achieving higher QE

than the Ga-based SL. This is likely due to the longer minority hole lifetimes of Ga-free

SLs. Furthermore, the LWIR Ga-free nBn detector suffers from low QE near cutoff com-
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pared to the MWIR devices. This is likely due to the low absorption coefficient for Ga-free

SLs in the LWIR region. We will consider these results when investigating MWIR Ga-free

and Ga-based T2SLs in Chapter 6 and LWIR Ga-free T2SLs in Chapter 7. Chapter 7, in

particular, summarizes the results of a study aimed at optimizing the hole mobility in LWIR

Ga-free SLs which result in improved QE. It is worth mentioning that the superior transport

characteristics and absorption in HgCdTe allow for QE’s in excess of 70% (Haran et al.,

2019).
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CHAPTER 3

Non-equilibrium Green’s Functions Formalism

This chapter will introduce an overview of the quantum transport model used through-

out this work. For a more comprehensive discussion, the interested reader should turn to

Bertazzi et al. (2020); Montoya (2023).

3.1 INTRODUCTION

This chapter will cover the theoretical background underlying the model for carrier trans-

port in this work. As discussed in Chapter 2, vertical carrier mobility is an important com-

ponent relating to the performance of infrared (IR) sensors. Particularly, it can result in a

reduction in the quantum efficiency (QE) of the photodetection elements of a sensor due to

a reduction in the carrier capture efficiency. Given that the state-of-the-art type-II superlat-

tice (T2SL) photodetectors (PDs) exhibit lower QE than HgCdTe PDs (see Section 2.3.3),

understanding the impact that the superlattice (SL) design and material strain have on the

mobility could present a methodology for optimizing sensor performance. However, the

extraction of experimental mobility is costly and time consuming, so the field would ben-

efit greatly from a theoretical methodology for predicting the carrier mobility in T2SLs to

reduce to the investment necessary for developing optimized prototype structures. Due to

the highly nanostructured nature of T2SLs, carrier transport in these materials is complex.

Carrier transport in T2SLs is characterized by multiple mechanisms involving the inter-

play between tunneling and scattering (Tsu & Esaki, 1991; Laikhtman & Miller, 1993).

The non-equilibrium Green’s functions (NEGF) formalism is fully quantum mechanical in

nature, which means that quantum effects like tunneling are treated implicitly. Multiple

methods of transport, like hopping and miniband, as well as the transition between them

can coexist within the NEGF formalism (Wacker & Jauho, 1998) which means it is well
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suited to study vertical transport in T2SLs (Bertazzi et al., 2020).

In this section, I will provide a brief overview of the quantum transport model utilized

for studying transport in T2SLs. Section 3.2 will present the non-interating Hamiltonian

model for III-V T2SL materials utilized in this work. Then, Section 3.3 will introduce the

Green’s functions which are relevant to the NEGF formalism followed by a presentation of

the equations of motion of the Green’s functions necessary for calculating the steady-state

dynamics of the system in Section 3.4. Section 3.5 will present the numerical implementa-

tion of NEGF within the system of interest. The form of the scattering interactions that are

incorporated into the NEGF formalism through non-local self-energies will be presented

in Section 3.6. Finally, the equations necessary for extracting the one-particle properties of

the system and subsequently calculating the vertical carrier mobility will be discussed in

Section 3.7.

3.2 BAND STRUCTURE MODEL

Before discussing the quantum transport model it will be useful to cover the non-interacting

Hamiltonian used to describe the band structure of T2SLs. While band structure models

with atomic resolution can be used to describe these structures, the computational com-

plexity of the NEGF methodology precludes the use of these models for relatively large

structures. For this reason, we employ a multi-band k ·p band structure model, a contin-

uum model, where the small-scale atomic aspects of the matrix-elements are averaged over

an element of the discretized basis (Veprek, 2009). This section includes the key equations

and important assumptions following the approach presented in Montoya (2023).

It is assumed that the envelope of the wavefunctions in the growth direction of system

of interest vary slowly with respect to the atomic structure of the material. In this case, we
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can assume that the wavefunction conforms to the following ansatz (Veprek, 2009)1:

ψkt(rt,z) =
1√
A

eikt·rt ∑
n

un(rt,z)Fnk(rt), (3.1)

where A is the normilization area, kt and rt are the transverse wavevector and position

vector, respectively, z is the position along the growth direction, un(kt,rt) is the zone-center

Bloch function for band n, and Fnk(r) are the envelope functions. Therefore, a real-space

basis is chosen composed of functions with the following form (Steiger, 2009; Montoya,

2023):

ϕn,i,kt(rt,z) =
1√
A

eikt·rt un(rt,z) ti(z), (3.2)

where t(i) is a shape function that is centered at the point zi over a discrete grid of points in

the growth direction. The non-interacting Hamiltonian for an electron in a lattice of atoms

with spin orbit coupling can be expressed as:

Ĥ0(r) =
1

2m0
p̂2(r)+∑

i
V (r−Ri)+

1
4M2

0c2
[∇V × p̂] ·σ, (3.3)

where p̂ is the momentum operator, V is the potential due to atoms in the lattice, and σ is

the Pauli spin matrix. To extract the matrix elements of the Hamiltonian, we can take the

inner product of Ĥ0 over the basis functions (see Eq.3.2) as such:

Hi j,mn =
∫
V

drϕ∗m,i,kt(r) Ĥ0(r)ϕn, j,kt(r), (3.4)

1Note: ChatGPT has been used as an aid to generate the LaTeX code for several of the equations from
cited sources in this dissertation (OpenAI, 2023). However, it has not been used to generate any new content
in this work.
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where r = (rt,z). This results in the following expression (Montoya, 2023):

Hi j,mn = ∑
k

(En0 +
ℏ2k2

t
2m0

)
δmn

∫
le

dzti(z)t j(z)+Hr
mn

∫
le

dzti(z)t j(z)

+
ℏ

m0

∫
le

dzti(z)k · pmn t j(z)+δmn
ℏ2

2m0

∫
le

dz
∂ti
∂z

∂t j

∂z

 , (3.5)

where k = (kt,kz) and kz =−i ∂
∂z . The following quantities are locally averaged over the

unit cell Ω centered at z:

Hso
mn(z) =

1
Ω

∫
Ω

dru∗m(r)
1

4M2
0c2

[∇V × p̂] ·σun(r), (3.6)

Pmn(z) =
1
Ω

∫
Ω

dru∗m(r)p̂(r)un(r). (3.7)

There were several approximations that were used in the derivation of Eq. 3.5. First,

the following quantity is assumed to be insignificant as the crystal momentum ℏk is small

compared with the particle momentum p (Montoya, 2023):

∫
dr ti(z)u∗m(r)

iℏ
4m2

0c2
√

A
[∇V ×k] ·σeik·r t j(z)un(r)≈ 0. (3.8)

Following this, each remaining term of the Hamiltonian in Eq. 3.4 are subject to lattice-cell

averaging of the following form (Montoya, 2023):

∫
dr ti(z)u∗m(r) Ōt j(z)un(r)≈ A

∫
dzti(z)t j(z)Omn(z), (3.9)

and

Omn(z) =
1
Ω

∫
Ω

dru∗m(r)Ōun(r). (3.10)
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Then, it is assumed that the potential V within individual elements is approximated as the

periodic potential of a bulk homogeneous material, resulting in the following (Montoya,

2023):
1
Ω

∫
Ω

dru∗m(r)

[
− ℏ2

2m0
∇2 +∑

i
V (r−Ri)

]
un(r)≈ En0δmn. (3.11)

Lastly, the integral in the growth direction was discretized into a sum of integrals over each

element, as such (Montoya, 2023):

∫
dz→∑

e

∫
le

dz, (3.12)

For a practical implementation of the k ·p Hamiltonian it is necessary to choose a lim-

ited number of bands which are the most relevant to the application under investigation. The

effects of the other bands are included perturbatively via Lowdin renormalization (Chuang,

2012). The chosen bands of interest encompass the set A and the remote bands will en-

compass set B. Then, the effective Hamiltonian matrix elements that account for the remote

bands is given as follows (Veprek, 2009; Montoya, 2023):

H ′i j,mn = Hi j,mn +∑
c

∫
lc

dzti(z)

[
ℏ2

m2
0

∑
b∈B

(k ·pm,b)(k ·pb,n)

Em0−Eb0

]
t j(z). (3.13)

This results in matrix elements that are polynomial in k to second order.

3.2.1 Effective Mass Approximation

One of the band structure models utilized in this work is the effective mass approximation

(EMA). It is a single band model, and the matrix elements of the Hamiltonian can be
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expressed as follows (Montoya, 2023):

Hk·p
in, jn = ∑

e

[
En0 +

ℏ2

2 ∑
α,β=x,y,z

(
1

m∗

)
α,β

kαkβ

]∫
le

dzti(z)t j(z), (3.14)

where: (
1

m∗

)
α,β

=
1

m0

δα,β +
1

m0
∑

n′ ̸=n

pα
n,n′ p

β
n′,n + pβ

n,n′ p
α
n′,n

En0−En′0

 . (3.15)

3.2.2 Four-band k ·p Hamiltonian

Recognizing the form of Eq. 3.5 and Eq. 3.13, the bulk k ·p Hamiltonian including per-

turbations from the remote bands can be expressed as a polynomial of second order in k

(Veprek, 2009):

Hk·p
bulk(k) = ∑

α,β=x,y,z
kαH̄(2)

α,βkβ + ∑
α=x,y,z

H̄(1)
α kα + H̄(0) (3.16)

By using the atomic-like basis set as expressed in Liu & Chuang (2002); Qiao et al.

(2012) and applying the axial approximation, which enforces axial symmetry of the dis-

persion in the transverse direction, the 8x8 k ·p Hamiltonian for zinc-blende can be block-

diagonalized and expressed as:

Hk·p
bulk(k) =

HU
4×4(k) 0

0 HL
4×4(k)

 , (3.17)
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with (Liu & Chuang, 2002):

HU
4×4 =



Ec +A −3Vp −Vp + iU −
√

2Vp− iU

−3Vp Ec−P−Q Rp + iSp
√

2Rp− i√
2
Sp

−Vp− iU Rp− iSp Ec−P+Q −
√

2Q+ i
√

3Sp

−
√

2Vp + iU
√

2Rp +
i√
2
Sp −

√
2Q− i

√
3Sp Ec−P−∆


, (3.18)

HL
4×4 can be found by taking the conjugate transpose of HU

4×4. Each of the terms defined in

Eq. 3.18 are as follows (Liu & Chuang, 2002):

A = Ak +Aε =

(
ℏ2k2

2m0

)
(k2

x + k2
y)+a(εx + εy + εz),

P = Pk +Pε =

(
ℏ2

2m0

)
γ1(k2

x + k2
y)−a0(εx + εy + εz),

Q = Qk +Qε =

(
ℏ2

2m0

)
γ(k2

x −2k2
y)+

b
2
(εx + εy−2εz),

(3.19)

where the Ok terms correspond with the unstrained perturbed matrix element and the Oε

terms correspond with the influence of asymmetric strain in the transverse plane via defor-

mation potentials. Additionally, the other terms are defined as (Liu & Chuang, 2002):

Rp =

(
ℏ2

2m0

)√
3
(

γ2 + γ3

2

)
k2

x ,

Sp =

(
ℏ2

2m0

)
2
√

3γxkxkz,

Vp =
1√
6

Pckr,

U =
1√
3

Pckz.

(3.20)

For T2SLs in which periodicity is broken in the growth direction, to derive the hetero-

geneous k ·p Hamiltonian, one must start with the bulk Hamiltonian (Eq.3.16) where kz
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must be replaced with the differential operator −i ∂
∂z and correct operator ordering must be

used. The time-independent Schrodinger equation for the nanostructure envelope functions

can be expressed as (Montoya, 2023):

Hk·p
T2SL(k)Fkt (z) =

[
H(0)(kt ,z)− iℏH(1)

L (kt ,z)
∂
∂z
− iℏ

∂
∂z

H(1)
R (kt ,z)

−ℏ2 ∂2

∂z2 H(2)(kt ,z)
]

Fkt (z)

= EFkt (z) (3.21)

The envelope functions are approximated using Lagrange polynomials in a finite-element

implementation of Galerkins procedure in the weak formulation (Montoya, 2023). Then,

multiplying on the left by a test function and integrating over space results in the following

generalized eigenvalue problem (Zhou et al., 2014; Montoya, 2023):

∑
j

Hk·p
i, j (k)Fj(kt) = E ∑

i

∫
dzti(z)t j(z)Fj(kt) (3.22)

where the final Hamiltonian used for heterogeneous structures Hk·p
i, j (k) in the growth z

direction is expressed as (Montoya, 2023):

Hk·p
i, j (k) = ∑

e

∫
le

dzti(z)H(0)(k,z)t j(z)− i
∫
le

dzti(z)H
(1)
L (k,z)

∂t j

∂z

−i
∫
le

dz
∂ti
∂z

H(1)
R (k,z)t j(z)+

∫
le

dz
∂ti
∂z

H(2)(z)
∂t j

∂z

 , (3.23)

Note that for the first order bulk terms in Hk·p
i,j (k) it is important that the correct form of

operator ordering is used to avoid spurious solutions (Veprek et al., 2007; Veprek, 2009).

This is achieved by applying Foreman operator ordering (Foreman, 1997) to Eq. 3.18 as
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described in Section 5.4.13 of Cambri (2017).

3.3 NON-EQUILIBRIUM GREEN’S FUNCTIONS

The fundamental theory behind the quantum transport model that was used to simulate

carrier transport in this work is presented in this section. The system under investigation

is composed of many particles under the influence of various complex interactions. It is

segregated into a device region, in which the various scattering mechanisms take action,

and contacts, which act as carrier reservoirs under thermal equilibrium. The simulation of

quantum system dynamics starts with the time-dependent Schrodinger’s equation (TDSE)

for an isolated system:

iℏ
d
dt
|Ψ(t)⟩= H(t)|Ψ(t)⟩ (3.24)

where the state of the system as a funtion of time is described by |Ψ(t)⟩ and H(t) is the

Hamiltonian governing the system behavior. In the case of a time-independent Hamilto-

nian, the solution to the TDSE is given as follows:

|Ψ(t)⟩= e−
i
ℏH(t−t0)|Ψ(t0)⟩ (3.25)

However, for a general system, the Hamiltonian cannot be expected to be time-independent.

The general solution to the TDSE for a time-dependent Hamiltonian is as follows (Ste-

fanucci & Van Leeuwen, 2013):

|Ψ(t)⟩= Û(t, t0)|Ψ(t0)⟩, (3.26)
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where the evolution operator Û(t, t0) is defined as (Stefanucci & Van Leeuwen, 2013):

U(t2, t1) =


T exp

(
− i

ℏ
∫ t2

t1 dt ′Ĥ(t ′)
)
, t2 > t1,

T exp
(
+ i

ℏ
∫ t1

t2 dt ′Ĥ(t ′)
)
, t2 < t1.

(3.27)

T and T are the chronological and anti-chronological ordering operator.

The time-dependent quantum average of an observable governed by Schrodinger’s

equation can then be expressed via the following equation (Stefanucci & Van Leeuwen,

2013):

O(t) = ⟨Ψ(0)|Ô(t)|Ψ(0)⟩= ⟨Ψ0|Û†(t,0)ÔÛ(t,0)|Ψ0⟩, (3.28)

The quantity O(t) can be described as the overlap between the initial state of the system

|Ψ(t)⟩ and one in which there is an evolution of the initial state |Ψ(t)⟩ from t0 to t, and

execution of the operator at t, and then an evolution of the state back to t0 (Stefanucci &

Van Leeuwen, 2013). Taking into account the definition of the time-evolution operators, it

is possible to rewrite this equation as the following:

O(t) = ⟨Ψ0|Te−i
∫ t

t0
dt ′H(t ′)ÔTe−i

∫ t
t0

dt ′H(t ′)|Ψ0⟩ (3.29)

By defining a contour in the complex time plane (see Fig. 3.1), Eq. 3.29 becomes:

O(t) = ⟨Ψ0|Te−i
∫

c dzH(z)Ô(t)|Ψ0⟩ (3.30)

where z is an index on the Schwinger-Keldysh contour (not to be confused with the growth

direction coordinate z), T is the contour ordering operator.
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Figure 3.1: The Konstantinov-Perel contour for the exact solution to the Green’s function
as presented in (Stefanucci & Van Leeuwen, 2013). The offset from the time axis is for
illustration purposes only.

This provides us with notation that will be useful in the case of Green’s functions.

When a system is coupled to the environment, it is no longer in a pure state. In this

case, it becomes convenient to speak instead in terms of ensemble-averages. In coupling an

isolated system to the environment, the interaction can be accounted for through a probabil-

ity distribution (Stefanucci & Van Leeuwen, 2013). The ensemble-average of an operator

can be thought of as the weighted sum of expectation values for many identical systems

coupled to the environment, taking into account the probability distribution (Stefanucci &

Van Leeuwen, 2013). The ensemble-average of an operator can be expressed as follows

(Stefanucci & Van Leeuwen, 2013):

O(t) =
Tr
(

T e−i
∫ t

0 dt ′Ĥ(t ′)Ô(t)
)

Tr
(

T e−i
∫ t

0 dt ′Ĥ(t ′)
) (3.31)

where the integration is over the contour which is exact and is displayed in Fig. 3.1. The

Hamiltonian is also specified over the contour in which Hm is over portion of the contour in

imaginary time and H is over the portion of the contour in real time. The inclusion of Hm

is related to the initial correlations prior to switch-on of the perturbing Hamiltonian which

is not pertinent to this work in which we only investigate steady-state dynamics.
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An approximation that can be made on the exact contour is the adiabatic approxima-

tion, in which it is assumed that the interacting density matrix can be evolved from the

non-interacting density matrix via adiabatic switch-on of the interaction (Stefanucci &

Van Leeuwen, 2013). In this case, the contour over which the integration occurs is pre-

sented in Fig. 3.2a.

Figure 3.2: The Keldysh contour for the solution to the Green’s function in the adiabatic
approximation as presented in (Stefanucci & Van Leeuwen, 2013), with (a) and without (b)
initial correlations. The offset from the time axis is for illustration purposes only.

Given that we are interested in steady-state behavior exclusively, we do not care about

initial correlations. Thus, the final contour over which the steady-state ensemble-average

of an operator is presented in Fig. 3.2b.

The general definition of the Greens function of n-order G(n)(1;1′; . . . ;n;n′) is the en-

semble average of n pairs of contour-ordered field operators Ψ(1)Ψ†(1′) in the Heisenberg
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picture (Stefanucci & Van Leeuwen, 2013):

G(n)(1;1′; . . . ;n;n′) =− in

ℏn ⟨T ΨH (1) . . .ΨH (n)Ψ†
H
(n′) . . .Ψ†

H
(1′)⟩ (3.32)

where a compound argument notation has been used in which n = r, t and n′ = r′, t′. The

Greens function can also be shown to be equal to (Montoya, 2023):

G(n)(1;1′; . . . ;n;n′) =
1
in

Tr
[
T exp−i

∫
c dzĤ(z)ψ̂(1) . . . ψ̂(n)ψ̂†(n′) . . . ψ̂†(1′)

]
Tr
[
T exp−i

∫
c dzĤ(z)

] , (3.33)

where for our interest in steady-state behavior the integration is over the contour c displayed

in Fig. 3.2b. The Green’s function on the contour contains the steady-state properties of

interest to this work. The next section will focus on the equations of motion for the Green’s

functions eventually leading to the presentation of the Dyson and Keldysh equation for

calculating the real-time Green’s functions.

3.4 EQUATIONS OF MOTION OF THE GREEN’S FUNCTIONS

To calculate the Greens functions, it is necessary to solve for the equations of motion with

respect to the time arguments on the contour. I will briefly introduce the type of Hamilto-

nian that will be used to derive the equations of motion of the Greens functions. It includes

the fully solvable component H0 that describes the effect of the lattice and the electrostatics

as well as a part containing the particle interactions Hi, both of which are time-independent.

Additionally, there is a time-dependent component responsible for driving the system out

of equilibrium which is included via a perturbative term Hext(t). Thus, the full Hamiltonion

will be of the form:

Ĥ(t) = Ĥ0 + Ĥi + Ĥext(t). (3.34)
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The complete Hamiltonian can be expressed in second-quantization as follows (Montoya,

2023):

Ĥ(t) =
∫

drΨ̂†(r, t)
[
Ĥ0(r)+U(r, t)

]
Ψ̂(r, t)

+
1
2

∫
dr

∫
dr′Ψ̂†(r, t)Ψ̂†(r′, t)V (r− r′)Ψ̂(r′, t)Ψ̂(r, t), (3.35)

where the potential V describes the carrier-carrier interactions and U a single-particle per-

turbing potential. From here, the equations of motion for the field operator Ψ̂µ(r, t) can be

derived (Montoya, 2023):

iℏ
∂
∂t

Ψ̂µ(r, t) =
[
Ĥ0(r)+U(r, t)

]
Ψ̂µ(r, t)

+
∫

dr′V (r− r′)Ψ̂†
µ(r
′, t)Ψ̂µ(r′, t)Ψ̂µ(r, t). (3.36)

The equation of motion for Ψ̂†
µ(r, t) is found by taking the adjoint of Eq. 3.36 (Stefanucci

& Van Leeuwen, 2013):

iℏ
∂
∂t

Ψ̂†
µ(r, t)) =− Ψ̂†

µ(r
′, t))

[←
Ĥ0(r)+

←
U(r, t)

]
−

∫
dr′V (r− r′)Ψ̂†

µ(r, t))Ψ̂
†
µ(r
′, t)Ψ̂µ(r′, t), (3.37)

where the arrow above an operator
←
O implies that it is applied to the field operator term

on the left. The derivation for the equations of motion of the Greens function of general

order, given Eq. 3.32, follows from this result and can be expression as (Stefanucci &

Van Leeuwen, 2013):

[
i

d
dzk
−h(k)

]
Ĝn(1, . . . ,n;1′, . . . ,n′)
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=± i
∫

d1v(k;1) Ĝn+1(1, . . . ,n,1;1′, . . . ,n′,1+)

+
n

∑
j=1

(±)k+ j δ(k; j) Ĝn−1(1, . . . ,k, . . . ,n;1′, . . . , j′, . . . ,n′), (3.38)

Ĝn(1, . . . ,n;1′, . . . ,n′)

−i

←
d

dz′k
−h(k′)


=± i

∫
d1v(k′;1) Ĝn+1(1, . . . ,n,1

−;1′, . . . ,n′,1)

+
n

∑
j=1

(±)k+ j δ(k′; j) Ĝn−1(1, . . . ,k′, . . . ,n;1′, . . . , j′, . . . ,n′). (3.39)

This equation is known as the Martin-Schwinger hierarchy, and it is valid for each of the

contours suggested in Fig. 3.1 and Fig. 3.2 (Stefanucci & Van Leeuwen, 2013). For the

properties pertinent to this work, the one-particle Greens function is the most relevant. The

equations of motion of the one-particle Greens function can be extracted from Eq. 3.38 and

Eq. 3.39 resulting in (Montoya, 2023):

[
iℏ

∂
∂t1
− Ĥ0(r1)−U(1)

]
G(1′1) = δ(1′1)− iℏ

∫
C

d2V (1−2)G(2)(121′2+), (3.40)

[
−iℏ

∂
∂t1′
− Ĥ0(r1′)−U(1′)

]
G(1′1) = δ(1′1)− iℏ

∫
C

d2V (1′−2)G(2)(12−1′2). (3.41)

Where G(2) is the two-particle Greens function. From Eq 3.38 and Eq 3.39 it is clear that to

solve for G(2), you need G(3), and so on. This continues in an infinite hierarchy, prohibiting

a direct solution to the equations of motion for G. To move forward, Eq. 3.40 and Eq. 3.41

can be rewritten as (Montoya, 2023):

[
iℏ

∂
∂t1
− Ĥ0(r1)−U(t1)

]
G(1′1) = δ(1′1)+

∫
C

d3Σ(13)G(3′1′), (3.42)
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[
−iℏ

∂
∂t1′
− Ĥ0(r1′)−U(t1′)

]
G(1′1) = δ(1′1)+

∫
C

d3G(13)Σ(3′1′)., (3.43)

where Σ encodes the entire effect of the particle interactions onto the one-particle dynamics.

The non-interacting Green’s function can be expressed as (Stefanucci & Van Leeuwen,

2013): [
iℏ

d
dz1
−h(1)

]
G0(1;1′) = δ(1;1′), (3.44)

G0(1;1′)
[
−iℏ

d
dz1′
−h(1′)

]
= δ(1;1′). (3.45)

The final form of the equations of motion for the one-particle Green’s function are the

Dyson’s equations (Stefanucci & Van Leeuwen, 2013):

G(1;2) = G0(1;2)+
∫

d3d4G0(1;3)Σ(3;4)G(4;2), (3.46)

G(1′;2) = G0(1′;2)+
∫

d3d4G(1′;3)Σ(3;4)G0(4;2). (3.47)

This is the formal solution for the one-particle Green’s function in which, in the exact

solution, the self-energy Σ depends in a complex way on the Green’s function (Stefanucci

& Van Leeuwen, 2013). However, the integral over the contour presents a complication.

To resolve this, several new real-time GFs can be introduced as analytic continuations of G

(Stefanucci & Van Leeuwen, 2013):

G(1′1) =



G<(1′1) t1, t ′1 ∈Ct ,

G>(1′1) t1, t ′1 ∈Ct ′ ,

G⌉(1′1) t1 ∈Ct , t ′1 ∈Ct ′ ,

G⌈(1′1) t1 ∈Ct ′ , t ′1 ∈Ct ,

(3.48)
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which are referred to as the chronological, anti-chronological, lesser, and greater Green’s

functions, respectively. The contour over which they correspond is the one in Fig. 3.2b.

The expressions for each of these quantities are as follows (Stefanucci & Van Leeuwen,

2013):

G<(1′1) =− i
ℏ
⟨TCΨ̂(1′)Ψ̂†(1)⟩

G>(1′1) =− i
ℏ
⟨TCΨ̂(1)Ψ̂†(1′)⟩

G⌉(1′1) =± i
ℏ
⟨Ψ̂†(1′)Ψ̂(1)⟩

G>(1′1) =− i
ℏ
⟨Ψ̂(1)Ψ̂†(1′)⟩ (3.49)

When solving NEGF problems, it is typical to use the retarded and advanced Green’s func-

tions in place of he chronological and anti-chronological ones. These are defined via (Ste-

fanucci & Van Leeuwen, 2013):

GR(1,1′) = θ(t1− t1′)
[
G>(1,1′)−G<(1,1′)

]
= GA(1′,1)† (3.50)

The equations of motion for the real-time Green’s functions presented above are derived

according to the Langreth rules. The derivation is skipped here, but can be found in Mon-

toya (2023) for the interested reader. The resulting Dyson’s and Keldysh equations for the

retarded (advanced) and lesser(greater) Green’s functions, respectively, are provided below

(Montoya, 2023):

GR(1′1) = GR
0 (1
′1)+

∫
d2

∫
d3GR

0 (1
′2)ΣR(2′3)GR(3′1), (3.51)

G≶(1′1) =
∫

d2
∫

d3GR(1′2)Σ≶(2′3)GA(3′1). (3.52)
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The real-time Green’s functions contain the full information of the steady-state dynamics

of one-particle properties in the system in question. To solve them one needs to know

the form of the real-time self-energy terms for a given interaction. In Section 3.6, I will

provide the equations for the real-time self-energy expressions for several particle-particle

interactions that will be pertinent to this work as derived according to the self-consistent

Born approximation (SCBA).

A final note of import is that given that we are interested only in the steady-state prop-

erties of the system, we can further simplify the calculation of Eq. 3.51 and Eq. 3.52. In

steady-state, the values of t1 and t2 are not important, but rather the time difference between

them τ = t2− t1. It is then possible to take the Fourier transport of the Green’s functions,

as such (Montoya, 2023):

G̃(r,r′;E) =
∞∫
−∞

dτeiEτGR(r,r′;τ) (3.53)

resulting in Green’s functions that depend only upon one energy argument, rather than two

time ones. The Dyson and Keldysh equations for the real-time Green’s functions in energy

space are then given as follows (Montoya, 2023):

GR/A(r,r′;E) =GR/A
0 (r,r′;E)

+
∫

dr1

∫
dr2 GR/A

0 (r,r1;E)ΣR/A(r1,r2;E)GR/A(r2,r′;E), (3.54)

G≶(r,r′;E) =
∫

dr1

∫
dr2 GR(r,r1;E)Σ≶(r1,r2;E)GA(r2,r′;E). (3.55)
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3.5 NUMERICAL IMPLEMENTATION OF NON-EQUILIBRIUM GREEN’S

FUNCTIONS

In this section, I will briefly describe the numerical implementation and boundary condi-

tions necessary for simulating carrier transport in T2SLs.

3.5.1 Spatial Discretization of Dyson and Keldysh Equations

The discretization of the quantum transport model was presented in greater detail in Mon-

toya (2023), but the main expressions and assumptions are reproduced in this section. Start-

ing from the definition of the Green’s function, discretization can be achieved by first ex-

panding the field operators in the real-space basis expressed in Eq. 3.2 (Montoya, 2023):

Ψ̂H(r, t) = ∑
ν

ϕν(r)ĉν(t) (3.56)

Ψ̂†
H(r, t) = ∑

ν
ϕ∗ν(r)ĉ

†
ν(t) (3.57)

Next, plugging this in to the definition of the single-particle Green’s function which is ob-

tained from Eq. 3.32, the discretized Green’s function over space is expressed as (Montoya,

2023):

G(r, t;r′, t ′) =− i
ℏ
⟨T Ψ̂H(r, t)Ψ̂†

H(r
′, t ′)⟩

=− i
ℏ
⟨T
(

∑
ν

ϕν(r)ĉν(t)
)(

∑
µ

ϕ∗µ(r
′)ĉ†

µ(t
′)

)
⟩

= ∑
νµ

ϕν(r)
(
− i
ℏ
⟨T ĉν(t)ĉ†

µ(t
′)⟩
)

ϕ∗µ(r
′)

= ∑
νµ

ϕν(r)Gνµ(t, t ′)ϕ∗µ(r
′), (3.58)
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In energy space, this expression becomes:

G(r,r′;E) = ∑
νµ

ϕν(r)Gνµ(E)ϕ∗µ(r
′). (3.59)

The matrix form of the Dyson and Keldysh equations can thus be written as follows (Mon-

toya, 2023):

GR(E) = GR
0 (E)+GR

0 (E)Σ
R(E)GR(E), (3.60)

G≶(E) = GR(E)Σ≶(E)GA(E). (3.61)

where the Greens functions are all expressed in contravariant form:

G(r,r′;E) = ∑
νµ

ϕν(r)Gνµ(E)ϕ∗µ(r
′), (3.62)

and the self-energy is expressed in covariant form:

G̃νµ(E) =
∫

dr
∫

dr′ϕ∗ν(r)G(r,r′;E)ϕµ(r′). (3.63)

The non-interacting Green’s function of Eq. 3.60 is expressed as follows (Montoya, 2023):

GR
0 (E) = [(E + iη)M−H−U ]−1 , (3.64)

where:
Hµν =

∫
dr ϕ∗ν(r) Ĥ0(r)ϕµ(r),

Uµν =
∫

dr ϕ∗ν(r)U(r)ϕµ(r).

Mµν =
∫

dr ϕ∗ν(r)ϕµ(r).

(3.65)

Note that the overlap matrix M has been introduced with the form (Steiger, 2009) provided

in Eq. 3.65.
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where the coarse-graining assumption of k ·p was used which assumes that the en-

velope functions vary slowly over a unit cell. Also, η→ 0+ which is necessary for the

Green’s function to have the correct properties (Stefanucci & Van Leeuwen, 2013). Ulti-

mately, Eq. 3.60 and Eq. 3.61 are ultimately the two equations that are solved in the NEGF

calculations in this work.

3.5.2 Implementation of Open Boundary Conditions

A more comprehensive derivation of the open boundary condition implementation is pro-

vided in Montoya (2023). However, the key equations and assumptions are summarized

in this section. Up to this point, the equations that have been developed to study quantum

transport in T2SLs only encompass the isolated device. To study the conduction of carriers

through a region of T2SL material, the system is coupled to semi-infinite contacts on both

ends of the simulation domain. This allows for carrier injection into, and collection from,

the device region of the simulation. The strategy used for introducing semi-infinite contacts

to the device domain is to fold the influence of them into a self-energy term that will be in-

cluded in Eq. 3.60 and Eq. 3.61. This will be in addition to the self-energy terms associated

with particle-particle interactions. The full derivation for the pertinent equations in this

section is given in Montoya (2023). However, this section will provide the most important

expressions.

The derivation begins by starting with the Dyson’s equation for a system with three

coupled sections (device and contacts) (Montoya, 2023):


ĤL,D ĤL,DL 0

ĤDL ĤD ĤDR

0 ĤRD ĤR




GR
L GR

LD GR
LR

GR
DL GR

D GR
DR

GR
RL GR

RD GR
R

=


1 0 0

0 1 0

0 0 1

 (3.66)
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where Ĥ terms have the following form:

Ĥ = ES−H−Σ (3.67)

Eq. 3.66 can be solved for the case of a nearest-neighbor Hamiltonian where only the

boundary terms are non-zero resulting in the boundary self-energy expressions (Montoya,

2023):

ΣRB
1,1 =

{
H̃1,0

DL

}[
gR

0,0
]{

H̃0,1
DL

}
ΣRB

N,N =
{

H̃N,N+1
DR

}[
gR

N+1,N+1
]{

H̃N+1,N
DR

}
ΣSB

1,1 =
{

H̃1,0
DL

}[
gS

0,0

]{
H̃0,1

DL

}
ΣSB

N,N =
{

H̃N,N+1
DR

}[
gS

N+1,N+1

]{
H̃N+1,N

DR

}
(3.68)

where

gR
L = H̃−1

L = [ESL−HL−ΣL]
−1, (3.69)

gR
R = H̃−1

R = [ESR−HR−ΣR]
−1. (3.70)

The retarded boundary self-energy terms are calculated via a method that matches the

boundary terms of the envelope function which can be accomplished in the single (Polizzi

& Datta, 2003) and multi-band (Piprek, 2017) cases. The final expressions for the left and

right contacts are (Montoya, 2023):

ΣRB
1,1(k,E) =−iH(2)(z1)χLKL[χL]−1 + iHR(k,z1),

ΣRB
N,N(k,E) =−iH(2)(zN)χRKR[χR]−1 + iHR(k,zN),

(3.71)

where χ and K are the row vectors of eigenfunctions of the bulk Hamiltonian associated
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with outgoing waves and the diagonal matrix of the corresponding longitudinal wavevector,

respectively. They are expressed as follows (Montoya, 2023):

χL(R) =
[
χL(R)

1 , . . . ,χL(R)
Nb

]
(3.72)

KL(R)
z =



kL(R),1
z 0 · · · 0

0 kL(R),2
z · · · 0

...
... . . . ...

0 0 · · · kL(R),Nb
z


, (3.73)

Finally, the lesser (greater) boundary self-energies can be calculated by assuming bulk-like

behavior of the contact material at equilibrium via (Montoya, 2023):

ΣB
1,1 =− fFD(E−µL)(ΣRB

1,1−ΣAB
1,1),

ΣB
N,N =− fFD(E−µR)(ΣRB

N,N−ΣAB
N,N), (3.74)

ΣB
1,1 = [1− fFD(E−µL)](ΣRB

1,1−ΣAB
1,1),

ΣB
N,N = [1− fFD(E−µR)](ΣRB

N,N−ΣAB
N,N), (3.75)

The main assumption of this section is that the contacts can be treated as semi-infinite bulk

material at equilibrium.

3.5.3 Mode-Space Methodology

A more comprehensive explanation for the mode space metholodology can be found in

Bertazzi et al. (2020). However, the main points are reproduced in this section. The self-

consistent loop of the SCBA is computationally inefficient for devices with a relatively

large number of spatial nodes. Therefore, while the final calculation of the Dyson and
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Keldysh equations is performed in real space (Eq. 3.60 and Eq. 3.61), the inner loop of the

SCBA is performed in a problem-matched, mode space basis. The approach starts with the

generalized eigenvalue problem for solving Schrodinger’s equation in the finite-element

basis (Bertazzi et al., 2020):

H0ψl = EMψl (3.76)

where the expression is written in matrix form. This equation is then transformed by

means of Lowdin symmetric orthogonalization to a standard eigenvalue problem as fol-

lows (Bertazzi et al., 2020):

M−1/2H0M−1/2ψl = Elψl (3.77)

The solutions are separated into two different sets: near and remote. The sets are cate-

gorized according to the proximity in energy to the center of the energy range being in-

vestigated. To accommodate the calculation of the self energy, it is pertinent to have an

orthogonalized basis set in real space. This is done by diagonalizing the position operator

in the near and remote basis resulting in maximally localized basis functions (Zeng et al.,

2013; Bertazzi et al., 2020):

Z̃αiψ
ML
αi

= zαiψ
ML
αi

, (3.78)

with

Z̃α = T †α M−1/2ZM−1/2Tα, (3.79)

where Z is the position operator in the finite-element basis. The transformation ma-

trix Tα has columns for the near (α = n) and remote (α = r) modes. Then with

Pα = {ψML
α1

. . .ψML
αn
}T an additional transformation matrix P = {Pn,Pr} is defined, and the

Dyson and Keldysh equations (Eq. 3.60 and Eq. 3.61) can be expressed in this new mode
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space (Bertazzi et al., 2020):

G̃R(E) = G̃R
0 (E)+ G̃R

0 (E)Σ̃
R(E)G̃R(E), (3.80)

G̃≶(E) = G̃R(E)Σ̃≶(E)G̃A(E). (3.81)

with the Green’s functions and self-energies of the form:

G̃ = P†T †M−1/2ZM−1/2T P

Σ̃ = P†T †M1/2ΣM1/2T P. (3.82)

The effect of the remote bands on the system are included via additional self-energy terms

(Bertazzi et al., 2020):

Σ̃R
nn = Ãnrg̃R

rrÃrn (3.83)

Σ̃<
nn =−Σ̃<

nrg̃
A
rrÃ
∗
rn− Ãnrg̃R

rrΣ̃
<
rn + Ãnrg̃<rrÃ

∗
rn (3.84)

with g̃R
nn = Ã−1

rr , g̃<rr = g̃R
rrΣ̃<

rr g̃A
rr , and with terms of the form Ã = EI− H̃. In mode space,

the spatial coordinate in the growth direction will be replaced by the eigenpositions zi.

3.6 PARTICLE INTERACTION SELF-ENERGIES

The derivation of the particle-particle interaction self-energies is complex and will not be

present here. The interested reader can turn to Section 2.7 in Montoya (2023) for more

detail. However, this section will provide the pertinent self-energy expressions for electron-

phonon interactions while mentioning the most important approximations.

The SCBA approximation is implemented in which the full Green’s function is used in

the diagrammatic expansion of the self-energies resulting in higher order diagrams (Mon-
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toya, 2023). The Hartree and Fock terms were included, while higher order irreducible

terms where truncated. In deriving the self-energy for electrons, it was assumed that the

phonon bath remains in equilibrium as carrier concentration in IR absorber layers are not

large enough to impose non-equilibrium behavior on phonon populations (Compagnone

et al., 2002; Bertazzi et al., 2020). Lastly, the principle component of the retarded self-

energy is neglected as it leads only to energy renormilization (Aeberhard, 2008). Con-

sidering these approximations, the self-energies for electron-phonon interactions can be

expressed as follows (Montoya, 2023):

Σ̂≶(k,E)i j =∑
q
|Uq|2eiqz(zi−z j){M

[
NqĜ≶(k−q,E∓ℏω)

+(⟨Nq⟩+1)Ĝ≶(k−q,E±ℏω)
]

M}i j,

(3.85)

where the Bose-Einstein occupation number of the phonon bath is expressed as

nq =
(

eβℏωq−1
)−1

for a given angular frequency ωq, mode q of the phonon, and

β = (kbT)−1. The retarded self-energy is expressed as (Aeberhard, 2008; Bertazzi et al.,

2020):

Σ̂R(k,E)i j =∑
q
|Uq|2eiqz(zi−z j){M

[
NqĜR(k−q,E +ℏω)

+(⟨Nq⟩+1)ĜR(k−q,E−ℏω)
]

M}i j,

(3.86)

3.6.1 Acoustic Phonons

For the electron-phonon interaction with acoustic phonons, the scattering strength is given

according to the deformation-potential scattering theory (Bertazzi et al., 2020):

Uq =

√
ℏD2

a
2V ρul

Q, (3.87)
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where Da is the deformation potential, which in this work is assumed to be 8eV (Hess,

2012; Bertazzi et al., 2020), ρ is the mass density of the material, and ul is the longitudinal

sound velocity.

The electron-phonon interaction for acoustic phonons is considered as elastic in this

work. Furthermore, assuming that the change in phonon occupation is negligible due to the

following: nq ≈ kBT
ℏωq
≈ nq +1 (Montoya, 2023), the final expressions for the self-energies

for acoustic phonon scattering are (Montoya, 2023):

Σ̂≶
i, j(k,E) =

1
∆i j

(
D2kBT
Aρu2

)
∑
qt

{SĜ≶
i, j(k−qt ,E)S} (3.88)

where

1
∆i j

=
1
L ∑

qz

eiqz(zi−z j) ≈ 1
2π

π/aL∫
−π/aL

dqz eiqz(zi−z j) =
1
π

sin
(

π
aL
(zi− z j)

)
zi− z j

, (3.89)

and aL is the growth direction lattice constant.

3.6.2 Polar-Optical Phonons

For polar-optical scattering, within the Fröhlich formalism it is assumed that the phonons

are dispersion-less and subject to a scattering strength of (Belenky et al., 2020):

Uq =

√
e2ℏωLO

2V

(
1

ε∞
− 1

εs

)
Q

Q2 +q2
0

(3.90)

where ℏwLO is the longitudinal phonon energy, assumed to be 30meV in this work (Bertazzi

et al., 2020). Additionally, ε∞ and ε0 are the optical and static dielectric constants, respec-

tively, q0 is the Debye-Hückel screening length, assumed to be 10nm in this work (Bertazzi

et al., 2020). Applying this to Eq. 3.85 and Eq. 3.86 and applying the axial approximation,
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the resulting expression for the self-energies of polar-optical scattering is as follows (Mon-

toya, 2023):

Σ≶
i, j(k,E) =

e2ℏωLO

4π2

(
1

ε∞
− 1

εs

)
×

∫
dqtqtF(qt ,si j,k)

×
{

S
[
(nLO +1)G≶(qt ,E±ℏωLO)

+nLOG≶(qt ,E∓ℏωLO)
]

S
}

i, j
,

(3.91)

ΣR
i j(k,E) =

e2ℏωLO

4π2

(
1

ε∞
− 1

εs

)
×

∫
dqtqtF(qt ,si j,k)

×
{

M
[

1
2
(
GR(qt ,E−ℏωLO)

−GR(qt ,E +ℏωLO)
)

+(nLO +1)GR(qt ,E +ℏωLO)

+nLOGR(qt ,E−ℏωLO)
]

M
}

i, j ,

(3.92)

with

F(q,si j,k) =

π
aL∫

0

dqz cos(qzsi j)

×

 1√
(k2 +q2 +q2

z +q2
0)

2−4k2q2
−

q2
0

(k2 +q2 +q2
z +q2

0)
2−4k2q2)3/2


(3.93)

In this expression, q′t = k−qt, where it is assumed that k is small which is reasonable for a

k ·p band structure with a direct gap. Also introduced is the expression sij = zi− zj.
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3.7 MATERIAL PROPERTY EXTRACTION

Once calculated, the Green’s functions can be used to determine one-particle properties

that are relevant to this work, like the carrier density and current. The carrier density can

be computed from (Aeberhard, 2008):

ρn,p(z) = (∓) i
A ∑̄

k

∫ dE
2π

G≶(z,z, k̄,E) (3.94)

which in the real space basis used in this work (Eq. 3.2) becomes (Montoya, 2023):

ρn,p(z) =−
i
A ∑

k

∫ dE
2π

Tr[G<
i, j(k,E)], (3.95)

with G expressed in matrix notation. Furthermore, the current density can be extracted

from the following equation (Lake & Pandey, 2006; Montoya, 2023):

Ji→i+1 =
1
ℏA ∑

k

∫ dE
2π

{
Tr
[
(Hi,i+1(k)−ESi,i+1)G<

i+1,i(k,E)
]

−Tr
[
(Hi+1,i(k)−ESi+1,i)G<

i,i+1(k,E)
]}

. (3.96)

Another quantity that will prove useful in Chapter 5 is the divergence of the current which

can be interpreted as the recombination rate for a scattering mechanism when it is used

with the self-energy corresponding with a single scattering mechanism rather than the total

one (Steiger, 2009; Montoya, 2023):

∂J
∂z

(zi,E) =−
1

2πℏA∆zi
∑
k

Tr

{[
ΣR(k,E)G<(k,E)+Σ<(k,E)GA(k,E)

]
−
[
GR(k,E)Σ<(k,E)−G<(k,E)ΣA(k,E)

]}
i,i

,

(3.97)
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Due to the non-negligible ballistic effects in the regime of transport investigated, we use

resistance scaling analysis to solve for the vertical hole mobility as described in Glennon

et al. (2023):

pR(Ls) = pRc + pRB +
Ls

µe
, (3.98)

where Rc and RB are the contact and ballistic resistances, respectively, Ls is the simulation

size, µ is the mobility we are extracting, e the elementary charge, and p represents the hole

density. The explanation for this expression with be developed extensively in Chapter 5

in which an analysis on the extraction of mobility from NEGF calculations is presented.

This concludes the introduction to the quantum transport theory model used throughout

this work. The next chapter will present some basic device physics related to IR PDs for

which the mobility calculated via Eq. 3.98 will be important.



53

CHAPTER 4

Device Physics of Infrared Photodetectors

As pointed out in Chapter 2, type-II superlattice (T2SL) photodetectors (PDs) tend to suffer

from high dark currents in comparison with state-of-the-art HgCdTe PDs. For this reason,

various barrier architectures have been developed. Barrier devices have achieved some

success in improving the detectivity in T2SL PDs (Alshahrani et al., 2022). The nBn struc-

ture, was designed to reduce the dark current associated with generation-recombination

(GR) mechanisms, tunneling currents, and surface leakage (Maimon & Wicks, 2006). In

this work, we have focused on using a model for QE in nBn detectors to evaluate several

examples of T2SL structures.

In Section 4.1, the most common sources of dark current are introduced. In doing

so, the advantages of nBn PDs over the more traditional pin PD are explained. Then, a

comparison of the QE for pin versus nBn architectures will be presented in Section 4.2,

demonstrating one of the main drawbacks for nBn PDs.

4.1 PHOTODETECTOR DARK CURRENT

Dark current is defined as the current that persists in a PD when not under illumination.

During photodetection, dark current leads to shot noise which limits the detectivity of a

PD (Nguyen, 2010). Common sources of dark current are GR mechanisms in the depletion

region, thermal generation and diffusion of carriers in the charge neutral region, tunneling,

and surface leakage (Nguyen, 2010). Thus, the dark current can be separated as follows:

Jdark = JGR + Jdi f f + Jt + Jsur f . (4.1)

The following sections will briefly describe each component of the dark current in
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relation to pin and nBn PDs. The goal is to demonstrate some of the advantages of the

nBn PD design and justify using it to provide a baseline for predicting the impact that the

calculated mobility will have on device performance. Figs 4.1a and 4.1b present simplified

band diagrams of a pin and an nBn PD, respectively, that will be useful for discussing the

dark current mechanisms in the next sections.

Figure 4.1: Simplified band diagrams of a (a) pin and an (b) nBn PD.

4.1.1 Generation Recombination Current

GR current is a common problem for T2SL materials, limiting the maximum operating

temperature for BLIP (Maimon & Wicks, 2006). As mentioned in Chapter 2, Auger re-

combination tends to be suppressed in T2SL materials due to the strain induced energy

separation of the light-hole (LH) and heavy-hole (HH) bands as well as the relatively flat

dispersion in the growth direction when compared with bulk semiconductors (Rogalski,

2003). Thus, Shockley-Reed-Hall (SRH) processes tend to dominate the GR dark current

(Nguyen, 2010). The dark current due to SRH processes in the depletion region of a p-n

junction for mid-gap states at large bias (eV >> kT) is given by the following expression

(Nguyen, 2010):

Jdark =
eniW√τnτp

V
V −Vb

. (4.2)
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where W is the depletion region thickness, V the applied bias, Vb the built-in potential,

τn(p) the electron (hole) SRH lifetime, and ni the intrinsic carrier concentration. Note that

at low temperatures, the requirement for high reverse bias is relatively low. When compar-

ing the dark current present in a pin versus an nBn PD, the key parameter is the intrinsic

carrier concentration. The intrinsic carrier concentration in a semiconductor material has a

negative exponential dependence on the BG, as such: (Maimon & Wicks, 2006)

ni ∝ exp(
−Eg

2kT
). (4.3)

where Eg is the BG. This is the key different between the pin and nBn PD, where in the pin

design the depletion region is in the small BG i-region and in the nBn design the depletion

region is mostly relegated to the large gab barrier layer. The activation energy for carriers

scattering into trap states is significantly grater for wide BG materials as in the nBn barrier

layer. Thus, the nBn detector can be expected to reduce the dark current associated with

SRH processes compared with the pin design. This distinction is demonstrated via a simple

model in Fig. 4.2.

Figure 4.2: Simplified band diagrams of a (a) pin and an (b) nBn PD with representations
of SRH scattering in the depletion regions of the devices.

A final comment is that SRH processes are due to material defects with states that exist
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within the forbidden gap region of a semiconductor. Therefore, it is not an intrinsic quality

of the material and can be reduced via improvement in the growth process (Nguyen, 2010).

4.1.2 Diffusion Current

The diffusion current in a p-n junction can be represented by the following expression

(Nguyen, 2010):

Jdi f f = J0

(
exp
(

eV
kT

)
−1
)
, (4.4)

where J0 is the dark current at zero bias. The first term is representative of majority carrier

diffusion from a region of low concentration to one of higher concentration. For reverse-

biased pin PDs, the potential barrier is likely too high for this component to be significant.

However, the second term is associated with the drift of minority carriers in which minority

carriers that are able to diffuse to the depletion region are swept up by the electric field

(Nguyen, 2010). The expression for the dark current in a p-n junction under the assumption

of reflective contacts is the following (Nguyen, 2010):

J0 = en2
i

(
Dn

NDLn
tanh

wn

Ln
+

Dp

NALp
tanh

wp

Lp

)
, (4.5)

where Dn(p) is the minority carrier diffusion coefficient, Ln(p) is the minority carrier diffu-

sion length, and wn(p) the length of the quasi-neutral region contributing to the dark current.

In the case of nBn detectors under reverse-bias, we expect the diffusion near the de-

pletion region in this case to be dominated by minority carrier drift from the quasi-neutral

region. Due to both sides of the depletion region being n-doped, only the n-doped absorber

layer have minoirty holes that can be swept up by the depletion region. If we take the
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contribution from only the n-type absorber layer, we would get the following:

J0 = en2
i

(
Dn

NDLn
tanh

wn

Ln

)
. (4.6)

Therefore, the difference between the pin and nBn design is that the pin has diffusion

contribution from minority electrons and holes in both quasi-neutral regions, while the nBn

design is only subject to contribution from the minority holes via one of the quasi-neutral

regions. Note, it is assumed that the depletion region extends over the whole i-region and

barrier layer for the pin and nBn PD, respectively. Thus, if all other material and device

parameters were equal, one would expect the nBn to have lower diffusion dark current than

the pin design. However, this is a very rudimentary analysis and an in-depth analysis would

have to take into consideration the detailed description of the two devices. This distinction

is demonstrated via a simple model in Fig. 4.3.

Figure 4.3: Simplified band diagrams of a (a) pin and an (b) nBn PD with representations
of diffusion dark current in the quasi-neutral regions of the devices.

4.1.3 Tunneling Current

Another source of dark current in traditional pin PDs is tunneling current from the p-region

valence band to the n-region conduction band. The two most common mechanisms are



58

band-to-band tunneling and trap-assisted tunneling. In band-to-band tunneling, electrons

tunnel across the forbidden gap elastically in a p-n junction in reverse bias (Nguyen, 2010).

Additionally, trap-assisted tunneling occurs via intermediate trap states which are caused

by defects in the crystal structure. These two mechanisms can become problematic for pin

PDs at moderate reverse biases Nguyen (2010).

On the other hand, in the nBn structure, both contact regions are n-doped. This means

that a larger built-in field, or a larger reverse bias, would be required to align the valence

band of one n-side with the conduction band of the other. Tunneling between the con-

duction bands of the n-regions is also diminished due to the thickness of the barrier region.

Thus, the band diagrams suggest that the pin design would be more susceptible to tunneling

dark current than the nBn design for equal built-in potential and reverse bias. However, it

must be mentioned that the nBn design may require greater reverse bias to achieve optimal

performance than the standard pin diode in order to overcome unintentional hole barriers

existing between the absorber and contact layers. Thus, the specific design of each de-

vice and the device quality will have a significant impact on the relative performance. In

Fig. 4.4, an example of electrons tunneling between the valence band of the p-region and

the conduction band of the n-region is presented. Additionally, I demonstrate the failure of

tunneling occurring between the valence band of the barrier layer and the conduction band

of the n-type absorber layer.
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Figure 4.4: Simplified band diagrams of a (a) pin and an (b) nBn PD with representations
of tunneling in the pin device and lack of tunneling in the nBn device.

4.1.4 Surface Leakage Current

Surface leakage current is dark current resulting from conduction at the etched surface of

the device (Razeghi & Nguyen, 2014). To reduce the surface leakage current in a typical

pin PD, surface passivation must be used which can present certain challenges (Tan et al.,

2021). However, the nBn structure can be designed such that it contains an intrinsic passi-

vation layer. After lithography, selective etching can be chosen to stop at the barrier layer.

Then, the contact layer and the barrier are coated in gold, with the final result being that

the barrier layer behaves as a passivation layer as well (Maimon & Wicks, 2006).

Ultimately, the nBn design can inherently suppress dark current due to SRH processes,

tunneling, and surface leakage current. This is important for creating IR PDs that can

operate at higher temperatures. However, one drawback of the nBn device is that it does

not capture carriers as efficiently as the standard pin PD.

4.2 QUANTUM EFFICIENCY

As discussed in Section 2.3.3, the QE of a PD can be defined as the ratio of captured pho-

togenerated carriers to incident photons. This is a measure of the efficiency of capturing
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photons resulting in a detection signal. As such, it is an important measurement for evalu-

ating IR PD performance. In the following sections, a brief comparison of the QE for pin

devices versus that for nBn devices is presented.

4.2.1 pin Detectors

First, the QE for a backside-illuminated P-on-N device will be investigated. In this case,

photons impinge upon the device in the n-region first. Thus, it is the most directly compa-

rable to the nBn design. The quantum efficiency is the sum of the contributions from the

two quasi-neutral regions and the depletion region as follows:

η = ηp +ηd +ηn. (4.7)

In the case of the P-on-N device, it will be assumed that the p-doped region does not

contribute to the QE. Thus, the QE from the contributions of the depletion region and the

n-doped region is calculated, as such (Nguyen, 2010):

ηd = e−αwn− e−α(wn−W ) (4.8)

ηn =

(
αLn

α2L2
n−1

)αLn− e−αwn sinh
(

wn
Ln

)
cosh

(
wn
Ln

) −αLhe−αwn

 , (4.9)

where α is the absorption coefficient. Note that reflection has been ignored in these equa-

tions and that perfect collection is assumed in the depletion region where photogenerated

carriers are swept to the contacts via the electric field. While an ideal homojunction pin de-

vice would have an intrinsically doped active region within which the depletion region ex-

tends throughout, unintentional doping can lead to a significantly reduced depletion region



61

thickness (Nguyen, 2010). In the case of a Ga-based SLs it was shown to be below 0.8 µm

(Nguyen, 2010). To probe the potential value of the QE in this device, several material and

device parameters that would be relevant for a Ga-free SLS were selected. An absorption

coefficient of 1,000 cm−1 and a minority hole lifetime of 1 µs (see Section 2.3.2.1) were

assumed. The hole mobility as a function of temperature was extracted from Casias et al.

(2020) and used to calculate the minority hole diffusion length as a function of temperature.

The Einstein relation can be used to approximate the minority carrier diffusion coefficient

from the minority carrier mobility and lifetime via:

Dn,p = µ
kT
q
. (4.10)

The minority carrier diffusion length can then be calculated from the diffusion coefficient

and the mobility via:

Ln,p =
√

Dn,pµn,p. (4.11)

A depletion region width of 0.8 µm was selected while the rest of the device was chosen

to be 4.2 µm for a total of 5 µm for the active region. The QE calculated as a function of

temperature has been plotted in Fig. 4.5. Next, these results will be compared with those

of an nBn detector described in the next section. 4.5.
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Figure 4.5: Calculated QE for simple models of pin and nBn detectors with the same mate-
rial parameters and the same active region thickness. The depletion region extends into the
active region in the homojunction pin, but the depletion region is encompassed completely
within the barrier layer. Photogenerated carriers in the depletion region of the device are
collected efficiently resulting in higher QE for the pin device at lower temperatures.

4.2.2 nBn Detectors

The QE of a backside-illuminated nBn detector is taken as just the n-doped region contri-

bution:

ηn =

(
αLn

α2L2
n−1

)αLn− e−αwn sinh
(

wn
Ln

)
cosh

(
wn
Ln

) −αLhe−αwn

 . (4.12)

This equation assumes absorption only occurs in the active n-doped region. Absorption in

the IR regime will not occur in the high BG barrier layer and it is assumed that the other n-

doped layer is too thin to contribute significantly. All of the other material parameters were

selected to be the same as those for the pin device in Section 4.2.1. The only difference is
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that the absorber n-doped region will be 5 µm in this case. This was chosen to account for

the fact that no absorption occurs in the depletion region of the B-n junction in which the

depletion region extends nearly exclusively over the barrier layer. Thus, the active region of

the nBn device is the same length as that in the pin device. The QE calculated as a function

of temperature for the nBn detector was also included in Fig. 4.5. It is clear that the QE in

the pin device is higher than that in the nBn detector at temperatures at which IR PDs are

currently operated. This can be attributed to the fact that the nBn design is entirely reliant

on diffusion of photogenerated carriers from the active region whereas the depletion region

in the pin design encompasses a portion of the active region. Carriers that are generated

within the depletion region are efficiently captured due to the built-in electric field. Thus,

the pin PD has an advantage over the nBn PD in the context of these simplified models.

However, the overall detectivity of a PD, which is calculated as follows (Nguyen, 2010):

D∗ =
qλ
hc

η
√

R0A
4kT

, (4.13)

is dependent on the dark current (via the R0A term) as well as the QE. The advantages of

the reduced dark current in the nBn detector can thus result in higher detectivity under the

right conditions (Khoshakhlagh et al., 2010).
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CHAPTER 5

Mobility Extraction from Quantum Transport Calculations

The bulk of the work presented in this chapter has been published in Glennon et al. (2023).

The details have been reproduced and repurposed to serve the overall narrative of this dis-

sertation.

5.1 INTRODUCTION

In this chapter, the results of an investigation we conducted that validates the use of Eq. 3.98

for calculating the vertical hole mobility is presented. As described in Section 3.1, the

use of quantum transport methodologies towards the study of nanostructured materials

like SLs is advantageous as it reduces the need for uncontrolled approximations. While

these methodologies can be effective in studying material properties, typically the compu-

tational complexity of the formalism precludes the extension of these simulations to those

of a full PD from source-to-drain. Therefore, it is often beneficial to extract parameters

that approximate the transport behavior demonstrated in these quantum transport method-

ologies and apply them within a more computationally feasible model to predict device

properties. The most pertinent parameter for this work is the carrier mobility, an impor-

tant parameter for carrier collection, which can be used to approximate the effects that the

nanometer-scale phenomena have on the carrier transport. This extracted mobility can then

be used to model PD performance through the use of simpler transport models. One such

example is quantum-corrected DD transport models (Witzigmann et al., 2000; de Falco

et al., 2005; Ancona & Svizhenko, 2008; Tibaldi et al., 2019). This includes approaches

like Schrodinger-Poission DD (Tibaldi et al., 2021) and landscape-localization DD (Arnold

et al., 2016; Filoche et al., 2017) approaches. Alternatively, the mobility can be incorpo-

rated in simpler analytical models for common PD architectures, as described in Chapter 4.
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However, carrier mobility is not germane to quantum transport methodologies, such as

NEGF, and requires special considerations. In this chapter, we will examine the common

methods for carrier mobility extraction from NEGF calculations in the context of T2SLs.

5.2 MESOSCOPIC PICTURE OF MOBILITY

Several methods for extracting the carrier mobility from quantum transport simulations

have been demonstrated in the literature. However, it is not clear whether the concept of

mobility is valid for arbitrarily small devices. Theoretical mobility investigations (Shur,

2002; Wang & Lundstrom, 2003; Huet et al., 2007; Zilli et al., 2007; Gnani et al., 2010;

Riyadi & Arora, 2011; Arora, 2012; Guarnay et al., 2014; Bellotti et al., 2021) and exper-

imental evidence (Łusakowski et al., 2005, 2007; Wang et al., 2008; Liu et al., 2011; Gu

et al., 2012; Majumdar & Antoniadis, 2014; Lin et al., 2016) demonstrate a degradation

in the apparent mobility for nanoscale devices, suggesting that the use of the macroscopic

mobility becomes questionable at this scale. For computationally demanding formalism,

such as NEGF, this can lead to inaccuracies when attempting to use the nanoscale transport

simulations to make predictions about device performance if care is not taken.

NEGF calculations are limited computationally to relatively small domains; for the

method we typically employ in this dissertation this tends to be on the order of a few

hundreds of nanometers. At this scale, the concept of an intrinsic mobility may break down.

In nanoscale devices, the ballistic resistance of the device can become significant, limiting

the carrier velocity that can be achieved in the device before exiting to the contacts. Shur

(2002) presented a phenomenological model for qualitatively describing the “apparent”

mobility measured in short channel HEMT devices. In this model, the apparent mobility

is described via a Matthiessen’s rule relationship between the standard diffusive mobility

and what they refer to as the “ballistic” mobility, a representation of the reduction in the
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apparent mobility due to the ballistic resistance, as in the following: (Shur, 2002)

1
µapp

=
1

µball
+

1
µdi f f

(5.1)

To help conceptualize this behavior, we used the expression for the ballistic mobility of a

3D bulk resistor with parabolic bands set between two semi-infinite contacts:

µball =
LvT

2(KBT/q)

F0(ηF)

F1/2(ηF)
, (5.2)

where vT is the unidirectional thermal velocity:

vT =

√
2kBT
πm∗

, (5.3)

and

ηF = (EF −Ec)/kBT. (5.4)

We derived this expression in Appendix A according to the Landueur formalism. Next we

calculated the ballistic mobility of a hypothetical 3D bulk resistor as a function of device

length using Eq. (5.2) at a temperature of 77K with a conduction band effective mass of

InAs: 0.023 (Nakwaski, 1995). Then, assuming a diffusive mobility of 50,000cm2 V−1 s−1,

estimated for electrons in InAs at 77K with a density of 1.7× 1016 cm−3 (Rode, 1975), we

calculated the apparent mobility using Eq. (5.1) and plotted the results in Fig. 5.1.
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Figure 5.1: The apparent, ballistic, and diffusive-limited mobility calculated for an exam-
ple InAs device at 77K as a function of device length. Reprinted with permission from
Glennon et al. (2023).

It is clear that the apparent mobility approaches the diffusive mobility in the limit of large

devices. However, for smaller devices, the apparent mobility is reduced due to the effect of

the ballistic resistance. In the limit of small devices, the carrier velocity is limited entirely

by the ballistic resistance. Thus, at the mesoscopic scale, it is clear that the apparent mo-

bility is no longer intrinsic, and depends on the geometry of the device. This is an issue for

NEGF calculations that are limited computationally. If one extracts the apparent mobility

in a 500nm NEGF simulation and attempts to use it as an intrinsic material parameter for

use in a 3,000nm device, the results will be inaccurate. Thus, care must be taken when

extracting the mobility from NEGF calculations to ensure the understanding of what value

is actually being extracted and how to apply it to a larger device simulation. Note that

the details of the NEGF model that will be used in the following chapter can be found in

Chapter 3.
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5.3 INAS/GASB EXAMPLE STRUCTURE

Prior to the examination of the mobility extraction methodologies, the T2SL structure used

in the investigation will be described. We chose a prototype 10/10 ML InAs/GaSb SL, lat-

tice matched to a GaSb substrate. In Fig. 5.2, the electronic structure of this SL is presented,

computed using the 4x4 k · p model with Bloch boundary conditions.

Figure 5.2: The calculated energy band structure of a 3/3nm Inas/GaSb SL plotted as
a function of the transverse wave vector and modified with vertical lines representing the
dispersion in the vertical wave vector. The band gap results in a cut-off wavelength of
approximately 5µm. Reprinted with permission from Glennon et al. (2023).

We selected this structure to produce a nominal cutoff wavelength of approximately 5µm

which is in the MWIR regime. The dispersion in the growth direction is represented by

vertical lines stemming from the energy of the corresponding in-plane wave number kt ,

providing an estimate for the miniband width for a given value of kt . Of note is that there

is much less dispersion in the growth direction of the highest heavy-hole band than there is

in the first conduction band, suggesting that holes will have a lower vertical mobility than

electrons. This assumption will be confirmed in Section 5.4. We selected an ideal SL, as it

exhibits transport with more coherent character than a more realistic disordered structure as
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in Bellotti et al. (2021); Glennon & Bellotti (2023); Glennon et al. (2024); ?. As mentioned

in Section 5.2, mobility becomes harder to define in simulations where coherent transport is

significant. Thus, an ideal SL can better exemplify the differences in the mobility extraction

methodologies. As for the contacts, we chose GaSb for simulating hole transport, but the

choice in the case of electrons was not as straightforward. The choice of InAs produced

high carrier injection near the contact regions resulting in difficulty differentiating between

the free electron and hole populations in the multiband context. Thus, we selected the

quaternary alloy GaSb0.10[InAs0.91Sb0.09]0.90, as defined in Vurgaftman et al. (2001), which

is lattice matched with GaSb and avoids these complications. Using the calculated band

structure, as in Fig. 5.2, we calculated the Fermi energy at equilibrium for the SL so that the

target carrier exhibited a concentration of approximately 2×1016 cm−3 in the SL region.

We have included example band diagrams of the structures used for the electron and hole

calculations in Fig. 5.3a and Fig. 5.3b, respectively.
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Figure 5.3: Example band diagrams for the (a) electron and (b) hole mobility calculations.

5.4 ANALYSIS OF MOBILITY EXTRACTION METHODOLOGIES

5.4.1 Average Velocity Method

The first method for extracting mobility is based on extracting the mobility from the calcu-

lated average carrier drift velocity. For transport in a resistive region, the electron and hole

mobility can be extracted from NEGF calculations using the average of the carrier drift

velocity, vn,p (Bertazzi et al., 2020; Bellotti et al., 2021):

vn,p = ⟨
Jn,p

∓en
⟩, (5.5)
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where the carrier mobility is then calculated via:

µn,p =
vn,p

F
. (5.6)

Jn,p is the carrier current (Eq. (3.96)), e the elementary charge, F the applied electric field

in the growth direction, and n represents the carrier density (Eq. (3.95)). Given that this

method assumes a resistive region and doesn’t account for resistance associated with the

inclusion of contacts, ballistic or otherwise, the mobility being calculated is the apparent

mobility, as defined in section 5.2. (Glennon et al., 2023) This will become more apparent

upon review of the results using this methodology.

Prior to the discussion of the results, a point of clarification about the correct way of

calculating the average velocity is pertinent. Carrier density is not constant throughout

highly heterogeneous structures like SLs, and due to current conservation, neither is the

carrier velocity. We provide an example of the spatial variation in the carrier density and

velocity for a T2SL, calculated via Eq. (3.95) and Eq. (5.5), respectively, in Fig. 5.4.
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Figure 5.4: The calculated hole velocity magnitude (light red line with x’s) and density
(dark red dashed line with asterisks) throughout the growth direction of a 100nm MWIR
InAs/GaSb structure. Reprinted with permission from Glennon et al. (2023).
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The variation in the carrier density needs to be considered, as areas of high density have

low velocity and vice versa. An unweighted spatial average of the velocity will overvalue

(undervalue) the higher (lower) velocities. We demonstrate this concept in Fig. 5.5, where a

small concentration of carriers are moving at higher velocities while a higher concentration

are moving at lower velocities.

Figure 5.5: A conceptual model demonstrating that a simple average of the velocity over
space, without accounting for variation of density, will overestimate the true average veloc-
ity per particle, as the concentration of low velocity particles is far higher than high velocity
particles. Reprinted with permission from Glennon et al. (2023).

Considering the discretized basis, a concentration-weighted average of the carrier ve-

locity vn,p can be taken as:

vn,p(z) =
∑N

i [vini∆zi]

∑N
i [ni∆zi]

(5.7)

where vi is the velocity at node i, ni is the carrier density, ∆zi is the element size, and N is the

number of nodes. In the work presented in this chapter, we used a spatially uniform grid, so

the element size can be factored out of both summations and removed via cancellation of

the equivalent terms. Eq. (5.7) considers the variation in the concentration of carriers and

can be interpreted as an expectation value of velocity. Given that mobility is a concept that
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Figure 5.6: A conceptual model that demonstrates that a simple spatial average of velocity
over the entire structure will overestimate the average velocity of the particle as it transits
the SL as the particle is spending significantly more time in the wells at lower velocities.
Reprinted with permission from Glennon et al. (2023).

is typically used to describe transport in a semi-classical model, we motivate that Eq. (5.7)

is the correct velocity average to describe transport by discussing the average velocity from

a classical perspective. In classical mechanics, the form of velocity for describing the

transport of a particle over a distance is the time-average of the velocity. This is presented

clearly in Fig. 5.6; the carrier spends more time traversing the well at lower velocity than

the barrier.

Using Eq. (5.5), we demonstrated that taking the concentration-weighted average

(Eq. (5.7)) on a 1D discretized grid is equivalent to taking the time-average of the velocity

of a carrier in the structure:

∑N
i [vini∆zi]

∑N
i [ni∆zi]

=
∑N

i

[
vi

J
evi

∆zi

]
∑N

i

[
J

evi
∆zi

]
=

∑N
i ∆zi

∑N
i

[
∆zi
vi

]



74

=
∑N

i ∆zi

∑N
i ∆ti

(5.8)

where ti is the time it takes the carrier to travel the distance ∆zi. Thus, Eq. (5.7) was

confirmed to be the correct approach for calculating the average velocity used in Eq. (5.5).

Moving on to the results of the average velocity method for the structures defined in

section 5.2, we computed the apparent vertical mobility from the average velocity method

(Eq. (5.5)) as a function of temperature for electrons and holes subjected to electric field

strengths of 2,000Vcm−1 and 100Vcm−1, respectively, and reported the results of the

average mobility in Fig. 5.7.1
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Figure 5.7: The apparent vertical electron (blue line with asterisks) and hole (red line with
x’s) mobility as a function of temperature calculated using the average velocity method
for a 200nm MWIR T2SL with an electric field of strength 2,000Vcm−1 (100Vcm−1).
Reprinted with permission from Glennon et al. (2023).

The first thing that is noticeable is that the hole mobility was an order of magnitude lower

than the electron mobility, which is expected given the higher hole effective mass and low

1We chose a higher electric field for studying electrons to increase scattering in the domain as electron
transport is highly coherent in this structure. Inelastic scattering will smooth spectral functions, so, in an
absence of adequate scattering, the required number of energy integration points can be prohibitively large
(Niquet et al., 2014).
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HH dispersion in the vertical direction of our structure (Fig. 5.2). This is also consistent

with the relative magnitude of the vertical electron mobility and hole mobility reported in

T2SL experimental values presented in Section 2.3.2.2.

The electron (hole) mobility decreased monotonically from approximately

6,000cm2 V−1 s−1 (500cm2 V−1 s−1) to 2,800cm2 V−1 s−1 (70cm2 V−1 s−1) as tem-

perature increased from 30K to 200K. The electron and hole mobility data exhibited

different temperature dependencies which suggests different transport behavior. We

compared these trends qualitatively to that of bulk material in the regimes of coherent and

diffusive transport. The bulk coherent regime can be described using the analytical expres-

sion we derived for the mobility of a 3D bulk device with parabolic bands and constant

effective mass under ballistic transport (Eq. 5.2). Given the very small temperature depen-

dence of the Fermi integrals term for non-degenerate doping we found that the temperature

dependence of the expression is nearly T−1/2. This provides context for the temperature

dependencies exhibited in Fig. 5.7 for electrons and holes. The electron mobility exhibited

a temperature dependence that is near the T−1/2 dependence of bulk ballistic transport,

while the hole mobility exhibited a transition from a nearly T−1/4 dependence to one that

approached T−5/2. This suggests that electrons exhibited coherent dominated transport

throughout the temperature range investigated, while holes transitioned from coherent

dominated to diffusive dominated transport. The T−5/2 trend for hole mobility at higher

temperatures is likely due to POP scattering dominated transport which is similar to the

temperature dependence predicted for POP scattering of electrons in InAs: ∼T−11/5 (Li,

1976), while the T−1/4 dependence could be due to either a deviation in bulk-like behavior

or the Fermi integral terms due to degenerate doping. A qualitatively similar transition in

transport regimes from low to high temperature was evident in the experimental vertical

electron mobility reported by Swartz & Myers (2014) for a 4.3µm SL layer. The results
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are reproduced in Fig. 5.8.
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Figure 5.8: The vertical electron mobility as a function of temperature (green line with
x’s) for a 4.3µm LWIR SL as reported by Swartz and Myers Swartz & Myers (2014). Also
plotted are the apparent vertical electron (blue dashed line with pluses) and hole (red dotted
line with asterisks) mobility calculated using the average velocity method for a 200nm
MWIR T2SL. Reprinted with permission from Glennon et al. (2023).

The experimental data exhibited an approximately T−5 dependence at high tempera-

ture, while the calculated hole mobility exhibited a T−5/2 dependence. At low temperature,

the dependence of the experimental data is nearly T−1/4 which is similar to the lowest tem-

perature dependencies of electron and hole apparent mobility (Fig. 5.7) which may suggest

coherent transport is present in the experimental data at low temperature. The unexpectedly

low mobility at higher temperatures in the experimental data compared with the calculated

data for electrons, as well as the T−5 dependence, was likely due to the specific structural

details of the experimental device not included in the simulation. The non-negligible influ-

ence of coherent transport in these calculations suggests that the use of this method may

not be reasonable at the temperatures and scale investigated.

As demonstrated in Section 5.2, when ballistic behavior is significant, the apparent

mobility is dependent on device length. Evidence of this behavior was demonstrated in
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the vertical carrier mobility of electrons and holes for different simulation sizes presented

in Figs. 5.9a and 5.9b, respectively.
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Figure 5.9: The calculated apparent vertical electron (a) and hole (b) mobility as a function
of temperature for different simulation sizes, as calculated via the average velocity method.
Reprinted with permission from Glennon et al. (2023).

There was a clear length dependence in the calculated mobility for both electrons and holes.

The length dependence of the hole mobility is less pronounced compared with that of the

electron mobility at a given temperature due to hole transport being more diffusive in nature
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than electron transport. These results emphasize the point made in Section 5.2 that using

the mobility extracted from NEGF calculations via the average velocity method to predict

device properties for a larger device under the assumption that the calculated mobility is

intrinsic may be invalid. Considering the issues with an approach such as this, two methods

were developed that attempt to exclusively extract the diffusive component of the mobility

(Eq. (5.1)). These methods are described in Sections 5.4.2 and 5.4.3, respectively.

As a final note, in Fig. 5.10a and Fig. 5.10b we presented the mobility as a function of

electric field strength calculated using the average velocity method at 200K for electrons

and holes, respectively, confirming that the chosen electric fields are below the critical

value.
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Figure 5.10: The mobility calculated as a function of electric field strength for (a) electrons
and (b) holes at a temperature of 200K using the resistance scaling method. Reprinted with
permission from Glennon et al. (2023).

5.4.2 Ballistic Approximation Method

In consideration of this degradation in apparent mobility, a method of mobility extraction

evolved from the model introduced by Shur (2002). This model, which is sometimes re-

ferred to in the literature as “Shur’s model”, generally incorporates an approximation for the

ballistic mobility either from analytical methods (Shur, 2002; Wang & Lundstrom, 2003;
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Zilli et al., 2007; Guarnay et al., 2014; Lin et al., 2016) or extracted from a purely ballistic

simulation (Huet et al., 2007, 2008; Poli & Pala, 2009; Poli et al., 2009; Pala et al., 2009;

Frey et al., 2011). The literature focusing on extracting mobility from quantum transport

calculations have focused on the latter method (Poli & Pala, 2009; Poli et al., 2009; Pala

et al., 2009; Frey et al., 2011). It is worth mentioning that Shur proposed his model only

to “crudely illustrate” the impact that ballistic effects can have on mobility (Shur, 2002),

not necessarily to use as a model for making accurate predictions. For the purposes of this

dissertation this procedure will be reffered to as the “ballistic approximation” method.

Assuming a Matthiessen’s rule relationship between diffusive and ballistic mobility

components, as described in Eq. (5.1), the apparent mobility µapp is separated into two

components (Shur, 2002):
1

µapp
=

1
µball

+
1

µdi f f
(5.9)

where µball is the ballistic mobility and µdi f f is the diffusive mobility. We obtained an

approximate value of the ballistic mobility from NEGF calculations without the ACO and

POP scattering self-energies. Then, we calculated the diffusive, or scattering-limited, mo-

bility via Eq. (5.1). It is noteworthy that Matthiessen’s rule is not generally valid (Esseni

& Driussi, 2011) and that its use for separating the ballistic component from the diffusive

component has been demonstrated to be questionable at high bias by Wang & Lundstrom

(2003) as well as in a non-homogeneous nanowire FET at low bias by Frey et al. (2011).

We used the ballistic approximation method to calculate the apparent, ballistic, and

diffusive components of the vertical mobility for electrons and holes via NEGF simulations

of several lengths (100nm, 150nm, and 200nm). The results are presented in Figs. 5.11a,

5.11b, and 5.11c (5.11d, 5.11e, and 5.11f) for electrons (holes).
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Figure 5.11: The calculated vertical electron (hole) mobility as a function of temperature
for simulation sizes of (a) ((d)) 100nm, (b) ((e)) 150nm, and (c) ((f)) 200nm, respectively,
as calculated via the ballistic approximation method. The apparent mobility (dark blue/red
line with x’s) is broken up into components of ballistic mobility (blue/red line with aster-
isks) and diffusive mobility (light blue/red line with crosses). Reprinted with permission
from Glennon et al. (2023).

Looking first at Fig. 5.11c, the electron transport was shown to be nearly completely coher-

ent throughout the temperature range we investigated for the 200nm simulation which was

consistent with the analysis given in Section 5.4.1. The difference between the mobility

extracted from the diffusive and ballistic calculations was negligible resulting in very large

values for the diffusive mobility. Similar results were observed in Fig. 5.11a and Fig. 5.11b,

as expected. However, the results for holes exhibited different behavior. There is a transi-

tion between ballistic dominated and diffusive dominated transport at decreasing temper-

atures for increasing simulation size. Transition temperatures occurred at approximately

130K, 110K, and 100K for simulation sizes of 100nm, 150nm, and 200nm, respectively.
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These results were also consistent with those of Section 5.4.1.

There are several caveats we made about this method. First, as mentioned previously

in this section, it is not clear how valid Matthiessens rule (Eq. (5.1)) is in the regimes in-

vestigated. If it is not valid, then the extracted mobility components could be inaccurate.

Furthermore, even if Eq. (5.1) is valid, the diffusive mobility may be a function of the ge-

ometry at this scale, so it may not be representative of the intrinsic mobility for an infinitely

large SL and instead would only represent diffusive transport in the specific geometry sim-

ulated. Finally, the mobility extracted from a ballistic calculation is not necessarily iden-

tical to the “ballistic component” of mobility, as defined via Eq. 5.1, in a calculation that

includes phonon scattering. Two observations motivate this conclusion. Firstly, when com-

paring the ballistic approximation method (Eq. 5.1) with our mobility extraction method

of choice: Eq. (3.98), it is clear that the ballistic mobility should incorporate a component

from the general contact resistance Rc, in addition to the ballistic resistance RB, which will

not be captured in the ballistic calculation (Guarnay et al., 2014). Secondly, the resistance

in a ballistic calculation may not be identical to the ballistic resistance in a calculation with

diffusive processes (Niquet et al., 2014). We exemplified this by comparing the LDOS cal-

culated with, and without, acoustic and polar-optical phonon scattering for holes at 200K

with an electric field strength of 100Vcm−1 in Fig. 5.12a and Fig. 5.12b, respectively.
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Figure 5.12: The calculated LDOS (in 1015 cm−3) at 200K for the SL structure used to
calculate hole transport for a calculation with (a) ACO and POP scattering and one (b)
without scattering overlaid on top of the conduction and valence bands of the SL structure.
The portion of the LDOS corresponding with the conduction miniband states have been
removed for clarity. Reprinted with permission from Glennon et al. (2023).

While similar, the LDOS differed between the calculations suggesting a difference in the

character of the minibands. Furthermore, we found that the diffusive mobility for holes at

low temperatures, as well as those for electrons at all temperatures, were inconsistent when

changing the simulation size.
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There was some evidence that this inconsistency may be partially the result of insuf-

ficiently dense energy meshes which are limited due to computational requirements. For

holes, we fixed the energy grid spacing for the diffusive calculations at 1meV while vary-

ing that for the ballistic calculations and calculated the diffusive mobility using the bal-

listic approximation at temperatures of 30K, 50K, and 77K. The results were reported

in Fig. 5.13b. For electrons, the transport in the diffusive calculations is more coherent

than it is for holes, thus when using the ballistic approximation it is necessary to reduce

the energy grid of the diffusive calculation as well to get positive values for the diffusive

mobility. Furthermore, this issue of energy grid spacing for electrons persisted throughout

the temperature range investigated, so we varied the temperature between 30K and 200K

in Fig. 5.13a.
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Figure 5.13: The mobility calculated as a function of temperature and density mesh spac-
ing size using the ballistic approximation for (a) electrons and (b) holes with electric field
strengths of 2,000Vcm−1 and 100Vcm−1, respectively. Reprinted with permission from
Glennon et al. (2023).

The calculated mobility varied significantly with energy mesh density for holes at low

temperature and electrons generally, and had not yet reached a “converged” value. This

suggests that denser energy meshes are needed, but they are not computationally feasible at

this time. However, the consistency of the results for holes at higher temperatures (Fig. (d),

Fig. (e), and Fig. (f)) suggests that the ballistic approximation method could be reasonable
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to calculate diffusive mobility for holes at high temperatures. However, this method relies

on several unconfirmed assumptions, which is contrasted with the method that is introduced

in the next section.

5.4.3 Resistance Scaling Method

The final methodology for extracting mobility from NEGF calculations that will be dis-

cussed is using the resistance scaling analysis (Frey et al., 2011; Luisier, 2011; Aldegunde

et al., 2011; Nguyen et al., 2013; Rhyner & Luisier, 2013; Nguyen et al., 2014). Niquet

et al. (2014) presented an approach that extracts the diffusive mobility from quantum trans-

port calculations of nanowire FETs and avoids making approximations of the contact and

ballistic resistances. They noted that while this approach avoids uncontrolled approxima-

tions, it is only valid under the condition of the channel being “long-enough” such that the

intrinsic diffusive processes are well represented within the simulation domain. As devices

shrink, the scattering processes may deviate in character from those of macroscopic de-

vices. In this method, one fits the resistance R in the device calculated via Ohms law to the

following equation:

R(L) = Rc +RB +
L

nµe
, (5.10)

where L is the device length, n is the average carrier density in the SL, e the fundamental

charge, and Rc and RB are the contact and ballistic resistances, respectively. For the model

to be valid, the resistance must vary linearly with the simulated SL length and the carrier

density in the SL must be consistent between calculations. If so, we can extract the diffusive

mobility from the slope of the resistance curve according to Eq. (5.10).

As previously stated, this method for calculating mobility requires that the structure be

“long enough” such that the mobility exhibits diffusive transport behavior resulting in the

extraction of the intrinsic mobility. Given that hole transport has more diffusive character
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than electrons, we analyzed the results for hole mobility first, as the interpretation of the

results was more straightforward. Fig. 5.14 depicts the RA product and hole density in the

SL as a function of simulation size in the growth direction for an electric field of 100Vcm−1

at temperatures of 30K and 77K.
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Figure 5.14: The resistance-area product (green lines) and hole density (purple dotted
lines), respectively, calculated for majority holes as a function of simulation size at temper-
atures of 30K and 77K. Linear regression on the 30K (77K) resistance data gives an R2

value of 0.994 (0.999). Reprinted with permission from Glennon et al. (2023).

Strong linearity was demonstrated at both temperatures, but the hole density was less con-

sistent at 30K. We demonstrated the impact that this had on the intrinsic vertical mobility

calculation by using the mean, minimum, and maximum hole densities in separate calcula-

tions of mobility using Eq. (5.10). We reported the results in Table 5.1.

Table 5.1: The diffusive vertical hole mobility as calculated using the resistance scaling
method for a 3/3 ML InAs/GaSb SL at 30 K with an electric field strength of 100Vcm−1

using the mean, maximum, and minimum hole densities, respectively, for the data set that
includes the 50nm, 100nm, 150nm, 200nm, and 250nm calculations. Reprinted with
permission from Glennon et al. (2023).

Mean Density Max Density Min Density
Mobility 978 910 1,023
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The mobility range suggested by these calculations is only a zero-order approximation.

This error estimation does not take into account the impact that varying density may have

on the value of the resistance. This will be elaborated on in the discussion of the mobility

calculation for electrons later in this section.

To understand how increasing the simulation size affects the calculation, we calculated

the diffusive mobility using the mean, maximum, and minimum densities, respectively, for

each combination of consecutive pairs of data points. The results are plotted in Fig. 5.15.
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Figure 5.15: The diffusive vertical hole mobility calculated using the resistance scaling
method for each combination of pairs of calculations with consecutive simulations sizes at
temperatures of 30K (yellow lines) and 77K (red dotted lines). The mobility is calculated
using three different values for the hole density: the maximum, the mean, and the minimum
of the two calculations in the pair. Reprinted with permission from Glennon et al. (2023).

We found that for the 30K data set both the average and the estimated error range of the

mobility varied between pairs due to the density variation between calculations. This was a

persistent issue for low temperature calculations which we posited is related to convergence

issues with respect to the simulation parameters. These results demonstrated that while the

SL appeared to be long enough to achieve a linear resistance with respect to device size,
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the density variability may lead to sizable errors in the mobility calculation. These issues

persisted for all pairs of simulation sizes excluding the mobility extracted from the 200nm

and 250nm calculations. As temperature increases, so does the scattering, so we expected

the consistency of the hole densities to improve for higher temperature calculations. To

demonstrate this, we performed the same analysis at 77K. The results are included in

Fig. 5.15. We found that for all consecutive pairs of calculations the mean and error range

for the intrinsic hole mobility were well converged. This demonstrates the validity of this

method down to the 50nm simulation size at 77K.

In Fig. 5.16 we ploted the intrinsic vertical hole mobility calculated using Eq. (5.10) as

a function of temperature with error bars representing the estimated error range. 2
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Figure 5.16: The diffusive vertical mobility as a function of temperature for a MWIR
InAs/GaSb SL calculated using the resistance scaling method from quantum transport sim-
ulations by using Eq. (5.10) (dark red line with error bars) and Eq. (3.98) (light red dashed
line with asterisks) for holes. Also plotted is the vertical mobility for electrons calculated
using Eq. (5.10) (blue line with pluses). Finally, the experimentally obtained electron ver-
tical mobility as a function of temperature (green line with x’s) for a 4.3µm LWIR SL
as reported by Swartz & Myers (2014). Reprinted with permission from Glennon et al.
(2023).

2We used the data from the 100nm, 150nm, and 200nm simulations for mobility at 77K and the 200nm
and 250nm simulations for that below 77K.
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The small error bars throughout the temperature range demonstrate the consistency of the

density in the simulations used to calculate the mobility, suggesting that the results are

valid.

We found that the electron transport in this SL was more coherent in nature than the

hole transport. Unlike the resistance in the hole calculations, the resistance in the elec-

tron calculations did not depend linearly on simulation size in the 100 - 400nm range

for an electric field strength of 100Vcm−1. Thus, we increased the electric field strength

to 2,000Vcm−1 for our vertical electron mobility calculations. Fig. 5.17 presents the RA

product for electrons as a function of simulation size.
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Figure 5.17: The resistance-area product (green lines) and electron density (purple dotted
lines), respectively, calculated for majority electrons as a function of simulation size at
temperatures of 77K, 120K, and 160K. Linear regression on the resistance results in R2

values of 0.990, 0.992, and 0.993, respectively. Reprinted with permission from Glennon
et al. (2023).

The strong linearity suggests that the resistance scaling method may be valid at this electric

field strength for electrons at temperatures of 77K and above. However, we found that

the calculated electron density decreased monotonically with increasing simulation size.

If this affect is not accounted for, the calculated mobility can have substantial error. To
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compensate for the inconsistent density, we used Eq. (3.98). In Fig. 5.18 we presented the

nRA product as a function of simulation size for different temperatures.
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Figure 5.18: The resistance-area-density product calculated for majority electrons as a
function of simulation size at several temperatures. Linear regression was performed on
the calculations with lengths of 200nm and greater returning R2 values of 0.992, 0.995,
0.997, 0.998, and 0.997, respectively, suggesting that valid mobility may be extracted using
Eq. (3.98). Reprinted with permission from Glennon et al. (2023).

These results demonstrated that linearity was achieved for each temperature with calcu-

lation lengths of 200nm or larger. However, the nRA product deviates from linearity for

smaller simulations. We found that the cause of this behavior was evident in the behav-

ior of POP scattering. Given that the electron transport was largely ballistic, the existence

of high LDOS at an energy level below the left reservoir Fermi level by the POP scatter-

ing energy was required for significant scattering to occur. For the 200nm simulations, in

which linearity of resistance began, the Fermi levels of the left and right reservoirs were

offset by 40meV which was larger than the POP scattering energy chosen for the scattering

self-energy (30meV) resulting in enhanced scattering.

This enhanced scattering was sufficient to impose linear scaling behavior on the calcu-

lated resistance. To demonstrate, we included the spatially resolved spectral current as well
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as the scattering rate associated with POP scattering for 200nm simulations of electrons

and holes at 77K in Fig. 5.19.
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Figure 5.19: The electron (data at higher energy levels) and hole (data at lower energy
levels) spatially resolved spectral currents (in 106 Acm−2 and 104 Acm−2, respectively)
and scattering rates (in 1026 s−1cm−3 and 1024 s−1cm−3, respectively) associated with POP
scattering for a 200nm simulation at 77K. POP scattering is size-dependent for electrons,
but nearly size-independent for holes at this scale. Note that this figure is a composite
plot of two separate calculations, one for electrons and one for holes, with electric field
strengths of 100Vcm−1 and 2,000Vcm−1, respectively. Thus, the SL band diagrams were
only included in the two insets as they would conflict in the composite plot. (The spectral
currents are displayed in a gray scale color map while the POP scattering rates are displayed
in a blue/red color map.) Reprinted with permission from Glennon et al. (2023).

Electrons entering from the left reservoir were shown to have conducted via ballistic trans-

port throughout most of the structure resulting in low scattering rates. However, they scat-

tered into lower energy states near the right reservoir which was exemplified by high scat-

tering rates. This was also visible in the spatially resolved spectral current for electrons

where the spectral current was nearly constant with respect to energy from left to right

across the structure while demonstrating current at lower energy near the right reservoir;

see inset of Fig. 5.19. For shorter simulation sizes, fewer states were available for the elec-
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trons to scatter into resulting in reduced POP scattering. It is worth noting that we found

evidence that the requirement of an approximately 40meV difference in contact Fermi lev-

els to achieve linear resistance scaling may be independent of electric field strength and

simulation size (see Supplemental Material of Glennon et al. (2023)). On the contrary, we

compared the POP scattering rates with the spectral current for holes, and demonstrated

that holes were scattering into and out of virtual states at energies above the hole miniband.

Thus, POP scattering of holes was quasi-periodic away from the reservoirs. This demon-

strated that POP scattering of holes far from the reservoirs was consistent for much smaller

simulations. Similar plots for different simulation sizes were provided in the Supplemen-

tary Material of Glennon et al. (2023).

In Fig. 5.16, we included the diffusive vertical electron mobility calculated via

Eq. (3.98) as a function of temperature using the nRA product data that had achieved strong

linearity. 3 These results were plotted alongside the experimental vertical electron mobility

as a function of temperature reported by Swartz & Myers (2014) for a nearly 4.3µm SL

layer. The calculated diffusive electron mobility was significantly higher than the apparent

mobility calculated in Section 5.4.1 using the average velocity method which confirmed

that electron transport was highly coherent in these simulations. This was consistent with

the results of the analyses from Section 5.4.1 and Section 5.4.2. The low temperature elec-

tron mobility was of the same order of magnitude as the experimental data (see Fig. 5.16),

but the high temperature experimental mobility was orders of magnitude lower. As we

mentioned in Section 5.4.1, this mobility degradation was likely due to specific structural

details of the experimental device that were not included in the simulations.

For completeness, we compared the diffusive vertical hole mobility calculated as a

3Specifically, we used the data from the calculations with lengths of 200nm, 250nm, 300nm, 350nm, and
400nm.
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function of temperature via Eq. (3.98) 4 with that of Eq. (5.10) and included the results in

Fig. 5.16. We found that the percent difference of the diffusive mobility calculated using

both methods was less than 5% in magnitude. While this suggests that the assumptions

implicit to Eq. (3.98) are reasonable for holes at these temperatures, we cannot be certain

that the assumptions hold for electrons.

5.5 MOBILITY METHODS RESULTS COMPARISON

As demonstrated in Section 5.4.1, the average velocity method calculates the apparent mo-

bility. On the other hand, the resistance scaling analysis method calculates the diffusive

mobility. We related these two different components by using Eq. (5.11) to extract an ex-

pression for the conceptual ballistic mobility that represents the Rc + RB component of the

total resistance in Eq. (5.10) which resulted in the following relation: (Luisier, 2011)

µball =
L

ne(RC +R0)
. (5.11)

Using this equation, along with Matthiessens rule (Eq. (5.1)), we calculated an effective

apparent mobility by combining this approximate ballistic mobility with the diffusive mo-

bility calculated via Eq. (3.98). In Fig. 5.20, we presented the results of this new apparent

mobility along with the apparent mobility calculated using the average velocity method.

4We used the data from the 100nm, 150nm, and 200nm simulations for mobility at 77 K and the 200nm
and 250nm simulations for that below 77 K.
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Figure 5.20: The electron (dark blue line with x’s) and hole (dark blue line with pluses)
apparent vertical mobility plotted as a function of temperature calculated using the average
velocity method. Also, the apparent vertical mobility calculated by combining diffusive
and ballistic components using Matthiessen’s rule derived from resistance scaling analysis
for electrons (light blue dotted line with diamonds) and holes (light red dotted line with
squares). These results correspond with simulation sizes of 200nm. Reprinted with per-
mission from Glennon et al. (2023).

We found that the resistance scaling method results and the average velocity method results

were consistent with each other throughout the temperature range investigated for both

electrons and holes. This confirms that the average velocity method calculates an apparent

mobility which encompasses diffusive and ballistic effects.

Additionally, we compared the ballistic approximation method with the resistance scal-

ing analysis as both methods attempt to extract the diffusive mobility. Fig. 5.21 presents

the mobility calculated using both methods for electrons and holes.
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Figure 5.21: The diffusive vertical electron and hole mobility as a function of temperature
calculated using both resistance scaling analysis (Eq. (3.98)) and the ballistic approxima-
tion method (Eq. (5.1)) from 200nm simulations. Reprinted with permission from Glennon
et al. (2023).

We found that the ballistic approximation method compares favorably to the resistance

scaling method for holes at temperatures above 100K, which demonstrates that the inher-

ent approximations of the ballistic approximation method may be reasonable. However, at

lower temperatures the results for holes were inconsistent. Those for electrons differ dra-

matically throughout the entire temperature range. This bolstered our determination that

the ballistic approximation method is more ambiguous than the resistance scaling method-

ology, in which the validity of the method is determined via the linearity of the resistance.

5.6 CONCLUSION

In summary, the results of the analysis of mobility extraction methodologies from NEGF

calculations from our previous work in Glennon et al. (2023) were presented. It was demon-

strated that when trying to predict the mobility for a large T2SL-based device one should

avoid using a method that calculates the apparent mobility, which includes effects related
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to the ballistic resistance, like calculating the mobility from the average drift velocity (Sec-

tion 5.4.1). Rather, it is important to use a method that extracts the diffusive mobility. These

include the ballistic approximation (Section 5.4.2) and resistance scaling (Section 5.4.3)

methodologies. Of these, it is demonstrated that resistance scaling requires fewer uncon-

trolled assumptions. Finally, we validated the use of the method described by Eq. 3.98 for

the use of extracting the vertical hole mobility, that is utilized throughout Chapter 6 and

Chapter 7 to predict the properties of advanced T2SL material systems.
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CHAPTER 6

Effect of Disorder and Strain on the Vertical Hole Mobility in MWIR T2SL-based

Curved Focal Plane Arrays

The bulk of the work presented in this chapter has been published in Glennon et al. (2024)

and Glennon & Bellotti (2023), for the InAs/InAsSb and InAs/GaSb results, respectively.

The details have been reproduced and repurposed to serve the overall narrative of this dis-

sertation.

6.1 INTRODUCTION

Having validated the use of Eq 3.98 for predicting the vertical hole mobility for type-II

superlattice (T2SL) structures, it is now possible to utilize this method for the prediction

of mobility for advanced T2SL material systems. One such system is associated with an

emerging device architecture for the improvement of imaging sensors: the curved focal-

plane array (cFPA) (Rim et al., 2008). The motivation for this design comes from the

desire to reduce the complexity of the optical system. Traditional flat FPA architectures

require large optical systems to achieve field flattening while minimizing aberrations that

effect image quality (Rogalski et al., 2016). However, utilizing curved FPA architectures

can remove the need for field flattening leading to simpler optical designs. Recently, the

development of a method for curving photographic sensors in visible-light cameras has

resulted in a cFPA with improved resolution and nearly uniform illumination compared

with professional camera systems with similar lenses, while reducing the size, weight, and

cost of the optical system (Guenter et al., 2017). This method is applicable to infrared

(IR) FPAs as well and can be expected to similarly improve device performance (O’Masta

et al., 2022). However, it is important to understand the effect that curving has on the

underlying material properties. Curving the FPA will introduce additional strain throughout
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the material structure which can affect carrier transport. A recent study has investigated the

impact that the curving of an FPA will have on the band gap of bulk InAsSb absorber

layers (Kyrtsos et al., 2021). A natural extension of this investigation would be to study the

properties of additional IR materials, like T2SLs, under strained conditions.

In the following sections, the results of NEGF calculations of two different mid-wave

(MWIR) superlattice (SL) structures (Ga-free and Ga-based) that we performed across two

investigations (Glennon & Bellotti, 2023; Glennon et al., 2024) will be presented. These

studies focused on the impact that structural disorder and external axisymmetric strain in

the growth direction had on the vertical hole mobility, and elaborated on the implications

these effects may have on device performance. The chapter is organized as follows: the

T2SL material structures will be elaborated on in Section 6.2, the geometry of the theoret-

ical cFPA will be described in Section 6.3, the effects that SL disorder and external strain

have on the vertical hole mobility will be described in Section 6.4, and finally the subse-

quent impact on this may have on the QE of the cFPA device is elaborated on in Section 6.5.

6.2 SUPERLATTICE STRUCTURES

As discussed in Section 2.3, Ga-free and Ga-based T2SLs have been demonstrated as po-

tential materials for use in IR sensors. We chose to investigate both materials for use in

a theoretical MWIR cFPA. In Section 6.2.1 and Section 6.2.2, Ithe specific Ga-free and

Ga-based structures the we investigated, respectively, will be described.

6.2.1 InAs/InAsSb Structure

We chose a MWIR InAs/InAsSb SL with layer thicknesses of 15 and 4 monolayer (ML),

respectively, latticed matched to a GaSb substrate. We studied both a structure with ideal

interfaces as well as graded. The composition of the ternary allow differs between the two.
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This is due to the fact the the graded band diagram results in a different degree of confine-

ment for the charge carriers. While keeping the layer thicknesses the same between both

structures, variation on the ternary alloy composition was necessary to achieve the same

cutoff wavelength. For ideal interfaces, the ternary alloy was selected as InAs0.65Sb0.35,

which resulted in a cutoff wavelength of approximately 5µm. The electronic structure of

this SL, as calculated using the 4x4 k · p model with Bloch boundary conditions, was pro-

vided in Fig. 6.1a.
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Figure 6.1: The energy band structure of the SL structure with (a) ideal and (b) graded
interfaces calculated as a function of the transverse wave vector. It is modified with vertical
lines representing the dispersion in the vertical wave vector.

The dispersion in the growth direction is plotted with branching vertical lines that represent

the dispersion in the growth direction for the corresponding in-plane wave number kt . Thus,

the vertical lines provide an estimate for the miniband width. We found that the top hole

miniband was narrow which suggests that the vertical hole mobility may be low even for

the ideal case. (Ting et al., 2016)

To model a realistic SL structure (i.e. one with graded interfaces and disorder) we

expanded upon the “compositional-disorder" model presented in Bellotti et al. (2021), but

instead we incorporated the Muraki Antimony (Sb) segregation model (Muraki et al., 1992)
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Figure 6.2: The Sb concentration profile of an MWIR InAs/InAsSb SL. The nominal (red
line) and graded (black line) concentration profiles are plotted along with the actual profile
represented by bar plot with one bar per spatial mesh node in the case of (a) no disorder
and (b) disorder. Note, the nominal profile demonstrates the Sb concentration of the Muraki
model SL if no Sb segregation occurred. This is a different ternary alloy composition than
that of the ideal SL that was also investigated. Reprinted with permission from Glennon
et al. (2024).

with the parameters presented in Kim et al. (2018), to model the Sb concentration profile

for one SL period. Fig. 6.2a presents the Sb concentration profile for one SL period based

on the Muraki model. It was demonstrated that a substantial concentration of Sb migrates

from the ternary alloy layer to the binary layer, which is consistent with experimentally

grown Ga-free SLs (Kim et al., 2018). The electronic structure of the graded SL is also

included in Fig. 6.1b. The band structure of the graded structure is very similar to that of

the ideal structure; however, it is worth noting that the dispersion on the growth direction at

finite transverse wave vectors is slightly greater, suggesting better hole transport properties.

To include disorder, we selected a random number from a normal distribution of Sb

concentration with a mean of zero and a chosen standard deviation. We investigated three

different graded model structures with disorder selected from standard deviations of 0% (no

disorder), 2% and 4% nominal Sb compositions, respectively, resulting in three different

magnitudes of disorder. This value was added to the Sb concentration profile, as defined

in Fig. 6.2a, at each node. Throughout the rest of this chapter, these three structures will

be referred to as “no”, “low”, and “high” disorder SLs. Fig. 6.2b presents one example
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of a high disorder Sb concentration profile for one SL period. We chose InAs0.48Sb0.52 as

the “desired” ternary alloy composition of the disordered structures. The reason for the

increase in the Sb composition compared with the ideal SL is that, as shown in Fig. 6.2,

the actual Sb composition of the ternary layer is lower as Sb migrates into the binary layer

during growth. Thus, there is a reduction in the band offsets between the peak and trough

of the SL band structure for both the valence band (VB) and conduction band (CB). A

higher Sb concentration is required to compensate for this effect to produce the same band

gap. In Fig. 6.3, we computed the energy gaps of 100 random unit cells with compositional

disorder, each of which is generated by the periodic repetition of the unique SL period. The

resulting distribution of subsequent cutoff wavelengths was centered around approximately

5µm for both the low and high disorder cases for the InAs0.48Sb0.52 lattice.
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Figure 6.3: Histogram of the cutoff wavelengths calculated for (a) low and (b) high
disorder SLs with ternary alloy layer compositions of InAs0.65Sb0.35 and InAs0.48Sb0.52.
Reprinted with permission from Glennon et al. (2024).

We also found that a choice of InAs0.65Sb0.35, as in the ideal lattice, using the graded

model with disorder resulted in larger band gaps, which is evidence of the reduced band

structure offsets between the constituent “layers". Thus, the final selection of structures

included the ideal structure with no disorder and the graded structure with no, low, and

high disorder. We simulated carrier transport using NEGF calculations on finite-sized SL
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models terminated on each side by open boundary conditions, which act as semi-infinite

contact regions. The details of the NEGF model are described in Chapter 3. To allow

for unimpeded hole transport on both sides of the SL we chose the InAsSb layer for the

contact material. In the case of the disordered SLs, this amounts to an ideal InAsSb layer

that matches the“desired" Sb concentration selected for the Muraki model. Additionally,

we selected an electric field strength of 100V/cm. Examples of the band diagrams for each

of these structures, with a total simulation domain size of approximately 120nm each, were

presented in Fig. 6.4.
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Figure 6.4: Band diagrams of the (a) ideal, (b) no disorder, (c) low disorder, and (d)
high disorder ga-free SLs for the simulations with domain size of approximately 120nm.
Reprinted with permission from Glennon et al. (2024).

The increasing disorder is evident when comparing the no disorder (Fig. 6.4b), low disorder

(Fig. 6.4c), and high disorder (Fig. 6.4d) structures.
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6.2.2 InAs/GaSb Structure

We utilized a similar strategy for the Ga-based SL as in the Ga-free SL (section 6.2.1), in-

cluding an ideal SL model as well as a modified version of the Muraki segregation model

(Muraki et al., 1992) to introduce graded interfaces. To simplify this model, we treated the

material as a GaSb1-xInAsx quaternary alloy system where the band structure parameters

are linearly interpolated between the binary alloys. Then, we took the mean of the seg-

regation efficiencies of In and Sb at the GaSb-InAs (IF1) and InAs-GaSb (IF2) interfaces

provided in Li et al. (2017) which were 0.625 and 0.565, respectively. Thus, we developed

a simple model for the segregation of GaSb into InAs, and vice versa.

We chose two slightly different SL designs for the ideal and modified Muraki structures

in order to achieve a consistent cutoff of 5 µm between the two models. The ideal and

modified Muraki structures were 8/13 ML and 10/13 ML InAs/GaSb, respectively. Fig. 6.5

presents the calculated SL band structure of the ideal and non-disordered modified-Muraki

structures using Bloch boundary conditions.
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Figure 6.5: Calculated band structure of one SL period of the (a) ideal and modified-(b)
Muraki structures without disorder. The cutoff wavelengths of each structure are nearly
identical at 5 µm. Reprinted with permission from Glennon & Bellotti (2023).

It is demonstrated that the cutoff wavelengths were nearly the same for both Ga-based
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structures, as well as being similar to to those of the Ga-free structures (Fig. 6.1).

Additionally, this modified Muraki model allows for the straightforward inclusion of

disorder which is consistent with the Ga-free SL, in which we randomly selected an alloy

composition x from a normal distribution centered at 0% with the same standard devia-

tion values as with section 6.2.1. Examples of one SL period of the modified-Muraki alloy

composition profile, with and without disorder, are provided in Figs. 6.6b and 6.6a, respec-

tively.
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Figure 6.6: Examples of the InAs1-xGaSbx alloy composition profile (colorbar) for one SL
period of the modified-Muraki structure in the case of (a) no disorder and (b) disorder as a
function of spatial node. The nominal and modified-Muraki alloy composition profiles are
overlaid on top to demonstrate the impact that atomic incorporation and disorder have on
the intended SL structure. Reprinted with permission from Glennon & Bellotti (2023).

The final selection of structures included the ideal structure with no disorder and the graded

structure with no, low, and high disorder, which is commensurate with the investigation of

the Ga-free SL. To calculate the mobility we analyzed NEGF simulations with sizes of

approximately 120 nm and 240 nm that consist of repetitions of the band structure between

two GaSb contact regions. The GaSb contacts blocked the conduction of electrons allowing

for unimpeded transport of holes on both sides of the simulation. Examples of the band

diagram for each of these, with a total simulation domain size of approximately 120nm

each, were presented in Fig. 6.7.
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Figure 6.7: Band diagrams of the (a) ideal, (b) no disorder, (c) low disorder, and (d)
high disorder Ga-based SLs for the simulations with domain size of approximately 120nm.
Partially reprinted with permission from Glennon & Bellotti (2023).

6.3 FPA DEVICE GEOMETRY

We used the ABAQUS/STANDARD (Smith, 2009) model described in Kyrtsos et al. (2021)

to perform a FEA simulation of the strain configuration induced in the curving of an FPA.

The mechanical model in the manuscript was for a bulk InAs0.91Sb0.09 absorber (Kyrtsos

et al., 2021). While in our case we were modeling a SL, the microscopic scale of the SL

structure is not possible to include in the macroscopic die displacement model, so we chose

to model the SL as a bulk alloy with an average composition of InAs0.89Sb0.11. However, as

mentioned in Kyrtsos et al. (2021), the difference in the strain configuration calculated for

InAs0.82Sb0.18 versus InAs0.91Sb0.09 was insignificant. Thus, we chose the strain configu-

ration calculated for the InAs0.91Sb0.09 alloy. The die was modeled as a 45mm×50mm
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rectangular deformable part with a thickness of 100µm. The displacement of the die sur-

face was dictated directly in the simulation, forcing the initially flat die into a spherical

segment with a prescribed ROC of 70mm, which is representative of a curved-FPA.

Strain induced by the curving of the FPA was included in the band structure model

via the principle of superposition of linear elasticity in which the curving induced strain

was added to the strain induced in the SL due to lattice matching to GaSb. The strain in

the active material had four non-zero components, namely S⃗ = {εxx,εyy,εzz,γxy}, which

depended upon the physical x, y, and z coordinates of the die, with the x and y direction

being transverse to the SL plane and z being in the growth direction. The strain components

extracted from the FEA simulation are presented in Fig. 6.8.

Figure 6.8: The components of the strain vector S⃗ = {εxx,εyy,εzz,γxy} extracted from a
FEA calculation of a 45mm×50mm×100µm InAsSb die curved to an ROC of 70mm.

However, as mentioned in Chapter 3, the transport model used in this investigation was

based on the axial approximation, with an axisymmetric strain, εbiax, and a resultant strain
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in the growth direction given by the following equation: (Kyrtsos et al., 2021)

εzz =−2
νεbiax

(1−ν)
, (6.1)

where ν is the Poisson’s ratio. We transformed the strain S⃗ extracted from the ABAQUS/-

STANDARD model to a vector S⃗′ subject to the condition εbiax = ε′xx = ε′yy, re-

sulting in a position dependent strain εbiax. Using this biaxial strain vector S⃗biax =

{εbiax,εbiax,−2νεbiax/(1−ν),0}, we were able to map physical properties extracted form

the NEGF calculations to the strain configurations across the FEA model. Thus, it was

possible to predict physical properties as a function of the spatial coordinates of the die,

facilitating predictions about device performance.

An important caveat that we pointed out is that the requirement of an axisymmetric

strain state results in a residual strain S⃗res≡ S⃗′− S⃗biax = {0,0,0,γxy′} that was not accounted

for by the model. Shear strains are not applicable to the axial approximation Hamiltonian

used in this work, and would require substantially greater computational power to imple-

ment. Determining the significance of shear strain will require further investigation that

is beyond the scope of the present work. Ultimately, it should be viewed as qualitative

when mapping the material properties on the curved sensor where the uncertainty increases

proportionately with the magnitude of the residual strain vector.

We plotted the projected axisymmetric strain (Eq. (6.1)) colormap for the curved-FPA

based on the strain configuration {εxx,εyy,εzz,γxy} that was extracted from the FEA calcu-

lations (Fig. 6.8) in Fig. 6.9a.
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Figure 6.9: The (a) projected axisymmetric strain calculated from the strain configuration
extracted from the FEA calculations of a curved-FPA die with a ROC of 70mm presented
in Fig. 6.8. Also included is the (b) residual strain component from the transformed strain
vector that is not included in the Hamiltonian. Reprinted with permission from Glennon
et al. (2024).

In Fig. 6.9b we presented the residual strain component which was excluded from the map-

ping of the NEGF results to the cFPA coordinates.

6.4 MATERIAL EFFECTS ON HOLE MOBILITY

In this section, the results of the investigation on the effect of SL disorder and external

strain on the vertical hole mobility in the Ga-free (section 6.2.1) and Ga-based (section

6.2.2) SLs are presented.
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6.4.1 Effect of Disorder

The vertical hole mobility calculated for the ideal, no disorder, low disorder, and high

disorder structures are presented in Fig. 6.10a and Fig. 6.10b, respectively.
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Figure 6.10: The vertical hole mobility calculated as a function of temperature for the ideal
(blue line with circles), no disorder (cyan line with diamonds), low disorder (green line with
triangles), and high disorder (red line with squares) structures for the (a) Ga-free and (b)
Ga-based SLs. Also plotted are experimental results for vertical hole mobility reported in
(a) Casias et al. (2020) (black dotted line with x’s) and (b) Liu et al. (2022) (gray dotted
line with +’s) for two different MWIR InAs/InAsSb SLs. Ga-free plot ((a)) is reprinted
with permission from Glennon et al. (2024).

Additionally, we include the experimental vertical hole mobility reported by Casias et al.

(2020) and Liu et al. (2022) for two different MWIR InAs/InAsSb SLs in Fig. 6.10a. The

high disorder simulated results for the Ga-free SL were reasonably close in comparison

with the experimental data in Liu et al. (2022). This provided some validity for the selec-

tion of the magnitude of disorder. For both the Ga-free SL and the Ga-based SL, when

observing the mobility for the no disorder structure and comparing it with that of the struc-

tures with increasing disorder, it is evident that an inversion of the temperature dependence

at low temperature is instigated by the disorder. This behavior is consistent with the tem-

perature trends observed in experimental data for T2SLs (Olson et al., 2017; Casias et al.,
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2020) as well as in the theoretical results reported in Bellotti et al. (2021), suggesting that

holes are propagating through the SL by hopping between localized states (Olson et al.,

2017; Bertazzi et al., 2020). For the Ga-free structure we noted that the mobility for the

no disorder structure is slightly higher than in the ideal structure throughout most of the

temperature range. We posited that this is likely due to the graded interfaces that result in

less hole confinement, which demonstrates the impact that Sb segregation alone has on the

vertical hole mobility. However, for the Ga-based SLs, the ideal structure has the highest

mobility. This is most likely a result of having increased the hole barrier layer from 8 ML

to 10 ML for the graded structure in order to produce the same band gap. The increased

barrier thickness can be expected to result in more localized hole states and lower hole

mobility. Lastly, the Ga-based structure exhibited lower hole mobility for all structures,

particularly the various graded structures. This is not necessarily an indication of Ga-free

structures having better hole mobility than Ga-based structures in general. We chose the

specfic Ga-based structure to produce an MWIR band gap, but did not attempt to optimize

the structure for hole transport. Also, there is no reason to believe that the magnitude of the

disorder in Ga-based structures will be the same as that in Ga-free for a realistic sample of

grown material. It would require more experimental data about the magnitude of disorder

present in both Ga-free and Ga-based structures as well as a comprehensive study aimed

at finding Ga-based and Ga-free SL structures optimized for hole transport to make a more

definitive statement. In Chapter 7, one such optimization methodology for carrier transport

in Ga-free SLs will be presented in Chapter 7.

The effect that the increasing disorder has on hole transport is evident in the relative

magnitude, and spectral range, of the hole current spectrum. To demonstrate, we included

the spectral current in the 120nm simulations of the Ga-based ideal, no disorder, low dis-

order, and high disorder structures at 200K in Fig. 6.11.
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Figure 6.11: The hole current spectrum as a function of position for example structures
of the (a) ideal, (b) no disorder, (c) low disorder, and (d) high disorder Ga-based SLs,
normalized to the maximum value in the ideal structure, for the simulations with domain
size of approximately 120nm at 200K. Reprinted with permission from Glennon & Bellotti
(2023).

Not only does the magnitude of the hole current spectrum decrease with increasing SL dis-

order, but the spectral range becomes increasingly discontinuous along the growth direction

due to the variation in the confinement across different hole wells. This discontinuous be-

havior is indicative of scattering in the simulation domain.

6.4.2 Effect of Strain

We investigated a set of axisymmetric strains between −1.2% and +1.6% calculating the

vertical hole mobility as a function of temperature for each strain condition for the Ga-free

SL which is presented in Fig. 6.12.
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Figure 6.12: The vertical hole mobility calculated as a function of temperature for different
magnitudes of negative (positive) axisymmetric strain for the Ga-free (a) ((b)) ideal, (c)
((f)) no disorder, (d) ((g)) low disorder, and (e) ((h)) high disorder SLs. Reprinted with
permission from Glennon et al. (2024).
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The disorder-induced inversion of the temperature dependence of the mobility emerged for

all external strain values, except for the +1.2% and +1.6% axisymmetric strain cases. For

negative axisymmetric strain, particularly at low temperature, the mobility decreased with

increasing strain. The reason for this was observed in the calculated band structures with

applied strain which are presented in Figs. 6.13c, 6.13b, and 6.13a for axisymmetric strains

of 0.0%, −0.5%, and −1.2%, respectively.
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Figure 6.13: The energy band structure of the ideal Ga-free SL calculated as a function of
the transverse wave vector for external axisymmetric strains of (a) −1.2% , (b) −0.5%, (c)
0.0%, (d) +0.5%, (e) +0.8%, and (f) +1.6%. It is modified with vertical lines representing
the dispersion in the vertical wave vector. Reprinted with permission from Glennon et al.
(2024).

As negative strain was applied, the approximate HH miniband size became narrower, due

to reduced dispersion in the growth direction, suggesting less favorable hole transport prop-

erties. Conversely, the positive axisymmetric case was more complex. For smaller magni-

tudes of strain, the mobility decreased. However, at strain values of +1.6% for the ideal

and no disorder structures and +1.2% for the disordered structures, there was an increase
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in the mobility over that of the unstrained case. For the +1.6% strain case, there was a

substantial increase in the hole mobility. This behavior, while more complex than the neg-

ative strain case, can also be explained using the calculated band structure of the strained

SL (see Fig. 6.13c, Fig. 6.13d, Fig. 6.13e, and Fig. 6.13f for axisymmetric strains of 0.0%,

+0.5%, +0.8%, and +1.6%, respectively). For smaller positive axisymmetric strain, the

energy offset between the HH and LH bands got smaller, and the heavy-hole (HH) and

light-hole (LH) bands repelled each other. This caused the HH dispersion to increase in

the growth direction. The large increase in hole mobility at +1.6% was attributed to an in-

version of the HH and LH character near the gamma point due to the axisymmetric strain.

The much lower effective mass of the LH band resulted in more favorable hole transport

properties. We continued to probe this behavior calculating the vertical hole mobility for

each SL type at 120 K with axisymmetric strains of +1.0%, and +1.4%. The results are

given in Fig. 6.14a as a function of positive axisymmetric strain.
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Figure 6.14: The (a) vertical hole mobility calculated as a function of positive axisymmet-
ric strain for each SL structure. Also included are the band structures calculated for the (b)
ideal and (c) no disorder SL in which the HH and LH separation is negligible. Reprinted
with permission from Glennon et al. (2024).

There was a sharp increase in the mobility above a strain of +1.0%. Additionally,

Fig. 6.14b and Fig. 6.14c include the calculated band structures of the ideal and no disorder

SLs under +1.0% axisymmetric strain, respectively. We found that at this strain condition

the separation between the HH and LH was nearly zero. These results align with our

interpretation that the sharp increase in the hole mobility for high positive strains is related

to the inversion of the HH and LH bands.

We found that the Ga-based SL structures exhibited similar behavior with respect to the
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strain at different levels of disorder. Thus, we opted to forgo the comprehensive analysis

performed in Fig. 6.12 for Ga-free SLs. The combined effects of strain and disorder on the

QE exhibited throughout a cFPA for either the Ga-free SL or Ga-based SL absorber layers

are analyzed and compared in the next section.

6.5 QE IN CURVED FOCAL PLANE ARRAY

To qualitatively probe the performance of the curved-FPA at 120K, we approximated the

QE of a backside illuminated nBn device from the calculated vertical hole mobility for each

strain and SL structure. To compare the results between the Ga-free and Ga-based SLs, the

minority carrier lifetime for holes and the absorption will have a substantial effect on the

QE in conjunction with the mobility. Based on the discussion on minority carrier lifetimes

and absorption for T2SLs provided in Section 2.3.2.3 and Section 2.3.2.1, respectively. For

Ga-based minority carrier lifetime for holes, there have been several examples of MWIR

structures exhibiting minority carrier lifetime values on the order of 100ns (Donetsky et al.,

2010; Belenky et al., 2011; Olson et al., 2012). However, the Ga-free SLs in the MWIR

regime have exhibited a range of values (i.e. 0.4µs to 9µs) Olson et al. (2012); Höglund

et al. (2013, 2015); Aytac et al. (2015). For the sake of simple comparison, we chose a

lifetime of 1µs which is an entire order of magnitude greater than the Ga-based structure.

As for absorption, we used the first peak values values of 1,500cm−1 and 1,000cm−1

exhibited in the absorption spectrum of the 8.4/13.7 ML InAs/GaSb structure presented in

Livneh et al. (2012, 2014) and the 12.8/12.8 ML InAs/InAs0.82Sb0.18 structure presented in

Klipstein et al. (2014) (see Chapter 2). The minority carrier diffusion length was estimated

from the minority carrier lifetime and mobility using the Einstein relation (Eqs. (4.10) and

(4.11)). Then, we used Eq. (4.12) to estimate the QE for nBn devices with absorber layer

thicknesses that maximize the QE at zero strain.
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For the QE estimate we used a more comprehensive mobility data set for low and high

magnitudes of disorder. For each magnitude of disorder and material system, we calcu-

lated the vertical hole mobility at 120K for 10 differently disordered structures for strain

configurations of −1.2%, −0.8%, −0.5%, −0.2%, 0.0%, +0.2%, +0.5%, and +0.8%.

Then, we computed the mean values for each strain configuration which are used to train

the GP model. Taking the mean of the results over different realizations of the disorder

better represents the transport behavior of a structure with a given magnitude of random

disorder. The vertical hole mobility, minority hole diffusion length, and QE calculated over

different realizations of low and high disorder are presented in Fig. 6.15 for the Ga-free and

Ga-based structures, along with the values calculated for the ideal and no disorder SL.
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Figure 6.15: The (a) ((d)) vertical hole mobility, (b) ((e)) minority hole diffusion length,
and (c) ((f)) subsequent QE calculated for a backside illuminated nBn device as a function
of axisymmetric strain for the Ga-free ideal (blue line with circles), no disorder (cyan line
with diamonds), low disorder (green line with triangles), and high disorder (red line with
squares) SLs for the Ga-free (Ga-based) SL. The shaded areas indicate the minimum and
maximum values obtained from the different disordered structures for each strain value.
The ideal structures do not have disorder, so there is no shaded area. (a) ((d)), (b) ((e)), and
(c) ((f)) adapted with permission from Glennon et al. (2024) (Glennon & Bellotti (2023)).
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As expected, the disorder negatively impacted the vertical hole mobility throughout the

range of axisymmetric strain. The range of values calculated for different realizations of

the disorder, measured as a percentage of the average value, increases with increasing dis-

order. While the calculated hole mobility results for the Ga-free and Ga-based structures

are not dramatically different for a given amount of disorder, the hole lifetimes differ dra-

matically, particularly for the ideal and no disorder structures. This is due to the order of

magnitude difference in the minority carrier lifetimes between Ga-based and Ga-free struc-

tures. For the calculation of the QE, the absorber thicknesses for the ideal, no disorder, low

disorder, and high disorder structures for the Ga-free SL were 15 µm, 16 µm, 10 µm, and

6 µm, respectively. In the case of the Ga-based SL, the absorber thicknesses were 5 µm,

4 µm, 3 µm, and 2 µm. The Ga-free SL exhibited higher QE’s for each structure type com-

pared with the Ga-based SL. In particular, QE values over 60% were demonstrated for the

ideal and no disorder cases, representing a fundamental limit. In the case of Ga-based, the

fundamental limit is suggested to be closer to 40%. However, this does not mean that the

Ga-free SL is certain to be a better device, as it is possible that the Ga-based SLs may have

less disorder. This could be the subject of future investigation.

These datasets were then used to train GP models, described in Glennon et al. (2023)

and Glennon & Bellotti (2023), that predict the QE for arbitrary axisymmetric strains within

the range of strains calculated using NEGF data. Finally, the GP predictions allowed us to

map approximations of the QE for the two different device models as a function of the

spatial coordinates of the die. Fig. 6.16a and Fig. 6.16b present the estimated QE for a

curved-FPA with ideal, no disorder, low disorder, and high disorder structures for the Ga-

free and Ga-based material systems, respectively.
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Figure 6.16: Approximate internal QE calculated as a function of spatial coordinates of
the curved die at 120K for the ideal, no disorder, low disorder, and high disorder SLs for
a Ga-based nBn detector. (a) ((b)) adapted with permission from Glennon et al. (2024)
(Glennon & Bellotti (2023)).

What is immediately apparent is that the impact on the QE from the strain is relatively

small throughout the majority of the FPA in comparison to the impact of disorder for both
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material systems. For all four SL types the majority of the FPA exhibits internal QE values

within a range of approximately 1% nominal QE. However, throughout the high disorder

device the internal QE values are between 23% to 42% (10.5% to 21%) nominal QE value

lower than those demonstrated in the no disorder case for the Ga-free (Ga-based) SL. Thus,

it can be expected that curving the FPA to an ROC of 70mm is unlikely to dramatically

impact the QE with all other properties being equal. Alternatively, the performance can

be improved significantly through optimizing the growth process to achieve SLs with re-

duced disorder. Additionally, as mentioned before, we found that the QE is better for each

structure category in the Ga-free SL versus the Ga-based SL due to the order of magnitude

higher minority carrier lifetime. However, it is worth pointing out that the high disorder

results for the Ga-free SL are within the range between the no disorder and low disorder

results of the Ga-based SL. Thus, it is possible that the Ga-based device could be superior

given these results if it has substantially less disorder than the Ga-free structure.

Plots demonstrating the 2σ uncertainty associated with each device and material system

in Fig. 6.16, providing the 95% confidence interval of our results, are presented in Fig. 6.17

and Fig. 6.18 for Ga-free and Ga-based structures, respectively.
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Figure 6.17: 2σ of approximated QE calculated as a function of spatial coordinates of
the curved die at 120K for the ideal, no disorder, low disorder, and high disorder SLs.
Reprinted with permission from Glennon et al. (2024).
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Figure 6.18: 2σ of approximated QE calculated as a function of spatial coordinates of
the curved die at 120K for the ideal, no disorder, low disorder, and high disorder SLs.
Reprinted with permission from Glennon & Bellotti (2023).

It was demonstrated that the uncertainty was larger for increasing amount of disorder,

which one would expect. This may be a consequence of small sample size for the dis-

ordered structures.

The results of the two studies also suggested that it may be possible to further improve

the performance of curved-FPAs with T2SL absorber layers by inducing a higher magni-

tude of positive axisymmetric strain. This is demonstrated in Fig. 6.19 which depicts the

quantum efficiency as a function of temperature using Eq. (4.12) for axisymmetric strains

of 0.0%, +0.8%, and +1.6% for the Ga-free SL. As with Fig. 6.15, we chose the diffusion

lengths that maximize the QE for each dataset at 140 K.



125

0 50 100 150 200 250

0

20

40

60

80

100

(a)

0 50 100 150 200 250

0

20

40

60

80

100

(b)

0 50 100 150 200 250

0

20

40

60

80

100

(c)

0 50 100 150 200 250

0

20

40

60

80

100

(d)

Figure 6.19: The internal QE estimated as a function of temperature for the Ga-free (a)
ideal, (b) no disorder, (c) low disorder, and (d) high disorder SLs under +0.0% (blue line
with circles), +0.8% (green line with triangles), and +1.6% (red line with squares) ax-
isymmetric strain. Adapted with permission from Glennon et al. (2024).

I should note that the mobility data set is from Fig. 6.12 in which both the selected low

and high disorder structures appear to result in high mobility relative to the mean values of

Fig. 6.15. There is an improvement in the QE to approximately 90% for all SLs structures

at 140K and +1.6% axisymmetric strain. The increase in QE for the +1.6% case is a result

of the considerable increase in vertical hole mobility. The die we are investigating, with

an ROC of 70mm, exhibits a maximum projected axisymmetric strain of just over +0.6%.

Fig. 6.19 suggests that if greater tensile strain can be mechanically tolerated, then this effect

may be used to overcome the degradation in QE due to SL disorder and improved device

performance could be realized. It is important to note that the BG calculated for the Ga-

free structure under an external strain of +1.6% is 7.2µm. This suggests that an unstrained
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T2SL with an initially larger BG should be selected first in order to achieve a MWIR band

gap under the influence of positive strain. This is outside the scope of the present work, but

is a potential avenue for future investigation.

6.6 CONCLUSION

In summary, we investigated the internal QE predicted for MWIR Ga-free and Ga-based

T2SL-based cFPAs via the hole mobility extraction methodology validated in Chapter 5. In

doing so we demonstrated a framework for studying the transport properties of externally

strained T2SLs based on a combination of FEA modeling, NEGF calculations, and machine

learning. The effects of atomic migration and SL disorder were demonstrated in the case

of two example structures of the Ga-free and Ga-based T2SL material systems in which

it was demonstrated that an inversion of the temperature dependence occurred for higher

disorder. The Ga-free SL exhibited higher QE for the ideal, no disorder, low disorder, and

high disorder structures due to the much longer minority carrier lifetime. This suggests that

Ga-free SLs have an advantage over Ga-based SLs for the same degree of disorder. Future

investigation could focus on a comparison of the disorder for experimentally grown SLs to

make a more definitive determination. Additionally, it was demonstrated that disorder has a

much larger effect on the estimated QE compared to the strain present in a curved die with

an ROC of 70mm indicating that the curving procedure may have only a marginal effect

on the QE. As a secondary observation, it was shown that it may be possible to enhance

the QE of a T2SL based cFPA sensor by implementing large positive axisymmetric strain.

However, it is important to note that this will cause a decrease in the BG. Ultimately, this

procedure can be used more generally to investigate the transport properties of externally

strained materials and predict the impact on device performance.
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CHAPTER 7

Type-II Superlattice Optimization for Enhanced Hole Transport in the LWIR

Regime

The bulk of the work presented in this chapter has been submitted to JAP for publication

(?). The details have been reproduced and repurposed to serve the overall narrative of this

dissertation.

7.1 INTRODUCTION

While relatively long minority carrier lifetimes have been demonstrated in Ga-free type-

II superlattices (T2SLs) (Steenbergen et al., 2011; Höglund et al., 2013), the mobility of

holes, an important parameter affecting carrier collection, is relatively poor in these struc-

tures, particularly in the LWIR regime (Olson et al., 2017). While electron mobility tends

to be several orders of magnitude higher than holes in T2SLs (Swartz & Myers, 2014;

Taghipour et al., 2017; Casias et al., 2020), electron-based devices suffer from high surface

leakage induced dark current (Sidor, 2017; Marozas et al., 2018; Ting et al., 2022b). Thus,

a demonstration of a long-wave (LWIR) Ga-free SL structure with enhanced hole mobility

would present a candidate infrared material that exhibits many of the advantages of T2SLs

without the issue of poor carrier collection.

The electronic properties of T2SLs are not only dependent on the chemical composi-

tion of the individual layers, but also the specific structural geometry of the superlattice

(SL). For Ga-free SLs, the layer thicknesses of the two different SL layers, the antimony

(Sb) composition of each layer, and the substrate lattice constant all represent parameters

effecting the electronic properties. Arbitrary substrate lattice constants between those of

InAs and InSb can be achieved using virtual substrates (Belenky et al., 2020). There are

several practical limitations on which structures can be realistically grown with high qual-
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ity, such as the critical thickness of the individual layers (Lackner, 2011) and limitations

on the resolution of current SL growth methods. However, arbitrary Sb compositions and

lattice constants result in an effectively infinite parameter space.

The experimental realization of potential SL structures requires significant time and

resources. Conversely, the simulation of structures through k ·p band structure calculations

and carrier transport simulations can be used to predict optimized structures at a far lower

cost. Additionally, Gaussian processes (GPs), a machine-learning algorithm for performing

non-parameteric Bayesian regression on a dataset while providing a reliable estimate of the

uncertainty, can be used to reduce the number of simulations required to make predictions

about optimized structures. This chapter presents the results of a investigation probing the

parameter space of Ga-free T2SLs grown on either GaSb or a hypothetical 6.2 Å substrate

to find structures optimized for enhanced hole transport properties within the LWIR regime.

Carrier transport was studied for several exemplary structures for both ideal and disordered

SLs.

7.2 SL STRUCTURE OPTIMIZATION

To describe the complex band structure of Ga-free SLs we chose the four-band k ·p

Hamiltonian within the axial approximation (Eq. 3.18). We chose the parameters listed in

Ref. Qiao et al. (2012) to describe the band properties of bulk InAs and InSb. The low tem-

perature (12 K) bandgap bowing parameter in the case of unstrained SLs was taken from

Ref. (Webster et al., 2015). Strain was incorporated in the Hamiltonian as demonstrated in

Eq. 3.19.

To make predictions about optimized structures, we calculated the band gap and hole

conductivity effective mass of a comprehensive set of different SL structures for a given

substrate. The conductivity effective mass was calculated at a temperature of 150 K, as
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described in Ting et al. (2016). Then, we used the PYTHON SCIKIT-LEARN pack-

age (Pedregosa et al., 2011) to implement Gaussian processes (GP) including radial basis

function and white noise kernels. The parameters used as input for the GP model con-

sisted of each layer thickness, t1 and t2, and the Sb composition of each layer, Sb1 and Sb2.

Different sets of GP models were used for each substrate lattice constant c. Two different

GP models were fitted in which the input variables were paired with the calculated band

gap and conductivity effective mass. The two GP models were then trained according to

the two different datasets, respectively. Finally, we used this model, probing the parameter

space for structures with band gaps in the LWIR regime and selected structures with the

lowest conductivity effective masses. Finally, we calculated the band structures of these

selections to confirm that the GP predicted band gap and conductivity effective mass for

each structure were accurate. From this set of results, we chose a few exemplary structures

to analyze.

We chose to investigate the parameter space of Ga-free SLs latticed matched to either

GaSb or a virtual substrate with a 6.2 Å lattice constant in the case of ideal interfaces. We

selected two different substrate lattice constants to exemplify using the lattice constant as

another parameter that can be tuned to optimize SL properties. Additionally, there have

been examples of InAs/InAsSb SLs grown on 6.2 Å virtual substrates in the literature (Liu

et al., 2022). For the GP training dataset we chose the set of SL structures with odd num-

bered values of layer thicknesses, t1 and t2, between 5 and 21 monolayer (ML), inclusive.

For each unique combination of t1 and t2, we ran band structure calculations for structures

with all combinations of Sb layer compositions, Sb1 and Sb2, in the list 0.0, 0.1, , 1.0 re-

stricted to the condition that Sb1 always be lower than Sb2, to avoid duplicated structures. In

all, we calculated the band gap and conductivity effective mass for 4,455 unique structures

for each lattice constant. Then, we trained two GP models, one for each output, accord-
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ing to each data set. Using the GP models, we predicted the band gap and conductivity

effective mass for structures with any combination of layer thicknesses between 5−21ML

and any combination of integer percentage value Sb compositions, selecting for structures

with BGs near 0.1 meV. We restricted our selection to those matching two criteria to limit

our search to SL structures that may be possible to grow. The first condition was that each

layer thickness be below the Matthews-Blakeslee critical thickness (Matthews & Blakeslee,

1974), as described in Lackner (2011). The second condition was that the net strain in the

entire SL period be no greater than ± 0.4%. This limit for the net strain was chosen as it

aligns with the highest values exhibited by the experimental T2SL structures described in

Rehm et al. (2013).

After executing the GP model on all possible SL structures with integer layer thick-

nesses and Sb composition we executed confirmation band structure calculations of the

structures that exhibited a band gap close to 100 meV and fulfilled the two strain re-

lated requirements. Ultimately, we chose the structures 14/5 ML InAs/InAs0.43Sb0.57 and

21/12 ML InAs/InAs0.61Sb0.39 on a GaSb substrate, which correspond with the lowest

and highest conductivity hole effective masses (0.73 versus 1.28), as well as 16/7 ML

InAs0.66Sb0.34/InAs0.48Sb0.52 on a 6.2 Å substrate which had the lowest conductivity hole

effective mass (0.52). Throughout this work, each of these SL structures will be referred

to as structure one, structure two, and structure three, respectively. The calculated band

structures are presented in Fig. 7.1a, Fig. 7.1b, and Fig. 7.1c for structures one, two, and

three, respectively. Structure one and three exhibit more dispersion in the growth direction

which is indicative of higher transport properties. Also, structure three has more valence

states that are close to the band edge that could be relevant for transport.
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Figure 7.1: The band structures calculated for the (a) 14/5 ML InAs/InAs0.43Sb0.57 struc-
ture and the (b) 21/12 ML InAs/InAs0.61Sb0.39 structure on a GaSb substrate and the (c)
16/7 ML InAs0.66Sb0.34/InAs0.48Sb0.52 structure on a 6.2 Å substrate. The vertical lines
represent the dispersion with respect to the vertical wave vector.

7.3 MOBILITY FOR OPTIMIZED STRUCTURES WITH IDEAL INTERFACES

For all three structures with ideal interfaces we performed several NEGF simulations with

sizes between 100 nm and 250 nm, selecting those for which linear resistance behavior

was achieved, and fit the slope to Eq. 3.98 to calculate the vertical hole mobility. When

coherent transport is significant, the nature of the contact material has a larger effect on

carrier transport. We tailored the contacts so that the valence band edges were approxi-

mately 30 meV above the valence miniband edge for consistency. For structures one, two,

and three, the contact materials are InAs0.62Sb0.38, InAs0.64Sb0.36, and InAs0.56Sb0.44, re-

spectively. Band diagrams of the 50nm simulations for structures one, two and three are

presented in Fig. 7.2a, Fig. 7.2b, and Fig. 7.2c, respectively. What is immediately apparent

when comparing the two structures grown on GaSb is that structure one, with the lower

effective mass, has narrower hole barrier layers (InAs) than structure two. Furthermore,

structure three, with the lowest hole effective mass, has only slightly thicker, but lower en-

ergy, barriers than structure one. Fig. 7.3 presents the vertical hole mobility as a function
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Figure 7.2: Examples of the band diagrams for the (a) InAs/InAs0.43Sb0.57 and the (b)
InAs/InAs0.61Sb0.39 on a GaSb substrate and (c) InAs0.66Sb0.34/InAs0.48Sb0.52 on a 6.2 Å
substrate structures.

of temperature for all three selected SL structures with ideal interfaces. The relative mag-

nitude of each mobility calculated for all structures correspond inversely with the relative

magnitude of the conductivity effective mass. However, near 150 K the mobility for struc-

ture one is nearly the same as that of structure two, which is unexpected. There is some

qualitative evidence of a difference in temperature dependence of the mobility when com-

paring the conductivity hole effective masses at 100 K, 150 K, and 200 K for structures one

(0.83, 0.73, and 0.76) and two (1.21, 1.28, and 1.59). We see that the conductivity effective

mass increases at 100 K with respect to that at 150 K for structure one while it decreases for

structure two. However, this is not enough to explain the nearly identical mobility value at

150 K. One possible explanation is that while linear resistance seems to have been achieved

for structure one at each calculated mobility it is possible that the nature of the contacts is

still impacting the results. Furthermore, the conductivity effective mass, which assumes a

constant relaxation time, is unable to capture the full physics of carrier transport with scat-

tering in complex nanostructures like SLs. However, qualitatively the relative magnitudes
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Figure 7.3: The vertical hole mobility calculated as a function of temperature for
the 34/6 ML InAs0.97Sb0.03 /InAs0.52Sb0.48 structure (green line with circles) and
InAs/InAs0.61Sb0.39 structure (red line with triangles) both on a GaSb lattice and the 5/3
ML InAs0.66Sb0.34/InAs0.48Sb0.52 structure (blue line with diamonds) on a 6.2 Å substrate
for ideal interfaces.

of the mobility match those of the conductivity effective mass for each structure. Thus, the

much more computationally efficient conductivity effective mass calculation may be used

to aid in the optimization of SL structures for carrier transport before resorting to the far

more computationally demanding NEGF formalism. However, the method requires care as

it is more qualitative in nature and can not be used with certainty to rank structures in terms

of carrier mobility.

7.4 EFFECTS DISORDERED INTERFACES ON OPTIMIZED STRUCTURES

In the case of disorder, we randomly selected interfaces in which to shift one ML in the

growth direction. This is referred to as positional disorder, as described in Bellotti et al.

(2021). An example of an ideal SL structure compared with a disordered one is presented in

Fig. 7.4, where the effect of disorder on the band diagram is clearly represented. Positional

disorder presents a more realistic depiction of experimentally grown structures that inher-

ently include disorder. To this end, we generated four, six, and ten randomly disordered

samples per structure with a thickness of approximately 50 nm for structures one, two, and

three, respectively. In order to calculate the mobility using Eq. 3.98, we generated mod-
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Figure 7.4: Example band diagrams of an InAs/InAs0.43Sb0.57 SL structure with (a) ideal
and (b) disordered interfaces, on a GaSb substrate.
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Figure 7.5: The vertical hole mobility calculated as a function of temperature for
the 34/6 ML InAs0.97Sb0.03 /InAs0.52Sb0.48 structure (green line with circles) and
InAs/InAs0.61Sb0.39 structure (red line with triangles) both on a GaSb lattice and the 5/3
ML InAs0.66Sb0.34/InAs0.48Sb0.52 structure (blue line with diamonds) on a 6.2 Å substrate
for positional disordered interfaces. The range of mobility for each structure is included as
a shaded area around the mean data.

els in which we have have one, two, and three of each of these disordered units repeated

end-to-end. Given that each differently disordered structure produces different results, we

calculated the mobility of each one individually and calculate the mean of the results. The

mean mobility as a function of temperature is included in Fig. 7.5. What is most striking is

that structure one has the lowest mean mobility by close to an order of magnitude. Structure

three still exhibits the highest mobility out of the three structures. This can be explained

by the relative density of interfaces in the material. Structure one has the thinnest SL lay-

ers, and thus the highest density of interfaces. Having the same probability of disorder at

each interface, structure one has the highest density of disorder. Furthermore, 1 ML of
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disorder on either side of hole wells that are 5 ML thick (structure one) will cause greater

shifts in the local density of states (LDOS) than in 12 ML hole wells (structure two). This

shifting of the LDOS can cause a misalignment of LDOS between hole wells, which can

impede the transport of carriers across a SL Bellotti et al. (2021). Structure three has the

most resilience to the disorder. While having thin hole wells (7 ML) like structure one, the

energy barrier of these wells is much lower due to the Sb composition of the two layers

on the 6.2 Å substrate. Furthermore, structure three had the lowest conductivity effective

mass of all three structures, suggesting inherently stronger coupling between wells. The

conductivity effective mass of the ideal structures alone are unlikely to reliably predict the

relative carrier transport efficiency in disordered SLs in general.

To find a better method for predicting the relative carrier transport efficiency for differ-

ent SL structures without resorting to NEGF we generated 25 different randomly disordered

50 nm lattices per structure. However, we calculate the band structure of the non-interacting

Hamiltonian with periodic boundary conditions, thus generating a quasi-random periodic

structure. From the band structure, we calculate the conductivity effective mass for holes

at 150 K, as before. Taking the mean of these effective masses, we find 21,200, 127, and 8

for structures one, two, and three, respectively. The relative values were qualitatively com-

mensurate with the calculated mean vertical hole mobility for each structure. Therefore,

we had demonstrated that the conductivity effective mass calculated for quasi-random pe-

riodic structures can be used to predict relative carrier mobility for the selected disordered

structures. The hole effective masses calculated for the disordered structures differ by sev-

eral orders of magnitude while those of ideal structures were far closer. It is likely that the

greater the difference in effective mass the more accurately one can predict the relative hole

mobility. A final note of import is that in calculating the mean band gap for the disordered

structures, we found that they corresponded with cutoffs of 23.4 µm, 12.4 µm, and 13.6 µm,
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respectively. Unsurprisingly, the cutoff for structure one was the most impacted by the dis-

order in the lattice. This shift in the cutoff due to disorder must be taken into consideration

when attempting to find optimal SLs for sensors in a specific spectral band.

7.5 CONCLUSION

In summary, we used GP regression to optimize Ga-free SL structures for hole transport

grown on GaSb and 6.2 Å substrates based on band structure analysis. Restricting the

search to structures that fulfil several strain requirements for experimental feasibility, we

selected three structures: the structures with the highest and lowest effective masses on

GaSb and the structure with the lowest effective mass on a 6.2 Å substrate. NEGF is used

to calculate the vertical hole mobility for each structure confirming an inverse relationship

between the calculated hole effective mass and the mobility at most temperatures, while

the results at 100 K were less straightforward. This is likely due to the complexities of

carrier transport in SLs which cannot be perfectly captured by an effective mass. Next, we

calculate the mean vertical hole mobility as a function of temperature for each structure

using NEGF simulations of five differently disordered samples per selected structure. It

is discovered that structure one has a significantly lower hole mobility than the other two,

and structure three is the most resilient to disorder. We find that this can be predicted qual-

itatively from the conductivity hole effective masses calculated via the band structures of

quasi-randomly disordered periodic samples. In this case, the effective masses differed by

several orders of magnitude between structures, making predictions about the hole mobility

more reliable. Thus, a methodology for finding realistic SL structures optimized for carrier

transport is presented.



137

CHAPTER 8

Conclusion

As discussed in Chapter 2, type-II superlattices (T2SLs) are a potential alternative to the

state-of-the-art HgCdTe infrared (IR) material system, due to several theoretical advan-

tages. Chief among these advantages are significantly reduced cost due to the larger indus-

trial base for III-V materials (Bajaj et al., 2007) as well as higher yield (Rogalski, 2003).

However, the promise of superior performance due to suppressed Auger scattering has not

yet been realized (Rogalski et al., 2019). This is typically attributed to inferior properties

associated with the quantum efficiency (QE), like the absorption coefficient, the lifetime,

and the mobility (see Chapter 2). Therefore, the field would greatly benefit from the de-

velopment of methodologies to investigate these properties further. Using this method, one

could not only predict the performance of standard T2SL structures used in advanced device

architectures, but also discover new potential T2SL structures with enhanced properties.

Chapter 5 presented a comprehensive investigation into several vertical mobility extrac-

tion methodologies from non-equilibrium Green’s functions (NEGF). It was demonstrated

that for structures on the order of several hundreds of nanometers the ballistic resistance can

be relevant for both electrons and holes. Therefore, using the average velocity of carriers

calculated in the channel resulting in an apparent mobility that increased with increasing

device size. This demonstrates the weakness of this method for predicting the mobility in

a larger sample of T2SL material. Additionally, while in principle running NEGF simu-

lations with and without scattering and comparing the results with a Matthiessen’s rela-

tionship should account for the ballistic resistance, it was demonstrated that this method

can be unreliable. Finally, it was shown that using the dependence of the resistance with

device size can account for the ballistic resistance and result in the extraction of a diffusive

mobility. Electrons were shown to present significant problems due to the highly coherent
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nature of the carrier transport present in these calculations and higher electric fields may

be required to compensate. Holes on the other hand were shown to result in a device size

independent diffusive mobility. This method was used in subsequent chapters to simulate

the properties of several T2SL structures.

The results of two studies (one with a Ga-free SL absorber and the other with a Ga-

based SL absorber) simulating the QE across a mid-wave (MWIR) nBn-based curved focal-

plane array (cFPA) were presented in Chapter 6. The chosen T2SL structures were of stan-

dard design grown on a GaSb substrate. The effects of both superlattice (SL) disorder and

the external strain, which is induced in the material due to the mechanical curving proce-

dure, on the vertical hole mobility were studied. The inversion of temperature dependence

that has been exhibited in the experimental hole mobility for T2SLs (see Chapter 2) was

shown to emerge with increasing SL disorder. Additionally, strain had a relatively minor

impact on the hole mobility except for large strain magnitudes. In predicting the QE across

the surface of the cFPA it was shown that the reduction in the QE due to the strain was

negligible in comparison with the reduction in QE due to disorder. Thus, the cFPA design

is likely to exhibit similar properties to a flat FPA of a similar material. However, it would

benefit from the optical advantages of cFPAs. Lastly, it was revealed that a high magnitude

of positive strain results in a sharp increase in the vertical hole mobility which is likely

related to an inversion of the light-hole (LH) and heavy-hole (HH) minibands. This re-

sult presents a potential strategy for developing devices with enhanced hole mobility by

inducing high magnitudes of positive strain in the absorber layer.

Finally, Chapter 7 presented a methodology that was developed for searching for opti-

mized structures for carrier transport in T2SLs. Specifically, this study focused on optimiz-

ing long-wave (LWIR) Ga-free SLs grown on GaSb and 6.2 Å substrates. Band structure

calcualtions were performed for collections of 4,455 different SL structures spanning the
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parameter space of layer composition and thickness for each substrate. A Gaussian pro-

cess (GP) regression model was trained to this data set and used to search for structures

with the lowest hole conductivity effective masses with cutoff wavelengths of about 12 µm.

One structure with the highest (GaSb substrate) and two structures with the lowest (GaSb

and 6.2 Å substrates) hole conductivity effective mass were selected. It was demonstrated

that the conductivity effective mass was qualitatively indicative of the relative magnitude

of the disorder. The 6.2 Å substrate structure has the highest mobility. Additionally, these

structures were simulated with positional disorder, demonstrating that the structure with

the lowest effective mass on GaSb had the lowest mobility. Thus, simple band structure

calculations of an ideal SL is not enough to predict realistic carrier transport efficiency.

However, band structure calculations of quasi-randomly disordered multi-period samples

of each structure were shown to produce effective mass values that could qualitatively pre-

dict the relative magnitude of the disordered mobility for each structure. Thus, it was shown

to be possible to use band structure analysis on periodic multi-period disordered structures

to predict the carrier transport efficiency in more realistic growth conditions. The 6.2 Å

substrate structure had the best results in both ideal and disordered cases, presenting a

candidate structure for enhanced hole transport.

Hence, this work has contributed significantly to the field of T2SL simulation. It in-

cludes, to the author’s knowledge, the first comprehensive analysis of the extraction of

mobility from quantum transport simulations for application to IR photodetectors (PDs).

Then, this method was demonstrated for use in predicting the hole mobility for MWIR

Ga-free and Ga-based SLs with disorder demonstrating favorable comparison to experi-

mental results. Finally, a methodology for optimizing T2SL structures for enhanced carrier

transport was demonstrated that could be used to prototype T2SL structures with better

performance in future studies.
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APPENDIX A

Ballistic Mobility and Resistance

The work presented in this appendix has been published in Glennon et al. (2023). The

details have been reproduced to serve the overall narrative of this dissertation.

A.1 3D BULK BALLISTIC MOBILITY

We solved for the ballistic mobility of a 3D bulk device (Eq. (5.2)) by following the methods

of Lundstrom and colleagues for the calculation of the conductance and ballistic mobility

for 2D bulk devices Lundstrom & Jeong (2013); Lundstrom & Sun (2016). We started with

the expression for the conductance in the Landauer formalism Lundstrom & Jeong (2013):

G =
2q2

h

∫
T (E)M(E)

(
−∂ f0

∂E

)
dE, (A.1)

where the partial derivative of the Fermi function, f0, comes from the Taylor expansion

of the difference of the Fermi levels between contacts, T is the transmission function at

energy, E, M is the number of conducting channels between contacts, q is the elementary

charge, and h is Plank’s constant. Next, using the standard expression for the 3D conduc-

tance Lundstrom & Jeong (2013) σapp =
L
AG in combination with Eq. (A.1) we found:

σapp =
2q2

h

∫
(T (E)L)

(
M(E)

A

)(
−∂ f0

∂E

)
dE, (A.2)

As pointed out by Lundstrom and Sun, this conductivity should be thought of as an “ap-

parent conductivity” in the case of ballistic transport, as the definition of conductivity is

generally applied in the diffusive limit (Lundstrom & Sun, 2016). Similarly, the apparent

mobility, µ, was extracted based on the relationship between mobility and conductivity in
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the diffusive limit: σapp = nqµapp where n is the carrier density in the device. Combining

this expression with Eq. (A.2) we derived an expression for the apparent mobility for a 3D

bulk device:

µapp =
2q/h

n

∫
(T (E)L)

(
M(E)

A

)(
−∂ f0

∂E

)
dE, (A.3)

Using the expression for the number of conducting modes in a 3D device given in

Lundstrom & Jeong (2013) and the fact that the transmission function is equal to unity for

ballistic transport, Eq. (A.3) was rewritten to represent the ballistic mobility as follows:

µball =
2q/h

n
L
(

m∗

2πℏ2

)
(KBT )

∂
∂ηF

∫ dε
e(ε−ηF )+1

dε, (A.4)

where m∗ is the effective mass, KB is the Boltzmann constant, T is the temperature, ℏ the

reduced Plank’s constant, and with substituted variables ε = E−Ec
KBT and ηF = EF−Ec

KBT where

Ec and EF are the conduction band and Fermi energies, respectively. Using the rules for

Fermi integrals as given by Lundstrom & Jeong (2013), we can simplified Eq. (A.4) to the

following:

µball =
2q/h

n
L
(

m∗

2πℏ2

)
(KBT )F0(η), (A.5)

where F0 is the Fermi-Direct integral of order zero. To derive the final expression for the

apparent mobility, we first derived an expression for the carrier density. We started with the

equation for carrier density in 3D bulk materials (Lundstrom & Jeong, 2013):

n =
∫

D3D f0(EF)dE, (A.6)

where D3D is the 3D density of states. Inserting the expression for the 3D density of states
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given in Lundstrom & Jeong (2013) we found:

n =

√
2(m∗KBT )3

π2ℏ3

∫ dε1/2

e(ε−ηF )+1
dε. (A.7)

Using the definition for the Fermi integral of one-half order, F1/2, we arrived at our final

expression for carrier density:

n =

√
2(m∗KBT )3

π2ℏ3

√
π

2
F1/2(ηF). (A.8)

We inserted Eq. (A.8) into Eq. (A.5) to derive our final expression for ballistic mobility:

µball =
LvT

2(KBT/q)

F0(ηF)

F1/2(ηF)
, (A.9)

We inserted the unidirectional thermal velocity, vT =
√

2kBT
πm∗ , into Eq. (A.9).

A.2 3D BULK BALLISTIC RESISTANCE

We solved for the ballistic resistance of a 3D bulk material in a similar manner as Eq. (A.9)

in Abstract A by starting with the reciprocal of the expression for conductivity in the Lan-

dauer formalism (A.1):

R = 1/G =
h

2q2

(∫
T (E)M(E)

(
−∂ f0

∂E

)
dE
)−1

. (A.10)

Using the definition of the Fermi integral, the expression for the number of conducting

channels in a 3D device (Lundstrom & Jeong, 2013), and the fact that the transmission
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function is equal to unity for ballistic transport, Eq. (A.10) was transformed as follows:

Rball = 1/G =
h

2q2
2πℏ2

m∗KBT

(
∂

∂ηF

∫ ε
eε−ηF

dε
)−1

. (A.11)

We used the rules for Fermi integrals provided in Lundstrom & Jeong (2013) to simplify

the expression:

Rball =
h

2q2
2πℏ2

m∗KBT
1

F0 (ηF)
. (A.12)

Finally, we substituted in the expression for the carrier density (Eq. (A.8)) to derive the

final form of the expression for ballistic resistance as given in Section 5.2:

Rball =

√
2πm∗KBT

nq2

F1/2 (ηF)

F0 (ηF)
. (A.13)
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